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Abstract

Background: Women with depressive symptoms may use preventive services less frequently and experience
poorer health outcomes. We investigated the association of depressive symptoms with breast and colorectal
cancer screening rates and stage of cancer among a cohort of postmenopausal women.
Methods: In The Women’s Health Initiative Observational Study, 93,676 women were followed on average for
7.6 years. Depressive symptoms were measured at baseline and at 3 years using the 6-item scale from the Cen-
ter for Epidemiological Studies Depression scale (CES-D). We calculated a cancer screening rate expressed as
a proportion of the years that women were current with recommended cancer screening over the number of
follow-up visits in the study. Breast and colorectal cancers were staged based on Surveillance, Epidemiology
and End Results (SEER) classification.
Results: At baseline, 15.8% (12,621) women were positive for depressive symptoms, and 6.9% (4,777) were pos-
itive at both baseline screening and at 3 years. The overall average screening rate was 71% for breast cancer
and 53% for colorectal cancer. The breast cancer screening rate was 1.5% (CI 0.9%–2.0%) lower among women
who reported depressive symptoms at baseline than among those who did not. Depressive symptoms were not
a predictor for colorectal cancer screening. Stage of breast and colorectal cancer was not found to be associated
with depressive symptoms after adjusting for covariates.
Conclusions: Among a healthy and self-motivated cohort of women, self-reported depressive symptoms were
associated with lower rates of screening mammography but not with colorectal cancer screening.
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Introduction

BREAST AND COLORECTAL CANCER are the second and third
leading causes of cancer death among women in the

United States.1 Early detection of these cancers can save lives,
reduce length of treatment, and increase quality of life

(QOL). Race, economic status, family history of cancer, med-
ical comorbidity, healthcare access, health behavior, and ed-
ucation have been recognized as major factors associated
with screening behavior.2,3 Only a few studies have investi-
gated the role of psychiatric comorbidities in cancer screen-
ing behavior and mortality.

1Virginia Commonwealth University, Richmond, Virginia.
2Boston University, Boston, Massachusetts.
3Fred Hutchinson Cancer Research Center, Seattle, Washington.
4Howard University Cancer Center, Washington, DC.
5Arizona Cancer Center, University of Arizona, Tucson, Arizona.
6Washington Hospital Center, Washington, DC.
7University of Massachusetts Medical School, Worcester, Massachusetts.
8University of Iowa, Iowa City, Iowa.
9University of Virginia, Charlottesville, Virginia.
Preliminary results of this study were published in abstract format and subsequently presented as a poster at the annual meeting of the

Society for General Internal Medicine in April 2006.
The WHI study was supported by the National Heart, Lung and Blood Institute and the General Clinical Research Center program of

the National Center for Research Resources, Department of Health and Human Services.



In the United States, about 1 in 8 women can expect to de-
velop clinical depression during her lifetime,4,5 a condition
that may cause considerable impairment, suffering, and dis-
ruption of personal, family, and work in one’s life. Although
depressed women are more likely to experience functional
impairment,5,6 less than half seek medical care.7 Several stud-
ies have addressed the association of chronic mental ill-
nesses, such as depression, with use of general medical
care.8–12 These studies indicate poor adherence to medical
treatment and follow-up as well as worse outcome in the
population with psychiatric illness or substance use disor-
der or dual diagnoses. Few of these studies looked specifi-
cally at preventive care and cancer screening among patients
with chronic mental illnesses.8,13 Although each of these
studies shows lower cancer screening rates among patients
with chronic mental illnesses, they did not study depression
as a factor independent of substance abuse. The inclusion of
individuals with dual diagnoses does not allow us to un-
derstand the independent effect of the mental illness.

Moreover, these studies included a broad spectrum of psy-
chiatric illnesses, such as depression and schizophrenia, that
are significantly different in their prevalence, latency, course
of disease, and, most importantly, their effect on patient
functioning. It may not be reasonable to study them as a sin-
gle group of diseases. Furthermore, most studies were per-
formed on veterans,8–10 who exhibit higher rates of multiple
mental illnesses and may experience a more serious course
of disease compared with nonveterans.14–16 There are no data
available on the association of depression with cancer stage
at initial presentation. We hypothesize that depressive symp-
toms may be associated with lower cancer screening rates as
a result of reduced motivation for use of preventive services,
less receipt of recommendations for screening by providers
who are focusing on depression treatment, or reduced com-
pliance with screening recommendations. These lower rates
of early cancer screening may result in a more advanced
stage of cancer at the initial presentation. On the other hand,
depression itself might affect on the growth of cancer cells,
leading to higher incidence of advanced stage cancers. Ad-
vanced stage of breast and colorectal cancers is associated
with increased cancer morbidity, mortality, and healthcare
costs. To better understand the association of depressive
symptoms with cancer screening rates and stage of cancer at
clinical presentation, we analyzed data from the Women’s
Health Initiative Observational Study (WHI-OS).

Materials and Methods

Study population

The WHI-OS is a cohort of 93,676 women with an average
follow-up time of 7 years. Postmenopausal women aged 50–79
years who gave written informed consent were recruited into
the WHI study at 40 clinical centers in the United States,
mostly through mass mailings to age-eligible women. The
WHI cohort is multiethnic, with 83.3% white, 8.2% African
American, 3.9% Hispanic, 2.9% Asian/Pacific Islander, 0.5%
American Indian/Alaskan Native, and 1.4% unknown eth-
nicity. Details of the WHI study design are reported else-
where.17 Exclusions for WHI-OS were participation in other
randomized trials, survival prediction of �3 years, alcohol
abuse, dementia, drug dependency, documented diagnosis of
a serious mental illness (which includes schizophrenia,

schizoaffective disorder, bipolar-affective disorder, and other
nonorganic psychotic disorders), or other conditions making
women unable to participate in the study. Because individu-
als with a prior history of cancer often have increased sur-
veillance and sometimes have different screening guidelines,
this analysis excluded all subjects with a history of cancer at
baseline, except nonmelanoma skin cancer. Previous research
has shown an increased incidence of depression among pa-
tients diagnosed with cancer.18 Women with cancer diagnosed
within the first year of the study were also excluded to reduce
the bias of a causal association of cancer and depression.

Variables

Participants were assessed for their current and past his-
tory of depressive symptoms using the Burnam screen19 for
depression. This screen consists of 6 items from the 20-item
Center for Epidemiological Studies Depression scale (CES-
D) and 2 items from the National Institute of Mental Health’s
Diagnostic Interview Schedule (DIS).20

The 6-item CES-D and DIS scale was administered at base-
line and again at the 3-year follow-up visit. Current depres-
sive symptoms were assessed using 6 items from the CES-D
in the Burnam scale, which is highly correlated with the 20-
item CES-D scale (correlation coefficient r � 0.88, p �
0.001).20,21 Burnam et al.19 showed that this screen has ade-
quate psychometric properties for detecting current depres-
sive disorder (major depression and dysthymia), with 86%
sensitivity and 95% specificity for detecting depression in a
primary care population. Participants are asked how often
they felt the depressive symptoms during the past week.
Each item is scored as 0 (rarely or none of the time �1 day),
1 (some or a little of the time 1–2 days), 2 (occasionally or a
moderate amount of the time 3–4 days), or 3 (most or all of
the time 5–7 days). The items included: (1) you felt de-
pressed, (2) your sleep was restless, (3) you enjoyed life (re-
versed scoring), (4) you had crying spells, (5) you felt sad,
and (6) you felt that people disliked you.

The DIS scale consists of two questions used to assess de-
pressive symptoms20,21 over the previous 2 years. These di-
chotomous response questions are (1) In the past year, have
you had 2 weeks or more during which you felt sad, blue,
or depressed or lost pleasure in things that you usually cared
about or enjoyed? (2) Have you had 2 years or more in your
life when you felt depressed or sad most days, even if you
felt okay sometimes? If yes, have you felt depressed or sad
much of the time in the past year?”

A score of �5 on the short form of the CES-D at baseline
was used as the primary definition for depressive symptoms.
This definition represents depressive symptoms over the
previous week at study baseline. During this longitudinal
study, depressive symptoms were also assessed using an-
other measure (DIS scale) and at a different time point (3
years). We used additional definitions for depressive symp-
toms to assess the correlation of depressive symptoms with
cancer screening and stage at initial presentation. The three
additional definitions in this sensitivity analysis used to
strengthen our results are (1) depressive symptoms defined
as both a score of �5 on the CES-D and a positive DIS score
(score of 2) at baseline, (2) a score of �2 on the DIS, and (3)
depressive symptoms defined as a score of �5 at both the
baseline visit and 3 years later on the CES-D.
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Current breast cancer screening was defined as a mam-
mogram within the last 12 months.22,23 Current colorectal
screening was defined as an annual fecal occult blood test
(FOBT) or lower endoscopy or double-contrast barium en-
ema within the last 5 years.22,23 This information was col-
lected during the baseline and annual follow-up question-
naires. We calculated a screening rate expressed as a
proportion of the years that women were current with rec-
ommended screening over the number of follow-up visits in
the study.

Breast and colorectal cancers were staged based on the
Surveillance Epidemiology and End Results (SEER) classifi-
cation.24 All in situ and localized cancers were classified as
early stage cancers, and regional and distant cancers were
classified as late stage cancers. Unstaged cancers and women
diagnosed with cancer during the first year of the study were
not included in this analysis, but there was little difference
in the incidence rates for this subset of cancers between de-
pressed and nondepressed cohorts (data not shown).

Sociodemographic characteristics, past medical history,
and information about known breast and colorectal cancer
risk factors were self-reported on the baseline questionnaire.
Descriptive characteristics included age, ethnicity, educa-
tion, income, insurance type, physical activity, age at menar-
che, age at first pregnancy, number of children breastfed,
family history of breast or colorectal cancer, history of breast
biopsy, history of ulcerative colitis or Crohn’s disease, use
of hormone therapy (HT) (estrogen only or estrogen and pro-
gesterone combination therapy), aspirin use, smoking and
alcohol use status, and use of a primary care provider. Body
mass index (BMI) was calculated based on weight and height
measurements taken by study nurses at baseline. New med-
ical problems and changes in treatment were reported dur-
ing follow-up questionnaires. Comorbidity burden was cal-
culated using a modified version of the Charlson Index
(unpublished WHI data by R. Gold et al.), a commonly used
and validated25,26 comorbidity index composed of 19 dis-
eases weighted based on how well they predict mortality,
with a maximum possible score of 37. Charlson Index scores
were calculated using WHI baseline data from each study
subject’s self-reported medical history. Use of antidepressant
medication was not included in the model because of the va-
riety of other indications for these classes of medication.

Statistical analysis

Baseline sociodemographic characteristics and cancer risk
factors of the study cohort were compared among women
who screened positive for depression vs. those who did not.
Simple linear regression was used to determine the associa-
tion between depressive symptoms and subsequent breast

or colorectal cancer screening rates. To control for potential
confounding factors, the estimates and corresponding 95%
confidence intervals (95% CI) for depression status in the
breast cancer screening model were adjusted for sociode-
mographic characteristics, family history of breast cancer,
history of previous breast biopsy, HT, alcohol intake, BMI,
comorbidity index, insurance, and having a primary care
provider. Adjustment factors for the colorectal cancer screen-
ing analysis included sociodemographic characteristics; fam-
ily history of colorectal cancer, ulcerative colitis, or Crohn’s
disease; alcohol intake; comorbidity index; and having a pri-
mary care provider.

Logistic regression was used to assess the correlation of
depressive symptoms with late vs. early stage at presenta-
tion of subsequent breast and colorectal cancers. To control
for potential confounding, odds ratios (ORs) and 95% CIs for
depression status in the breast cancer model were adjusted
for sociodemographic characteristics, insurance type, breast
biopsy, number of relatives with breast cancer, moderate or
strenuous physical activity, BMI, age at first birth, number
of children breastfed, parity, and aspirin use. Depression sta-
tus in the colorectal cancer model was adjusted for sociode-
mographic characteristics, insurance type, BMI, moderate or
strenuous physical activity, and smoking status. We ran ad-
ditional multivariate models with different measurements of
depressive symptoms at baseline and 3-year follow-up. All
analyses were conducted using SAS (version 9.1.3) (SAS In-
stitute, Cary, NC) software. Analyses were statistically sig-
nificant at alpha of 0.05.

Results

There were 12,621 (15.8%) women (Table 1) with current
depressive symptoms and a mean CES-D score of �5 at base-
line. The mean CES-D score for those above the cutoff of 5
was 7.0 (standard deviation [SD] 2.4), compared with 1.45
(SD 1.33) for women scoring below the cutoff. Using our al-
ternative definitions, 5,152 (7.4%) women had both positive
CES-D and DIS scores at baseline, 9,760 (12.1%) had positive
DIS scores, and 4,777 (6.9%) women had positive CES-D at
baseline and at the 3-year follow-up.

Table 2 compares the sociodemographic and health char-
acteristics of women with and without depressive symptoms
at baseline in the WHI-OS cohort. Women with depressive
symptoms were younger (aged 50–59 years); had lower ed-
ucational attainment; and were less likely to be white, have
a �$20,000 annual income, and be insured. Women with de-
pressive symptoms were more likely to have BMI �30, were
less physically active, used more alcohol in the past, and
were more likely to be current smokers.

The overall average screening rate was 71% for breast can-
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TABLE 1. PREVALENCE OF DEPRESSIVE SYMPTOMS REPORTED BY WOMEN: WOMEN’S HEALTH INITIATIVE OBSERVATIONAL COHORT

Depressive symptoms n % Mean depressive score SDa

CES-D � 5 at baseline 12,621 15.8 7.0 2.4
DIS � 2 at baseline 9,760 12.1 8.0 2.5
CES-D � 5 and DIS � 2 at baseline 5,152 7.4 8.0 2.7
CES-D � 5 at baseline and 3-year follow-up 4,777 6.9 7.5 2.6

aCES-D, Center for Epidemiological Studies Depression scale; DIS: Diagnostic Interview Schedule; SD, standard deviation.
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TABLE 2. BASELINE CHARACTERISTICS OF WOMEN WITH AND WITHOUT DEPRESSIVE

SYMPTOMS: WOMEN’S HEALTH INITIATIVE OBSERVATIONAL COHORTa

Depressive No depressive
symptomsb symptoms
n � 12,623 n � 67,368

Variable n % n %

Age group, at screening, years
50–59 4,755 38 21,459 32
60–69 5,201 41 30,058 45
70–792,667 21 15,851 23

Education
High school diploma or less 3,402 27 13,413 20
Posthigh school/some college 4,836 39 24,109 36
College degree or more 4,262 34 29,324 43

Annual household income
(dollars/year)
�$20,000 2,794 24 8,660 14
$20,000–$50,000 5,088 44 27,061 43
$50,000� 3,736 32 26,830 43

Ethnicity
White 9,998 79 56,730 84
Black 1,223 10 5,181 8
Hispanic 854 7 2,134 3
American Indian 80 �1 263 �1
Asian/Pacific Islander 262 2 2,147 3
Unknown 206 2 913 1

Body mass index (kg/m2)
�25 4,356 35 28,218 42
25–�30 4,219 34 22,738 34
�30 3,900 31 15,631 24

Insurance
None 747 6 1,951 3
Private only 6,488 52 36,145 54
Medicare/Medicaid only 1,189 10 4,822 7
Other 4,021 32 23,815 36

Physical activity
No activity 2,425 19 8,273 12
Some activity 5,217 42 25,009 38
2–�4 episodes per week 2,049 16 12,632 19
4� episodes per week 2,839 23 20,837 31

Alcohol intake
Never drinker 1,383 12 7,516 11
Past drinker 2,923 24 11,825 18
�7 drinks/week 6,948 55 38,922 58
7� drinks/week 1,277 10 8,750 13

Smoking
Never smoked 6,080 49 34,342 52
Past smoker 5,313 43 28,348 43
Current smoker 1,056 8 3,852 5

Primary care provider
Yes 2,439 93 63,999 95

Comorbidity index 0.56 0.38
Mean (SD) 12,623 (0.87) 67,368 (0.70)

Aspirin use
Yes 2,676 21 14,817 22

Age at menarache, years
�12 2,974 24 14,526 22
12–13 6,677 53 37,299 56
14� 2,904 23 15,320 22

Age at first birth, years
Never pregnant/no term pregnancy 1,557 14 8,441 14
�20 1,827 16 7,146 12
20–29 6,895 62 40,369 66
30� 883 8 5,184 8



cer and 53% for colorectal cancer. Of women with current de-
pressive symptoms at baseline, 61% reported screening for
breast cancer compared with 65% of women without depres-
sive symptoms. Differences in these rates persisted even when
the rates were adjusted for factors associated with breast can-
cer screening (Table 3). Breast cancer screening rates during
the average 7.6 years of follow-up among women with cur-
rent depressive symptoms at baseline were 1.5 percentage
points lower (�1.5 % difference, 95% CI �0.9, �2.0) compared
with women without depressive symptoms, after adjustment
for risk factors and differences between the two groups.

Screening rates were even lower among women with a posi-
tive DIS at baseline (�3.6% difference, CI �2.9, �4.2) and
among those with positive CES-D at both baseline and 3-year
follow up (�2.2% difference, CI �1.3, �3.0) during the study.

Depressive symptoms at baseline or any other time dur-
ing the follow-up were not associated with colorectal screen-
ing (Table 3). Neither breast cancer nor colorectal cancer
stage at diagnosis (Table 4) was associated with current de-
pressive symptoms, past depressive symptoms at baseline,
or depressive symptoms at baseline and at the 3-year follow-
up in unadjusted or adjusted analysis.
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Number of children breastfed
No term pregnancy 1,557 12 8,442 13
0 4,803 38 24,192 36
1–2 3,952 32 21,224 32
3� 2,147 18 12,778 19

Hormone therapy use
Never used 5,038 40 26,349 39
Past user 1,818 14 9,139 14
Current user 5,767 46 31,880 47

First degree relatives with breast cancer
None 9,549 84 52,010 84
1 1,573 14 8,643 14
2� 188 2 943 2

Breast reduction/removal
Yes 634 5 2,877 4

History of benign breast disease
No breast biopsy 9,659 78 51,417 77
One biopsy 1,913 15 10,374 16
2� biopsies 849 7 4,547 7

Mammogram last year
No mammogram ever 439 4 1,959 3
No mammogram last year 4,263 35 20,932 32
Mammogram last year 7,482 61 42,618 65

Ulcerative colitis or Crohn’s disease
Yes 215 2 724 1

First-degree relatives with
colorectal cancer
None 9,254 83 51,978 84
1 1,619 15 8,558 14
2� 239 2 1,021 2

Prior endoscopy
None 5,787 46 31,184 47
�5 years ago 4,099 33 22,686 34
5� years ago 2,553 21 12,493 19

Antidepressant use (at baseline)
Yes 1,766 14 4,086 6

Antidepressant use (at 3-year follow-up)
Yes 1,885 18 4,664 8

History of depression—DISc (at baseline)
Yes 5,152 42 4,427 7

aAll analyses were statistically significant (p � 0.0001).
bDepressive symptoms: CES-D � 5 at baseline.
cDIS, Diagnostic Interview Schedule.

TABLE 2. BASELINE CHARACTERISTICS OF WOMEN WITH AND WITHOUT DEPRESSIVE

SYMPTOMS: WOMEN’S HEALTH INITIATIVE OBSERVATIONAL COHORTa (CONT’D)

Depressive No depressive
symptomsb symptoms
n � 12,623 n � 67,368

Variable n % n %



Discussion

This study examined whether depressive symptoms are
associated with breast and colorectal cancer screening rates
and stage of diagnosis among postmenopausal women. To
examine this hypothesis, we used WHI-OS data from 1991
to 1998, the largest (93,676) longitudinal study of healthy
postmenopausal women. Among this large cohort, we found
a high prevalence (15.8%) of women who screened positive
for depressive symptoms at baseline, and almost half of them
continued to have depressive symptoms at 3-year follow-up.
Women with depressive symptoms at baseline had 1.5%
lower breast cancer screening rates during the study period,
controlling for other known predictors for screening. Breast
cancer screening rates were even lower (�2.2% difference)
among women reporting a past history of depression at base-
line. This difference in breast cancer screening among
women with depressive symptoms was not associated with
presentation at a later stage of breast cancer. Depressive
symptoms in the past, at baseline, or at 3-year follow-up had
no association with adequate colorectal cancer screening rate
or stage of colorectal cancer.

The incidence of cancer-related deaths in the year 2005 was
the same as that in 1950.22 Significant effort and resources
have gone toward promoting early detection of cancer to re-
duce mortality and improve QOL. One possible barrier to

early detection is co-morbid mental illness, such as depres-
sion. Numerous studies describe greater physical illness,
functional impairment, and morbidity among patients with
depression.11,27–29 Patients with depression use more health-
care resources, including clinician visits and hospital ad-
missions.30,31 However, despite higher utilization rates, rou-
tine care such as screening may be overlooked. Patients and
providers may be overly focused on managing the depres-
sion, or they may assume it is a natural consequence of
events associated with aging, such as the loss of loved ones
or medical illness, and appropriate proper treatment may not
be considered. Additional barriers to seeking care include
the social stigma associated with depression and social stres-
sors, such as lack of social or financial support.4

Our results confirm that depressed women have modestly
lower breast cancer screening rates, but we found no asso-
ciation with colorectal cancer screening rates. Pirraglia et al.32

found similar results in a small cohort of younger women,
aged 42–52 years, for whom high depressive symptom bur-
den was a modest barrier for breast cancer screening but not
for cervical cancer screening. Druss et al.8,9 found that vet-
erans with any mental illness or a dual diagnosis of mental
illness and substance abuse were less likely to receive opti-
mal cancer screening, including colorectal and prostate
screening. Our study results differ from their studies for col-
orectal cancer screening. One possible reason for this differ-
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TABLE 3. CHANGE IN CANCER SCREENING WITH DEPRESSIVE SYMPTOMS: WOMEN’S HEALTH INITIATIVE OBSERVATIONAL COHORT

Breast cancer screeninga Colorectal cancer screeningb

Difference in Difference in
Depressive symptoms percentage, %c 95% CI percentage, %c 95% CI

CES-Dd � 5 at baseline �1.5 �0.9, �2.0 0.2 1.1, �0.07
DIS � 2 at baseline �3.6 �2.9, �4.2 0.0 1.0, 1.0
CES-D � 5 and DIS � 2 at baseline �2.9 �2.0, �3.7 �0.1 1.3, �1.4
CES-D � 5 at baseline and 3-year follow-up �2.2 �1.3, �3.0 0.6 2.0, �0.8

aAdjusted for sociodemographic characteristics, family history of breast cancer, history of previous breast biopsy, HT, alcohol intake, BMI,
comorbidity index, insurance, and having a primary care provider.

bAdjusted for sociodemographic characteristics, family history of colorectal cancer, ulcerative colitis, or Crohn’s disease; alcohol intake; co-
morbidity index; and having a primary care provider.

cDifference in percentage, %, comparing women with variable listed as reference group.
dCES-D, Center for Epidemiological Studies Depression scale; DIS: Diagnostic Interview Schedule.

TABLE 4. ODDS RATIO OF LATER STAGE OF CANCER AT DIAGNOSIS: 
WOMEN’S HEALTH INITIATIVE OBSERVATIONAL COHORT

Breast cancera Colorectal cancerb

Depressive symptoms OR, (95% CI)c OR, (95% CI)c

CES-Dd � 5 at baseline 0.93 (0.71, 1.21) 1.01 (0.61, 1.69)
DIS � 2 at baseline 1.03 (0.77, 1.37) 1.10 (0.63, 1.92)
CES-D � 5 and DIS � 2 at baseline 0.97 (0.66, 1.44) 1.22 (0.59, 2.52)
CES-D � 5 at baseline and 3-year follow-up 1.17 (0.78, 1.74) 0.84 (0.34, 2.04)

aAdjusted for sociodemographic characteristics, insurance type, breast biopsy, number of relatives with
breast cancer, moderate or strenuous physical activity, BMI, age at first birth, number of children breastfed,
parity, and aspirin use.

bAdjusted for sociodemographic characteristics, insurance type, BMI, moderate or strenuous physical 
activity, and smoking status.

cOR, odds ratio; CI, confidence interval; CES-D, Center for Epidemiological Studies Depression scale; DIS:
Diagnostic Interview Schedule.



ence may be that we examined the effect of depression in-
dependently from other mental illness, such as psychotic or
anxiety disorders, which were combined in previous stud-
ies. As these mental illnesses differ significantly from de-
pression in their severity impact on the patient, they may
also differ in their relationship to obtaining cancer screen-
ing. WHI participants tended to be relatively healthy and
self-motivated, as women with the most severe forms of
mental illness were excluded from the study.

Although we found a moderate association of depressive
symptoms and breast cancer screening, we found no associ-
ation with colorectal cancer screening. Several possible rea-
sons may account for this difference. Colorectal cancer
screening can be adequate with less frequent screening mo-
dalities, such as endoscopy, which is repeated every 3–5
years. Because the severity of depressive symptoms can vary
widely over time, it is possible that individuals may obtain
screening during their symptom-free periods and thus
achieve adequate colorectal cancer screening. On the other
hand, breast cancer screening requires yearly mammogra-
phy. A depressed woman may have difficulty adhering to
annual appointments because of lack of interest in cancer
screening, or she may have difficulty remembering appoint-
ments. Colorectal cancer screening is not as widely accepted
as breast cancer screening. In our study, only 53% of all
women received adequate colorectal cancer screening vs.
71% for breast cancer. Given the relatively lower rate of col-
orectal screening, the influence of depression may not be ev-
ident.

We did not find any association of depressive symptoms
with breast or colorectal cancer in early stage or late stage at
initial presentation. The results were consistent when all can-
cer stages were analyzed independently. One explanation for
the lack of a finding may be that our cohort included fewer
women with chronic, severe, or untreated depression. Sec-
ond, this cohort may have had different baseline screening
practices related to other factors, including their personal
risk of cancer. The incidence rates of both breast and col-
orectal cancer were 3-fold and 1.5 fold higher, respectively,
in the WHI-OS cohort than nationally reported by SEER
data.24 In the WHI-OS cohort, approximately 80% of the in-
cident breast cancer cases diagnosed were in early stages
compared with 60% nationally. Among colorectal cancer in-
cident cases, 44% were diagnosed at the early stages, which
is similar to national rates.

There are limitations to our study. The depression screen-
ing instrument (Burnam screen) may also reflect anxiety or
psychological distress, and when it is used clinically, any pa-
tient with positive screening would generally be referred for
further psychiatric evaluation. Although the positive screen-
ing result has high sensitivity and specificity for diagnosing
clinical depression, it is only an indicator of depressive
symptoms. The association between depressive symptoms
and breast cancer screening might be stronger among sub-
jects with severe or untreated depressive illness than is re-
ported in this cohort of women. We were unable to verify
the self-reported mammogram and colorectal cancer screen-
ing among these women. The literature supports high accu-
racy in self-reported screening data, 75% for breast33 and 85%
for colorectal screening,34 if asked within 2 years. In the WHI
study, women were queried about their health habits annu-
ally. Because of the limited data regarding the purpose of

medication use, we could not control for antidepressant use
and adherence to medications. The WHI was not designed
to study the association of depressive symptoms with can-
cer stage.

One of the strengths of this study is the large number of
participants, allowing us to adjust for most covariables with-
out overfitting the multivariate models. Depression was
measured at two different times during the study period us-
ing an instrument with reasonably high sensitivity and speci-
ficity for clinical depression. Sensitivity analysis by using a
variety of definitions for depression, ranging from current
depression to depression at multiple time points, was an
added strength to the methodology. Additionally, stronger
association of depressive symptoms with lower breast can-
cer screening rates among women with long-standing de-
pressive symptoms also strengthened our results; we had
enough power to study the effect of depressive symptoms
on stage of cancer at presentation, which previous studies
had been unable to do. Although our study is the first to
study and show no effect of depressive symptoms on stage
of breast and colorectal cancer, this association may be dif-
ferent among patients with severe refractory depression or
other chronic mental illnesses. It is hoped that our study will
help researchers to design additional studies looking at can-
cer screening and chronic mental illnesses.

In conclusion, we found that among a healthy and self-
motivated cohort of women, self-reported depressive symp-
toms were associated with moderately lower rates of screen-
ing for breast cancer. No association was noted between
depressive symptoms and adequacy of colorectal cancer
screening. We were unable to find any association of de-
pressive symptoms with stage of cancer at presentation. Can-
cer control programs might consider assessing psychiatric
comorbidities, such as depression, when planning strategies
to improve breast cancer screening rates.
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Household Smoking Bans and Adolescent Antismoking
Attitudes and Smoking Initiation: Findings From a
Longitudinal Study of a Massachusetts Youth Cohort
Alison B. Albers, PhD, Lois Biener, PhD, Michael Siegel, MD, MPH, Debbie M. Cheng, ScD, and Nancy Rigotti, MD

The proliferation of US smoke-free workplace
policies and laws over the past decade has been
accompanied by increased attention to private
household smoking restrictions. The number of
US households with comprehensive rules that
make homes smoke free in all areas at all times
has increased substantially.1 The proportion of
US households with smoke-free home rules
increased from 43% in 1992 to 1993 to 72%
in 2003.2 Even smokers appear to be increas-
ingly adopting such rules, particularly in homes
in which they live with a nonsmoking adult.

Although smoke-free home bans are typi-
cally implemented to reduce or eliminate en-
vironmental tobacco smoke exposure in the
household, these bans may have the additional
benefit of reducing the initiation of smoking
among youths by changing norms about the
prevalence and social acceptability of smoking.
Very little is known about the specific effect of
a household smoking ban on youth smoking
behavior or on smoking-related attitudes and
norms that may mediate an effect on smoking
behavior. In particular, few studies have ad-
dressed the independent effect of bans on
youths who live with smokers—those who are
at the greatest risk for becoming smokers
themselves.

Recent studies showed that strong smoking
regulations in local restaurants and bars were
associated with more negative attitudes among
youths toward the social acceptability of
smoking in restaurants and bars.3–6 Establish-
ing household smoking bans conveys to youths
living within these smoke-free home environ-
ments the message that smoking is unaccept-
able. Some supportive evidence, derived from
cross-sectional data, indicates that a household
smoking ban is associated with antismoking
attitudes and norms. A recent cross-sectional
study found that a household ban was associ-
ated with a lower perceived prevalence of adult
smoking and more-negative attitudes about the

social acceptability of smoking, 2 factors that
affect the likelihood of smoking initiation.7

Several cross-sectional studies have reported
that a smoking ban in the household was
associated with a lower likelihood of being in
an earlier stage of smoking and a lower current
smoking prevalence among adolescents.8–11

Conversely, other studies found no statistically
significant association between a household
smoking ban and reduced adolescent smok-
ing.12–14 Several factors may account for these
conflicting results, including varying sample
sizes, age groups, and smoking measures used
in these cross-sectional studies.

A critical question is whether antismoking
socialization occurs when parents themselves
smoke. One study found that a household
smoking ban was related to lower levels of
smoking onset for children with nonsmoking
parents but not for children with 1 or more
parent who smoked.15 Another study re-
ported that a household smoking ban was not

associated with trying smoking among high
school students who had 1 or more parents
who were current or former smokers.16 Only
1 study reported an association between
a household smoking ban and a reduced like-
lihood of smoking among 12th graders whose
parents were smokers but not among those
whose parents were nonsmokers.17 In sum-
mary, more evidence supports an association
between home smoking bans and lower levels
of smoking behaviors among youths who live
with nonsmokers.

Current research on household smoking
bans has significant limitations. First, these
studies rely on cross-sectional data that limit
the ability to indicate causality in the relation
between home smoking bans and trajectories
of attitudes and smoking. Second, most studies
have focused on individual-level predictors of
attitudes and smoking behaviors, despite evi-
dence that part of the explanation lies within
the community context.18 Third, few studies

Objectives. We sought to determine whether adolescents living in households

in which smoking was banned were more likely to develop antismoking attitudes

and less likely to progress to smoking compared with those living in households

in which smoking was not banned.

Methods. We completed a longitudinal 4-year, 3-wave study of a representa-

tive sample of 3834 Massachusetts youths aged 12 to 17 years at baseline; 2791

(72.8%) were reinterviewed after 2 years, and 2217 (57.8%) were reinterviewed

after 4 years. We used a 3-level hierarchical linear model to analyze the effect of

a household ban on antismoking attitudes and smoking behaviors.

Results. The absence of a household smoking ban increased the odds that

youths perceived a high prevalence of adult smoking, among both youths living

with a smoker (odds ratio [OR]=1.56; 95% confidence interval [CI]=1.15, 2.13)

and those living with nonsmokers (OR=1.75; 95% CI=1.29, 2.37). Among youths

who lived with nonsmokers, those with no home ban were more likely to

transition from nonsmoking to early experimentation (OR=1.89; 95% CI=1.30,

2.74) than were those with a ban.

Conclusions. Home smoking bans may promote antismoking attitudes among

youths and reduce progression to smoking experimentation among youths who

live with nonsmokers. (Am J Public Health. 2008;98:1886–1893. doi:10.2105/

AJPH.2007.129320)
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have investigated the unique effects of a
household smoking ban among adolescents
living in home environments with parental
smokers compared with those living with non-
smokers.

In this study, our goal was to improve
existing research by (1) using longitudinal data
that followed up a cohort of youths and young
adults who lived in parental homes over a 4-
year period, with a total of 3 repeated obser-
vations for each participant; (2) using a multi-
level model that simultaneously examined the
effects of individual-level and town-level fac-
tors; and (3) investigating separately the effects
of a household ban on youths who live with at
least 1 smoker and youths who live with non-
smokers.

METHODS

Design Overview

In this longitudinal 4-year, 3-wave study of
a representative sample of 3834 Massachusetts
youths aged 12 to 17 years at baseline (2001–
2002), 2791 (72.8%) were reinterviewed after
2 years (in 2003–2004), and 2217 (57.8%)
were reinterviewed after 4 years (in 2005–
2006). We used a 3-level hierarchical linear
model to analyze individual-level and town-
level predictors of antismoking attitudes and
smoking behaviors. The main predictor was
a complete household smoking ban (yes vs
no) assessed 2 years before measurement of
the outcome. All analyses were stratified by
youth report of family smoking: youths were
categorized as living with a smoker if they re-
sponded that they have a parent or guardian
who smokes cigarettes (1 or more smokers in
household). In total, we examined 5 outcomes;
the 3 attitudinal outcomes included (1) higher
perceived prevalence of adult smoking in town,
(2) perceived social acceptability of adult
smoking in town, and (3) perceived social ac-
ceptability of youth smoking in town. The 2
behavioral outcomes included (1) the progres-
sion from nonsmoking to experimentation and
(2) the transition from nonestablished to
established smoking.

Sample

Between January 2001 and June 2002, the
Center for Survey Research, University of
Massachusetts, Boston, obtained a probability

sample of 3834 Massachusetts youths, aged 12
to 17 years, by random-digit dialing. Between
January 2003 and July 2004, we attempted to
reinterview all youths in the baseline sample.
Interviews were completed with 2791 youths,
for a follow-up rate of 72.8%. Between January
2005 and July 2006, we attempted to rein-
terview all youths who responded to the wave-
2 survey as well as those wave-1 youths who
did not respond to wave 2 but for whom we
had contact information. Interviews were
completed with 2217 individuals (57.8% of the
baseline sample). The analyses were restricted
to youths who lived in parental homes, because
they are primarily influenced by rules that have
been established by other people.10 Of those
who completed wave 2, 88.9% (2481) lived
with a parent at the time of interview, and of
those who completed wave 3, 73.4% (1628)
lived with a parent.

Measures and Outcome Variables

Complete household smoking ban. At waves
1 and 2, all youths were asked the question,
‘‘Some households have rules about when and
where people may smoke. When you have
visitors who smoke, are they allowed to smoke
inside your home?’’ Youths who lived in a
home in which at least 1 adult smoked were
asked, ‘‘Do smokers in your household smoke
inside your home?’’ Youths were categorized as
having a complete household smoking ban if
they reported that visitors were not allowed to
smoke inside the home and, for those who lived
in a home in which at least 1 adult smoked, if
they reported a ban on smoking inside the
home.

Perceived prevalence of adult smoking in town.
Youths’ perception of adult smoking preva-
lence in their town was based on their response
to the following survey item: ‘‘About how many
of the [TOWN] adults that you know smoke
cigarettes?’’ Respondents who reported ‘‘very
few’’ or ‘‘less than half’’ were classified as
having a low level of perceived smoking prev-
alence for the adults in their town, whereas
respondents who answered ‘‘about half,’’ ‘‘more
than half,’’ or ‘‘almost all’’ were categorized as
having a high level of perceived smoking
prevalence for the adults in their town.

Social acceptability of adult and youth smok-
ing in general in town. Two dichotomous mea-
sures of the perception of adult disapproval of

smoking were assessed. Youth perception of
adult disapproval of other adults smoking was
based on the response to the following survey
item: ‘‘How do most [TOWN] adults that you
know feel about other adults smoking?’’ Youths
were classified as perceiving adult smoking in
general as ‘‘socially unacceptable’’ in their town
if they responded that adults ‘‘disapprove a lot’’
or ‘‘disapprove a little,’’ or ‘‘socially acceptable’’
in their town if they responded that adults
‘‘don’t mind.’’ Youth perception of adult disap-
proval of youths smoking was based on the
response to the following item: ‘‘How do most
[TOWN] adults that you know feel about
teenagers smoking?’’ Youths were classified as
perceiving youth smoking in general as ‘‘so-
cially unacceptable’’ in their town if they
responded that adults ‘‘disapprove a lot’’ or
‘‘disapprove a little’’ as opposed to ‘‘don’t
mind.’’

Stages of smoking initiation. Following Pierce
et al.,19 we defined progression to established
smoking as having smoked 100 or more ciga-
rettes. This measure has been formally vali-
dated20–22 and used in previous studies.20–26

We chose to use progression to established
smoking as the sentinel measure of smoking
initiation because it avoids the problem of the
irregularity of smoking during adolescence.22 It
also avoids the problem of unreliable adoles-
cent recall of smoking behavior during the
previous 30 days by establishing a defined
threshold of total lifetime cigarettes smoked to
measure regular smoking behavior.

The experimentation stage of smoking was
then defined as the period from trying a ciga-
rette to becoming an established smoker. Thus,
the stages of smoking initiation included (1)
nonsmoking, (2) experimentation—having tried
a cigarette but not smoked 100 cigarettes, and
(3) established smoking—having smoked 100
or more cigarettes.

Individual-level covariates. We examined the
effect of the following individual-level vari-
ables: (1) age group (12–14, 15–17, and 18–21
years), (2) gender, (3) race (non-Hispanic
White vs other), (4) presence of at least 1 close
friend who smokes, (5) education level of
household informant (college graduate or not),
(6) household income (£$50000 vs >$50000),
(7) completed only wave-1 and wave-3 inter-
views, and (8) self-reported smoking status
(nonsusceptible never smoker, susceptible
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never smoker, puffer, experimenter, or current
smoker).

Never smokers were defined as youths who
had never puffed on a cigarette, puffers as
those who had puffed but not smoked a whole
cigarette, experimenters as those who had
smoked at least 1 whole cigarette but none
within the past 30 days, and current smokers
as those who had smoked at least 1 cigarette,
including 1 or more within the past 30 days.
Never smokers were further classified as ei-
ther susceptible or not susceptible to smok-
ing on the basis of whether they indicated
a firm commitment not to smoke in the
future.19,22,24,27,28

In each attitudinal analysis, we controlled for
attitudes at baseline of each transition period.

Town-level covariates. We examined the ef-
fect of the following town-level variables (in-
cluded as continuous variables except when
noted): (1) the percentage of each town’s voters
who voted ‘‘yes’’ on Question 1, a 1992 ballot
initiative that increased the cigarette tax and
created a statewide tobacco control program,
(2) the percentage of White residents in each
town, and (3) the percentage of youth (younger
than 18 years) residents in each town. The
percentage ‘‘yes’’ vote on Question 1 served as
a measure of the baseline level of antismoking
sentiment in each town before the proliferation
of local restaurant smoking regulations, which
has been found to correlate with the level of
education in the town.29 All town-level vari-
ables were obtained from the 2000 US Census,
except for the data regarding the Question 1
vote, which was obtained from the Division of
Elections within the Massachusetts Office of the
Secretary of State.29,30

Data Analysis

This data set had clustering at 2 levels. First,
observations were clustered within individual
respondents. Each respondent could contribute
up to 2 observations in the data set. Second,
respondents were clustered within towns. Be-
cause observations among individuals and
among respondents from the same town may
be more similar than observations across
respondents or across respondents from dif-
ferent towns, we used a multilevel (hierarchi-
cal) logistic regression model to examine the
relation between absence of a household
smoking ban at baseline and the study

TABLE 1—Baseline Characteristics of Cohort and Presence of a Complete Smoking Ban in

Household, by Individual and Contextual Variables Among Youths Living With Smokers or

Those Living With Nonsmokers: Massachusetts, 2001–2006

Lived With Smoker Lived Only With Nonsmokers

Household

Smoking Ban

No Household

Smoking Ban

Household

Smoking Ban

No Household

Smoking Ban

Total, no. (%) 724 (100) 672 (100) 2276 (100) 277 (100)

Attitudinal outcome variables

Perceived prevalence of adult smoking in town, no. (%)

Low (fewer than half) 391 (54.0) 239 (36.0) 1703 (74.9) 183 (65.5)

High (half or more) 329 (46.0) 425 (64.0) 566 (25.1) 92 (34.5)

Social acceptability of smoking by adults in town, no. (%)

Unacceptable 410 (54.5) 271 (42.1) 1646 (73.2) 148 (53.7)

Acceptable 311 (45.6) 395 (57.9) 615 (26.8) 129 (46.3)

Social acceptability of smoking by youths in town, no. (%)

Unacceptable 672 (92.9) 599 (90.0) 2177 (96.1) 257 (93.3)

Acceptable 49 (7.1) 66 (10.0) 91 (3.9) 20 (6.7)

Behavioral outcome variables

Progression to established smoking, no. (%)

No 578 (87.5) 490 (85.8) 2053 (93.3) 233 (91.3)

Yes 81 (12.5) 84 (14.2) 147 (6.7) 20 (6.7)

Progression from nonsmoking to

experimental smoking, no. (%)

No 434 (77.9) 369 (76.8) 1722 (84.9) 175 (78.9)

Yes 122 (22.1) 114 (23.2) 299 (15.1) 47 (21.1)

Individual-level time-varying covariates (level 1)

Age group, y, no. (%)

12–14 294 (38.9) 274 (40.5) 936 (41.3) 116 (40.2)

15–17 373 (52.8) 353 (52.7) 1196 (52.0) 148 (55.0)

18–21 57 (8.3) 45 (6.8) 144 (6.7) 13 (4.8)

Baseline smoking status, no. (%)

Nonsusceptible never smoker 203 (28.7) 203 (31.1) 956 (42.0) 104 (38.0)

Susceptible never smoker 251 (33.8) 183 (27.5) 882 (39.1) 98 (35.5)

Puffed 102 (13.9) 97 (13.4) 184 (8.3) 20 (7.2)

Smoked whole cigarette 79 (10.8) 72 (11.1) 147 (6.1) 28 (9.6)

Smoked in past 30 d 89 (12.8) 117 (16.9) 107 (4.5) 27 (9.7)

Presence of close friend who smokes, no. (%)

No 428 (59.0) 354 (53.4) 1680 (74.2) 196 (70.5)

Yes 295 (41.0) 318 (46.6) 595 (25.8) 80 (29.5)

Participated in 4-y follow-up (wave 1 to wave 3), no. (%)

No 700 (96.7) 640 (95.6) 2221 (97.7) 266 (96.0)

Yes 24 (3.3) 32 (4.4) 55 (2.3) 11 (4.0)

Individual-level covariates (level 2)

Gender

Boy 370 (50.9) 327 (50.3) 1173 (51.5) 164 (59.6)

Girl 354 (49.1) 345 (49.7) 1103 (48.5) 113 (40.4)

Race/ethnicity

Non-Hispanic White 570 (79.8) 555 (82.7) 1862 (82.3) 244 (88.3)

Other 153 (20.2) 110 (17.3) 397 (17.8) 31 (11.8)

Continued
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outcomes. This procedure accounts for corre-
lation of data within individuals and within
town ‘‘clusters,’’ reducing the probability of
a type-I error that could be introduced if this
correlation were ignored.31,32

All town-level variables were time-
independent and assessed at the start of the
study (modeled at level 3). Time-independent
individual-level covariates (entered at level 2)
were gender, race, informant education, and
household income. The following individual-
level covariates could change from survey to
survey and were modeled at level 1: the
presence of a household smoking ban, age
group, presence of a close friend who smokes,
and absence of a household smoking ban at
baseline. All analyses were stratified by the
time-varying covariate of living with at least 1
smoker in the household.

For the baseline sample, survey weights
were computed that adjusted for the number of
telephones per household and hence for the
probability of selection. We made adjustments
to the baseline weights with a raking procedure
to correct for biased attrition. All analyses were
conducted with 2-sided tests and a significance
level of .05. Analyses were conducted with
HLM 6.0 (Scientific Software International Inc,
Lincolnwood, IL).

RESULTS

Baseline Characteristics of Sample

Our study sample consisted of 2593 unique
individuals who reported a smoking ban in
their household and lived with a parent, con-
tributing a total of 3949 observations. Of the

3949 observations, 1396 (35.4%) were from
youths who lived with at least 1 smoker in the
household, and 2553 (64.6%) were from those
who lived with nonsmokers. Of the 1396 ob-
servations from youths who lived with a
smoker, 51.9% reported a complete household
smoking ban; of the total 2553 observations
from youths who lived with nonsmokers,
89.2% reported a complete household smok-
ing ban (Table 1).

Attitudinal Outcomes

For the multivariate analyses of the attitu-
dinal outcomes, our study sample consisted of
942 unique participants (contributing a total of
1394 observations) who lived with a smoker
and 1728 unique participants (contributing
a total of 2634 observations) who did not live
with a smoker.

Predictors of perceived smoking prevalence.
Youths living in households that lacked a com-
plete household smoking ban were more
likely to perceive a high prevalence of adult
smoking in their town compared with youths
who lived in households with a complete
smoking ban (Table 2). The relation existed
both for youths who lived with a smoker (odds
ratio [OR]=1.56; 95% confidence interval
[CI]=1.15, 2.13) and for youths who lived
with nonsmokers (OR=1.75; 95% CI=1.29,
2.37).

Predictors of perceived social acceptability of
adult and youth smoking. Youths living in
a household without a household smoking ban
also were more likely to consider adult smok-
ing to be socially acceptable than were youths
who lived in homes with a smoking ban. The

magnitude of effect of the household smoking
ban was similar for youths who lived with a
smoker (OR=1.55; 95% CI=1.21, 1.99) and
for those who did not live with a smoker
(OR=1.53; 95% CI=1.26, 2.22; Table 2).

A clinically important, although not statisti-
cally significant, effect of a complete household
smoking ban was seen on the perceived social
acceptability of youth smoking for youths who
lived with a smoker (OR=1.66 for absence of
household smoking ban vs presence of house-
hold smoking ban; 95% CI=0.93, 2.98).
However, a complete household smoking ban
had no effect on perceived youth smoking
prevalence in town among youths who lived
with nonsmokers (OR=1.04; 95% CI=0.58,
1.89; Table 2).

Behavioral Outcomes

For analysis of the behavioral outcomes,
overall progression to established smoking for
youths who lived with a smoker was based on
1241 observations (wave 1 to wave 2: 738;
wave 2 to wave 3: 451; wave 1 to wave 3: 52),
and analysis of overall progression to estab-
lished smoking for youths who did not live with
a smoker was based on 2541 observations
(wave 1 to wave 2: 1604; wave 2 to wave 3:
872; wave 1 to wave 3: 65). Analyses of
progression from nonsmoking to experimenta-
tion for youths who lived with a smoker were
based on a total of 1042 observations (wave 1
to wave 2: 631; wave 2 to wave 3: 370; wave1
to wave 3: 41), and analyses of progression to
experimentation for youths who did not live
with a smoker were based on 2318 observa-
tions (wave 1 to wave 2: 1469; wave 2 to wave
3: 784; wave1 to wave 3: 65). Sample sizes for
the analyses of the transition from nonsmoking
to experimentation were slightly smaller than
for overall progression to established smoking
because transition from nonsmoking to exper-
imentation included only those observations
for nonsmoking youths at baseline of the
transition period.

Predictors of overall progression to established
smoking. The lack of a complete household
smoking ban had no effect on progression to
established smoking, either for youths who
lived with a smoker (OR=1.38; 95% CI=0.92,
2.07) or for youths who lived with non-
smokers (OR=1.08; 95% CI=0.61, 1.93;
Table 3).

TABLE 1—Continued

Household income, $, no. (%)

£ 50 000 222 (37.9) 246 (44.7) 357 (18.7) 55 (23.6)

> 50 000 343 (62.1) 297 (55.3) 1532 (81.3) 189 (76.4)

Informant education, no. (%)

Not college graduate 491 (68.1) 476 (73.0) 1008 (45.0) 160 (58.3)

College graduate 219 (31.9) 175 (27.0) 1234 (55.0) 113 (41.8)

Town-level covariates (level 3)

‘‘Yes’’ vote on Question 1,a mean (%) 724 (49.6) 672 (47.9) 2276 (51.9) 277 (49.9)

White residents, mean (%) 724 (88.0) 672 (86.6) 2276 (88.4) 277 (89.2)

Residents who are youths, mean (%) 724 (24.7) 672 (24.4) 2276 (24.7) 277 (24.7)

Note. Table entries are weighted percentages.
aQuestion 1 was a 1992 ballot initiative that increased the cigarette tax and created a statewide tobacco control program.
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TABLE 2—Adjusted Odds Ratios (ORs) for Perceived Smoking Prevalence and Acceptability of

Smoking Among Youths Living With a Smoker and Those Living With Nonsmokers: Massachusetts,

2001–2006

Higher Perceived Prevalence of Adult

Smoking in Towna
Social Acceptability of Smoking

by Adults in Townb
Social Acceptability of Smoking

by Youths in Townc

Lived With Smoker,

OR (95% CI)

Lived With Nonsmokers,

OR (95% CI)

Lived With Smoker,

OR (95% CI)

Lived With Nonsmokers,

OR (95% CI)

Lived With Smoker,

OR (95% CI)

Lived With Nonsmokers,

OR (95% CI)

Main time-varying predictor variable (level 1)

Presence of a complete smoking ban in household

Yes (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

No 1.56* (1.15, 2.13) 1.75* (1.29, 2.37) 1.55* (1.21, 1.99) 1.53* (1.26, 2.22) 1.66 (0.93, 2.98) 1.04 (0.58, 1.89)

Individual-level time-varying covariates (level 1)

Age group, y

12–14 (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

15–17 0.76** (0.59, 0.99) 0.93 (0.74, 1.18) 0.93 (0.71, 1.23) 1.09 (0.88, 1.35) 1.59** (0.97, 2.60) 2.20* (1.40, 3.48)

18–21 0.65 (0.40, 1.05) 0.66 (0.41, 1.09) 0.97 (0.59, 1.60) 0.86 (0.76, 1.73) 0.81 (0.37, 1.92) 0.82 (0.45, 2.56)

Self-reported baseline smoking status

Nonsusceptible never smoker (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

Susceptible never smoker 0.92 (0.68, 1.26) 0.92 (0.74, 1.15) 0.86 (0.61, 1.21) 1.12 (0.89, 1.42) 0.84 (0.42, 1.68) 0.75 (0.42, 1.33)

Puffed 1.02 (0.60, 1.75) 1.04 (0.72, 1.51) 1.29 (0.88, 1.91) 1.34 (0.84, 2.15) 1.37 (0.63, 2.98) 0.65 (0.25, 1.67)

Smoked whole cigarette 0.91 (0.57, 1.47) 1.53 (0.98, 2.41) 1.15 (0.73, 1.80) 1.04 (0.67, 1.63) 2.21 (0.99, 4.94) 0.87 (0.35, 2.18)

Smoked in past 30 d 1.43 (0.84, 2.45) 1.47 (0.73, 2.96) 1.45 (0.85, 2.48) 1.54 (0.99, 2.38) 1.86 (0.88, 3.93) 1.64 (0.72, 3.74)

Presence of close friend who smokes

No (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

Yes 1.63* (1.15, 2.30) 1.06 (0.79, 1.42) 1.25 (0.92, 1.69) 1.44* (1.13, 1.83) 1.18 (0.70, 2.01) 1.38 (0.84, 2.29)

Participated in 4-y follow-up (wave 1 to wave 3)

No (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

Yes 1.58 (0.73, 3.41) 0.76 (0.40, 1.44) 0.81 (0.43, 1.51) 1.10 (0.55, 2.18) 2.59** (0.89, 5.22) 3.52* (1.53, 8.12)

Baseline attitude 4.09* (2.98, 5.64) 4.14* (3.26, 5.27) 2.78* (2.03, 3.80) 3.06* (2.41, 3.90) 1.64 (0.77, 3.50) 3.37* (1.48, 7.70)

Individual-level covariates (level 2)

Gender

Boy (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

Girl 0.81 (0.59, 1.10) 0.97 (0.77, 1.23) 0.94 (0.74, 1.20) 0.79** (0.64, 0.97) 0.84 (0.56, 1.25) 0.59** (0.39, 0.91)

Race/ethnicity

Non-Hispanic White (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

Other 1.60** (1.07, 2.38) 1.50** (1.06, 2.11) 0.92 (0.63, 1.35) 1.61* (1.18, 2.20) 1.64 (0.97, 2.76) 1.60** (0.95, 2.72)

Household income, $

£ 50 000 (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

> 50 000 0.61* (0.44, 0.84) 0.62* (0.45, 0.86) 0.88 (0.64, 1.22) 1.10 (0.85, 1.44) 1.16 (0.74, 1.81) 0.87 (0.51, 1.50)

Informant education

Not college graduate (Ref) 1.00 1.00 1.00 1.00 1.00 1.00

College graduate 0.57* (0.41, 0.80) 0.90 (0.68, 1.20) 0.83 (0.60, 1.15) 0.90 (0.72, 1.12) 0.68 (0.43, 1.08) 0.76 (0.48, 1.18)

Town-level covariates (level 3)d

Percentage ‘‘yes’’ vote on Question 1e 0.55* (0.45, 0.67) 0.55* (0.46, 0.64) 0.85** (0.70, 1.03) 0.72* (0.63, 0.81) 0.96 (0.67, 1.35) 0.72* (0.53, 0.96)

Percentage of residents who are White 0.96 (0.86, 1.08) 1.03 (0.93, 1.13) 0.87** (0.78, 0.97) 1.12** (1.01, 1.24) 0.99 (0.84, 1.19) 1.15 (0.92, 1.44)

Percentage of residents who are youths 1.05 (0.71, 1.54) 0.78 (0.56, 1.07) 1.11 (0.78, 1.58) 0.95 (0.72, 1.27) 0.61 (0.34, 1.10) 0.38 (0.21, 0.69)

Note. CI = confidence interval.
aPerceived prevalence of adult smoking in town was coded as 0 (lower perception of smoking prevalence; reference category) and 1 (higher perception of smoking prevalence). Analyses were on
the basis of 942 individuals living in 234 towns, contributing a total of 1391 observations for youths living with smokers, and on 1728 individuals living in 280 towns, contributing a total of
2631 observations for youths living without smokers.
bSocial acceptability of smoking by adults in town was coded as 0 (perceived adult disapproval of adult smoking; reference category) and 1 (no perceived disapproval of adult smoking). Analyses
were on the basis of 942 individuals living in 234 towns, contributing a total of 1394 observations for youths living with smokers, and on 1720 individuals living in 280 towns, contributing a total
of 2619 observations for youths living without smokers.
cSocial acceptability of smoking by youths in town was coded as 0 (perceived adult disapproval of youth smoking; reference category) and 1 (no perceived disapproval of youth smoking). Analyses on
the basis of 941 individuals living in 234 towns, contributing a total of 1393 observations for youths living with smokers and analyses on the basis of 1725 individuals living in 280
towns, contributing a total of 2628 observations for youths living without smokers.
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TABLE 3—Adjusted Odds Ratios (ORs) for Overall Progression to Established Smoking and Transition

From Nonsmoking to Experimentation Among Youths Living With a Smoker and Those Living With

Nonsmokers: Massachusetts, 2001–2006

Overall Progression to Established Smokinga Transition From Nonsmoking to Experimentationb

Lived With Smoker,

OR (95% CI)

Lived With Nonsmokers,

OR (95% CI)

Lived With Smoker,

OR (95% CI)

Lived With Nonsmokers,

OR (95% CI)

Main predictor variable (level 1)

Presence of a complete smoking ban in household

Yes (Ref) 1.00 1.00 1.00 1.00

No 1.38 (0.92, 2.07) 1.08 (0.61, 1.93) 0.99 (0.73, 1.37) 1.89* (1.30, 2.74)

Individual-level time-varying covariates (level 1)

Age group, y

12–14 1.00 1.00 1.00 1.00

15–17 0.83 (0.52, 1.31) 1.72** (1.11, 2.65) 0.93 (0.86, 1.02) 2.20* (1.65, 2.93)

18–21 0.69 (0.32, 1.49) 0.86 (0.44, 1.67) 0.98 (0.35, 2.71) 1.22 (0.69, 2.17)

Baseline smoking status

Nonsusceptible never smoker 1.00 1.00 1.00 1.00

Susceptible never smoker 1.43 (0.72, 2.85) 1.96** (1.10, 3.48) 0.92 (0.64, 1.30) 1.24 (0.93, 1.67)

Puffed 5.51* (2.71, 11.20) 4.95* (2.27, 10.82) . . . . . .

Smoked whole cigarette 12.95* (6.03, 27.77) 19.41* (9.92, 37.99) . . . . . .

Smoked in past 30 d 43.14* (17.35, 107.3) 49.08* (23.20, 103.8) . . . . . .

Presence of close friend who smokes

No 1.00 1.00 1.00 1.00

Yes 1.90* (1.27, 2.84) 2.34* (1.08, 2.52) 1.93* (1.38, 2.70) 2.26* (1.64, 3.12)

4-y follow-up period (wave 1 to wave 3)

No 1.00 1.00 1.00 1.00

Yes 3.78* (1.81, 7.85) 4.17* (1.28, 13.59) 1.89 (0.77, 4.65) 2.81* (1.39, 5.67)

Individual-level covariates (level 2)

Gender

Boy (Ref) 1.00 1.00 1.00 1.00

Girl 0.72 (0.48, 1.09) 0.43* (0.29, 0.63) 0.90 (0.65, 1.26) 0.80 (0.63, 1.03)

Race/ethnicity

Non-Hispanic White (Ref) 1.00 1.00 1.00 1.00

Other 1.17 (0.62, 2.21) 1.24 (0.69, 2.25) 0.98 (0.61, 1.57) 0.80 (0.47, 1.36)

Household income, $

£ 50 000 (Ref) 1.00 1.00 1.00 1.00

> 50 000 0.81 (0.49, 1.31) 1.46 (0.82, 2.60) 1.14 (0.76, 1.72) 1.72** (1.10, 2.68)

Informant education

Not college graduate (Ref) 1.00 1.00 1.00 1.00

College graduate 0.79 (0.48, 1.32) 1.08 (0.69, 1.70) 1.18 (0.80, 1.72) 0.95 (0.69, 1.31)

Town-level covariates (level 3)c

Percentage ‘‘yes’’ vote on Question 1d 0.89 (0.68, 1.17) 1.24 (0.96, 1.59) 1.01 (0.83, 1.24) 1.09 (0.92, 1.30)

Percentage of residents who are White 1.31* (1.08, 1.58) 1.12 (0.88, 1.44) 1.15 (0.96, 1.36) 1.01 (0.88, 1.18)

Percentage of residents who are youths 0.77 (0.40, 1.46) 0.86 (0.53, 1.41) 0.79 (0.51, 1.24) 0.88 (0.65, 1.21)

Note. CI = confidence interval. Ellipses indicate not applicable.
aProgression to established smoking is defined as having smoked 100 cigarettes in one’s lifetime. Analyses on the basis of 858 individuals living in 229 towns, contributing a total of 1241
observations for youths living with smokers, and analyses on the basis of 1672 individuals living in 276 towns, contributing a total of 2538 observations for youths living without smokers.
bAnalyses on the basis of 731 individuals living in 211 towns, contributing a total of 1042 observations for youths living with smokers, and analyses on the basis of 1538 individuals living in 268
towns, contributing a total of 2315 observations for youths living without smokers.
cOdds ratio associated with each 10-percentage-point increase in variable.
dQuestion 1 was a 1992 ballot initiative that increased the cigarette tax and created a statewide tobacco control program.
*P < .01; **P < .05.
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Predictors of transition from nonsmoking
to experimentation. Among youths who lived
with nonsmokers, the absence of a complete
household smoking ban increased the odds of
transitioning from nonsmoking to experimen-
tation (OR=1.89; 95% CI=1.30, 2.74; Table
3). However, the absence of a complete
household smoking ban had no effect on the
transition from nonsmoking to experimenta-
tion among those who lived with a smoker
(OR=0.99; 95% CI=0.73, 1.37; Table 3).

DISCUSSION

To the best of our knowledge, this was the
first longitudinal study to examine the effects of
household smoking bans on adolescents’ atti-
tudes about the acceptability of smoking, per-
ceptions of smoking prevalence, and likelihood
of initiating smoking and to assess these rela-
tions separately among youths who lived with
a smoker and those who lived with non-
smokers. We used a hierarchical, repeated
measures model and found that, among youths
who did and did not live with a smoker, having
a home smoking ban significantly increased the
odds that adolescents would have negative
attitudes about the social acceptability of
smoking. Having a home smoking ban reduced
the odds that an adolescent would begin to
experiment with cigarettes but only in homes
that did not contain smokers. The presence
of a household smoking ban did not reduce
progression to established smoking, regardless
of whether a smoker lived in the home.

These findings provide support for the hy-
pothesis that household smoking bans provide
parents with an antismoking measure that
contributes to antitobacco socialization of their
children.10 Even in the presence of parental
smoking, prohibiting smoking in the home and
clearly communicating household smoking
rules may lower youths’ perception of smoking
prevalence and attitudes about the social ac-
ceptability of smoking.

We found no effect of a complete house-
hold smoking ban on overall progression to
established smoking among adolescents. This
result was unexpected, but it is consistent with
Fisher et al.’s recent study findings.14 Because
parental disapproval and negative parental
attitudes toward smoking have been shown to
decrease the likelihood of adolescent smoking,

we expected a household smoking ban to re-
duce progression to established smoking, but it
did not. We examined several alternative mea-
sures of smoking initiation (data not shown)
and found no effect of household smoking
bans on smoking initiation, regardless of
whether a youth lived in a household with
a smoker.

We did find that a household smoking ban
reduced early experimentation with cigarettes
but only among youths who lived with non-
smokers. Reducing experimentation with
smoking may require that youths live in a home
with a consistent message—nonsmoking
parents who ban smoking entirely in the home.
Household antismoking restrictions may be
effective only when they match parental be-
havior.16,33

These results have several important public
health policy implications. First, this study
found an effect of a complete household smok-
ing ban on perceived smoking prevalence and
the perceived social acceptability of smoking
above and beyond a host of individual- and
town-level predictors. Thus, household smok-
ing bans may be an effective intervention to
promote antismoking attitudes, particularly
among those who are at the greatest risk for
exposure to smoking.

Second, these findings confirm the potential
moderating effect of parental smoking. Con-
trary to our expectations, we found an effect of
a complete household ban on the transition
from nonsmoking to early experimentation
only among those who lived with nonsmokers.
The fact that a family member smokes may be
a more important determinant of adolescent
smoking than are the arrangements made to
restrict smoking in the household.12

The primary potential threat to the validity
of our findings is the relatively high rate of loss
to follow-up in the study. Although not unusual
for a telephone survey that followed up par-
ticipants for 4 years, the follow-up rates of 73%
at wave 2 and 58% at wave 3 do introduce the
possibility of a differential loss to follow-up
bias.18 Analyses of the baseline differences
between youth respondents to either wave 2 or
wave 3 and those who failed to respond did
indicate that responders were significantly
more likely to report having a home smoking
ban. To help correct for biased attrition, we
used variables that were significantly related to

having a smoking ban (including parental
education and youth smoking status) in an
iterative raking procedure to create adjust-
ments to the baseline weights.

A second limitation of this research is that it
relied on youth report of home smoking poli-
cies. Although youth reports may be less
accurate than parental reports, they measure
youth perception, which may be more impor-
tant than actual household restrictions.12

The evidence presented in this article sup-
ports the conclusion that the presence of
complete household smoking bans significantly
increases the likelihood that youths will de-
velop antismoking attitudes and decreases the
likelihood of youth smoking initiation by im-
peding the progression from nonsmoking to
early cigarette experimentation among youths
living with nonsmokers. This study supports
the notion that home smoking bans have the
potential to promote antismoking norms and to
prevent adolescent smoking. j
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INTRODUCTION

More than 75 million Americans have chronic or recurrent
pain.1 Pain accounts for 20% of all outpatient visits2 and more
than $100 billion dollars per year in direct (i.e., health care
services) and indirect costs (i.e., lost productivity)3; analgesics
account for 12% of all prescriptions.4 Chronic pain is a leading
cause of work loss, and disability and is a common reason for
use of alternative medicine.5 Our aims were to: review recent
pain medicine studies and their key findings and understand
how these new findings may impact generalist clinical practice.

We used a systematic search strategy for the period of
January 1, 2006 through March 31, 2007 for human subject,
English language, peer-reviewed articles that could potentially
change generalist care of patients with chronic pain. We
searched MEDLINE and PubMed using the medical subject
heading (MeSH) terms pain, chronic pain, and primary care.
Members of the Society of General Internal Medicine’s Pain
Medicine Interest Group also suggested other relevant articles.
We narrowed the initial list of 314 references to 33. We
independently rated the 33 remaining articles using a 5-point
Likert scale (1 = poor to 5 = outstanding) on: impact on general
internal medicine clinical practice, clinical policy and research,
and the quality of the study methods. Based on ratings and
consensus deliberations, we chose a subset of 12 articles. We
categorized the articles into 5 topic areas: (1) chronic pain and
comorbidities; (2) systems approaches to managing chronic
pain; (3) opioids and chronic pain; (4) non-pharmacologic
approaches to treating chronic pain; and (5) complementary
and alternative pain treatments.

CHRONIC PAIN AND COMORBIDITIES

Arnow BA, Hunkeler EM, Blasey CM, et al. Comorbid
depression, chronic pain, and disability in primary care.
Psychosomatic Medicine. 2006;68:262–268.

Major depression and chronic pain frequently coexist 6.
However, the strength of their association is unclear, especially
in primary care settings. Arnow et al. conducted a large, cross-
sectional survey to estimate the prevalence and strength of
association between major depressive disorder (MDD) and
chronic pain, and the “clinical burden” (i.e., decrements in
health-related quality of life, increased somatic symptoms, and
additional mental health illness) associated with these condi-
tions individually and in combination. Participants were
recruited from 31 internal medicine and family practice clinics
within Kaiser Permanente Health Maintenance Organization
(HMO) of Northern California. Eligible patients (n=10,710),
randomly selected within 1 week of their clinic visit, were
mailed a survey. Data from 5,808 respondents (54%) were
analyzed. Assessments included psychiatric disorders7 (de-
pression, anxiety, and alcohol abuse or dependence), somatic
symptom severity, health-related quality of life (HRQL), pain-
related disability, and chronic pain. Chronic pain was dichot-
omized as “non-disabling” and “disabling.”

Seven percent of respondents met criteria for MDD and 45%
experienced chronic pain (28% had disabling pain). Among
those with MDD, a significantly higher proportion reported
chronic pain compared to those without MDD (66% vs. 43%).
Coexisting MDD and chronic pain were associated with poorer
HRQL, greater somatic symptom severity, and higher preva-
lence of panic disorder. The prevalence of alcohol abuse or
dependence was two times higher in those with MDD com-
pared to those without MDD. Anxiety disorders were six times
more prevalent in those with MDD versus those without
regardless of pain presence or disability level.

In summary, chronic pain is especially common among
those with MDD. Additionally, the combination of MDD and
chronic pain are associated with greater decrements in HRQL,
more somatic preoccupation, and more frequent psychiatric
comorbidity than MDD alone. The study was limited by a 54%
response rate and restricted to patients with a recent clinic
visit within an HMO. However, these findings strongly suggest
that attention to the assessment and treatment of depression
and chronic pain concurrently may be necessary to reduce the
clinical burden associated with these conditions.

This paper derives from the presentation: Update in Pain Medicine at
the 30th annual session of SGIM, April 2007 in Toronto, Canada.
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SYSTEMS APPROACHES TO MANAGING CHRONIC
PAIN

Wiedemer NL, Harden PS, Arndt IO, Gallagher RM. The
opioid renewal clinic: a primary care, managed approach to
opioid therapy in chronic pain patients at risk for substance
abuse. Pain Medicine 2007;8:573–84.

Despite limited training in pain medicine, primary care
providers (PCPs) manage the bulk of patients with chronic
pain. Opioid analgesics are gaining wider acceptance by PCPs,
but are controversial for “at risk” patients with a history of
substance use disorder or aberrant behavior.

Wiedemer et al. conducted a naturalistic prospective out-
come study to measure the impact of a structured opioid
renewal program for at risk patients with chronic pain
requiring opioids. The study was conducted at the primary
care clinic at the Philadelphia Veterans Affairs Medical Center.
The intervention involved regular assessments and monitoring
by a clinical pharmacist and a nurse practitioner that worked
as a liaison between primary care and a multidisciplinary pain
team. In addition, PCPs were trained in the use of opioid
agreements and random drug testing. Outcomes included
providers’ use of and patients’ adherence to opioid agreements
and drug testing, provider satisfaction, and pharmacy costs.

Of 335 patients referred to the program, 171 (51%) had
documented aberrant behaviors (e.g., positive drug test), and
164 (49%) had a history of substance use disorder. In those
with documented aberrant behaviors, 38% self-discharged
from the program, 13% were referred for addiction treatment,
and 4% were weaned off for consistently negative urine for
prescribed opioids. Of the patients with a history of substance
use disorder but no documented aberrant behaviors at the
outset, all were adherent to the program. PCP’s use of opioid
treatments agreements increased fourfold and random drug
testing increased substantially. PCPs expressed high levels of
satisfaction with the program and significant pharmacy sav-
ings were shown.

The study was limited by lack of a comparison group.
However, it demonstrated that a nurse practitioner/clinical
pharmacist-run clinic, supported by a multi-specialty pain
team, can facilitate the use of widely accepted tools such as
opioid treatment agreements and urine drug screens by
primary care providers in managing opioids in at risk chronic
pain patients.

Ahles T, Wasson J, Seville J et al. A controlled trial of
methods for managing pain in primary care patients with or
without co-occurring psychosocial problems. Ann Fam Med
2006:4;341–350.

Behavioral treatments proven to aid pain outcomes include
self-management, cognitive–behavioral therapy, and problem-
solving therapy.8,9. PCPs are not trained to deliver these
effective behavioral treatments especially in patients with
psychosocial problems. Ahles et al. tested a “stepped” behav-
ioral approach employing individualized self-management
skills and problem-solving therapy for pain management in
primary care.

The study was a randomized controlled trial in a rural
practice-based research network for patients with at least
moderate pain lasting for >1 month. Randomization was
stratified by the presence or absence of psychosocial problems
(self-reported impairment: emotional problems, social activi-
ties, social support, sexual problems, substance abuse or

household violence). Patients without psychosocial problems
(n=693) were randomized to self-management information
delivered during a computer feedback session or usual care.
The computer-generated feedback targeted both patients and
their physicians and provided information from a self-care
educational booklet. Patients with psychosocial problems (n=
644) were randomized to three arms: computer feedback
session alone, computer feedback plus nurse-educator-deliv-
ered intervention by phone over 6 months, or usual care. The
nurse-educator intervention included: (1) assessment of pain,
psychosocial problems, and management preferences, (2) self-
management strategies, (3) problem-solving approach, and (4)
feedback to the PCP.

The main outcomes included Medical Outcomes Study 36-
Item Short-Form (SF-36)10 domain scores, functional interfer-
ence, and health care utilization. The participants had a mean
age of mid-40s, and most were white, female, married,
educated, and employed. The computer-generated feedback
did not improve any outcomes in patients at 12-month follow-
up. Compared to the usual care control group, the computer
feedback plus nurse-educator intervention showed statistically
significant improvements (p<.05) for all subscales of the
SF-36 except for physical function and social function, with
clinically relevant score increases of 6 to 12.5 at 6 months.
At 12 months, subscales showed clinically relevant score
increases of 5 to 13.9, although only changes in vitality and
role emotional remained significant. At 6 and 12 months,
functional interference scores were significantly improved.
There, were no differences in utilization, although the study
was underpowered to show small differences in the overall low
utilization. A telephone-based nurse-educator intervention
may be a useful treatment program for patients with chronic
pain and psychosocial problems.

Mularski RA, White-Chu F, Overbay D, et al. Measuring
pain as the 5th vital sign does not improve quality of pain
management. J Gen Intern Med. 2006; 21:607–612.

The Veterans Health Administration launched the ‘‘Pain as the
5th Vital Sign’’ (P5VS) initiative in 1999 to improve pain
management for veterans. The P5VS initiative required the
assessment of pain intensity (0 to 10) at all clinical encounters.
Mularski et al. sought to measure the initiative’s impact on the
quality of painmanagement in a general internal medicine clinic.

Medical records of 300 randomly selected patient visits were
reviewed before and after implementation of the P5VS initia-
tive. Seven process indicators were assessed to measure the
quality of pain management. A subgroup analysis of patients
reporting “substantial pain,” defined as a pain score of 4 or
greater, was also performed.

Even though pain intensity was documented more frequent-
ly (82% vs. 31%) after the initiative, the quality of pain care was
unchanged after implementation. There were no significant
differences among the process indicators of provider assess-
ment, pain exam, orders to assess pain, new analgesic
prescribed, change in existing analgesics, other pain treat-
ment, or follow-up plans. Patients (n=79) who reported
substantial pain often did not receive recommended care:
22% had no pain processes documented in the medical record,
27% had no further assessment, and 52% received no new
pain therapy at that visit.

The study suggests that a simple pain intensity score
assessment is insufficient to improve the evaluation and
treatment of patients’ pain.

842 Alford et al.: Update in Pain Medicine JGIM



Sullivan MD, Leigh J, Gaster B. Training internists in
shared decision making about chronic opioid treatment for
noncancer pain. J Gen Intern Med. 2006;21:360–62.

Long-term opioid use for chronic pain is a controversial
issue in primary care. Shared decision-making models have
been shown to improve patient-centered care11 and may
improve care for pain. This study tested a shared decision-
making model for opioid treatment of chronic pain in primary
care and whether the model improved physician satisfaction
and quality of care for patients with chronic pain.

Sullivan et al. conducted a randomized controlled trial of
internal medicine residents (n=38) and attendings (n=7).
Study participants were randomized to two 1-hour training
sessions versus written educational materials of opioid man-
agement. Training sessions focused on applying the shared
decision-making model with patients when discussing treat-
ment goals, non-medication pain treatments, prescription of
methadone as the long-acting opioid of choice, and the role of
depression and its treatment in chronic pain. Three-month
outcomes included provider satisfaction, degree of patient-
centered treatment (doctor receptiveness, patient involvement,
affective content of the relationship and information giving),
and pain management practices (i.e., methadone prescribing,
setting functional goals, opioid treatment agreements).

Compared to the control arm, participants in the shared
decision-making model arm reported improvements in: overall
satisfaction including relationship quality and appropriate use
of time. The intervention group was significantly more likely to
give patients information to assist with decision making,
prescribe methadone, set functional goals, and complete
opioid treatment agreements.

Training in a shared decision-making model improved
attitudes and behaviors related to opioid treatment of chronic
pain. Pain severity and function were not assessed, and self-
reported behaviors were not confirmed. Study physicians’
sense of collaboration and satisfaction in treating chronic pain
patients was improved by a shared decision-making model.

OPIOIDS AND CHRONIC PAIN

Martell BA, O’Connor PG, Kerns RD et al. Systematic review:
opioid treatment for chronic back pain: prevalence, efficacy
and association with addiction. Ann Intern Med. 2007;146:
116–127.

Back pain, the second leading symptom seen by US
physicians, substantially impacts HRQL.12 While opioids
effectively treat acute pain, benefits of long-term use are
unclear. Martell et al. systematically reviewed English-
language studies from 1966 to March, 2005 to determine: (1)
the prevalence of opioid treatment, (2) efficacy of opioids, and
(3) the prevalence of substance use disorders among patients
receiving opioids for chronic back pain.

In 11 studies, opioid prescribing varied by treatment setting:
11% to 66% in specialty settings and 3% to 31% in primary
care. Opioid prescribing was more common in patients report-
ing higher disability, worse suffering, and poorer functioning
but not necessarily higher pain levels. Of the 15 studies
evaluating efficacy, 6 compared an opioid with a non-opioid
or placebo, and 9 compared different opioids. All studies had
heterogeneous study designs, none lasted more than 4months,
and 11 were industry sponsored. Of the studies comparing an

opioid with a non-opioid or placebo, 4 found a non-significant
pain reduction with opioids. The 5 most rigorously conducted
studies comparing different opioids found a non-significant
pain reduction from baseline. Across 5 studies measuring
opioid misuse, the prevalence was 5% to 24%, and in 9 studies
that assessed current and lifetime substance use disorder, the
prevalence was 3% to 43% and 36% to 54%, respectively.

The efficacy of long-term opioids for chronic back pain
remains unclear, while evidence does exist to support this
treatment for short term use, that is, less then 4 months.
Substance use disorders are common in patients taking
opioids for back pain. However, the true prevalence of addic-
tion (preexisting or iatrogenic) is still unknown. Despite
common use of opioids for chronic back pain, this systematic
review cannot provide evidence of long-term efficacy. In
addition, evidence about developing addiction from prescribed
opioids is too limited to draw any conclusions.

Olsen Y, Daumit G, Ford D. Opioid prescriptions by US
primary care physicians from 1992–2001. J Pain, 2006; 7:225–
235.

Little is known about PCPs opioid prescribing practices.
This study assessed trends and factors associated with opioid
prescribing of US PCPs nationwide over a 10-year period.

Olsen et al. analyzed cross-sectional demographic, clinical,
and prescription data from the 1992–2001 National Ambula-
tory Medical Survey. Yearly response rates ranged from 63% to
73%; representing between 1,801 and 2,587 physicians and
20,760–36,875 patient visits. Only visits to PCPs were includ-
ed. The primary outcome was prevalence of primary care visits
(per 1,000) in which an opioid was prescribed. The analysis
was adjusted for ethnicity, geography, and insurance status.

The prevalence of visits (per 1,000 visits) during which an
opioid was prescribed increased from a low of 41 in 1992–1993
to a peak of 63 in 1998–1999 (p<.0001 for trend) and then
dropped to 59 in 2000–2001. Several factors increased the
adjusted odds ratio (aOR) of receiving opioids: Medicaid [aOR=
2.09, (1.82–2.4)], Medicare [aOR=2.0, (1.68–2.39)], a visit
between 15–35 minutes [aOR=1.16, (1.05–1.27)], and receiv-
ing NSAIDs [aOR=2.27, (2.04–2.53)]. Factors which lowered
the odds of receiving opioids included: Hispanic race [aOR=
0.67, (0.56–0.81)], other race, i.e., Asian/Native American
[aOR=0.68, (0.52–0.90)], participation in a HMO [aOR=0.74,
(0.66–0.84)], living in the Northeast [aOR=0.6, (0.510.69)], or
the Midwest [aOR=0.75, (0.66–0.85)].

Study limitations included the cross-sectional design and
lack of information about disease severity within groups being
compared. However, this study demonstrates that substantial
variations in opioid prescribing practices exist among PCPs,
suggesting differences in the quality of pain management
across the United States.

Ives TJ, Chelminski PR, Hammett-Stabler CA et al.
Predictors of opioid misuse in patients with chronic pain: a
prospective cohort study. BMC Health Services Research.
2006; 6:46.

Despite growing public health concerns of opioid misuse
and addiction, there is scant information regarding the
prevalence and risk of opioid analgesic misuse in clinical
populations.13 This prospective cohort study estimated the
prevalence and predictors of opioid misuse in an academic
internal medicine practice.

Ives et al. followed 196 primary care patients in a chronic pain
management program for 1 year. Patients were referred to the
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program with difficult to manage pain or suspicions of opioid
misuse. A multidisciplinary team (clinical pharmacist, internist,
psychiatrist, nurse, and program assistant) developed a multi-
modality (pharmacologic and non-pharmacologic) pain manage-
ment plan for each patient in conjunction with the PCP. The
primary outcome was opioid misuse defined as: a negative urine
toxicology screen (UTS) for the prescribed medications; or
positive UTS for non-prescribed opioids, cocaine, or ampheta-
mines; or evidence of multiple prescriptions from different
providers, prescription diversion, or forgery.

Most patients were white, with a mean age of 52 years, and
nearly half were women. Patients were predominantly low
income; more than half were disabled and 29% had a history of
substance abuse disorder. One-year data were available for
96% of the patients. Opioid misuse occurred in 32% of
patients. The significant factors associated with opioid misuse
on multivariate analyses were age (aOR=0.95, 95% CI 0.90–
0.99), prior driving under the influence or drug convictions
(aOR=2.58, 1.01–6.59), history of cocaine abuse (aOR=4.30,
1.76–10.4), and history of alcohol abuse (aOR=2.60, 1.12–
6.26).

The selective nature of the study population limits the
generalizability of the prevalence estimate. However, this study
characterizes factors associated with opioid misuse and pro-
vides a practical working definition of misuse that emphasizes
the role of UTS in monitoring patients on long-term opioid
therapy. Access to prior drug- and alcohol-related conviction
data may be useful when available.

NON-PHARMACOLOGIC APPROACHES
TO TREATING CHRONIC PAIN

Weinstein JN, Tosteson TD, Lurie JD, et al. Surgical vs
nonoperative treatment for lumbar disk herniation: the spine
patient outcomes research trial (SPORT): a randomized trial.
JAMA 2006:296(20):2441–2450.

Weinstein JN, Lurie JD, Tosteson TD, et al. Surgical vs
nonoperative treatment for lumbar disk herniation: the Spine
Patient Outcomes Research Trial (SPORT): observational co-
hort study. JAMA 2006:296(20):2451–2459.

Lumbar diskectomy is the most common surgery performed
for back and radicular leg symptoms in U.S. patients.14

However, controversy exists regarding its efficacy compared to
non-operative care.

The Spine Patient Outcomes Research Trial (SPORT) studies
assessed the efficacy of surgery compared to non-operative
care for lumbar intervertebral disk herniation. The study
involved a concurrent randomized controlled trial (RCT) and
an observational cohort study and included 13 interdisciplin-
ary spine clinics in 11 U.S. states. Participants were surgical
candidates with imaging-confirmed lumbar disk herniation
and signs and symptoms of radiculopathy lasting at least
6 weeks. Patients undergoing operative diskectomy vs. non-
operative therapy were compared. Non-operative therapy
included physical therapy, education/counseling with home
exercise instruction, and NSAIDs, if tolerated. Physicians
caring for patients in the non-operative arm were also provided
with a list of other therapies and encouraged to individualize
treatment. Main outcomes included bodily pain and physical
function as measured by the SF-3610 back-pain-specific
physical function as measured by the Oswetry Disability

Index15, sciatica severity, satisfaction, self-reported improve-
ment, and employment status at 3, 6, 12, and 24 months.
Participants who refused randomization at baseline were
entered into the cohort study.

In the RCT, 232 participants were randomized to surgery,
but half (50%) did not undergo surgery. Of the 240 participants
randomized to non-operative care, 30% had surgery. Both
groups showed significant improvements. The intention to
treat analysis favored surgery, but all differences were small
and not statistically significant.

In the cohort study, 521 participants chose surgery and
96% underwent the procedure. Of those who chose non-
operative care (n=222), 22% eventually underwent surgery.
Both groups improved over time, but the surgery arm showed
greater improvements on all measures. Improvements were
clinically significant, with a 15-point difference between
groups on both SF-3610 scales for bodily pain and physical
function at 3 months. Differences narrowed slightly, but
persisted for the entire 2-year study period.

Due to the large degree of cross-over in the RCT and
potential selection bias in the observational study, conclusions
regarding the superiority or equivalence of treatments are not
warranted. Because all patients had imaging-confirmed,
symptomatic, and persistent disk herniations, not simply low
back pain, the results should not be generalized to the broader
population of patients with chronic low back pain.

It is unlikely that we will have a clearer answer in the near
future, as it will be hard to improve on the methods of this
rigorously conducted, well-funded large trial. However, provi-
ders may be reassured that most back pain improves—even for
patients that meet strict criteria for disc surgery—and that
following patient preference may be a reasonable and evidence-
based approach.

COMPLEMENTARY AND ALTERNATIVE PAIN
TREATMENTS

Brinkhaus B, Witt CM, Jena S, et al. Acupuncture in patients
with chronic low back pain: a randomized controlled trial. Arch
Intern Med. 2006;166:450–457.

Despite the lack of evidence for complementary and alter-
native medicine (CAM) treatments for pain conditions, one
third of U.S. adults with low back pain seek pain relief using
CAM, including acupuncture.5 The Acupuncture Randomized
Trial in Low Back Pain, a multi-center trial, tested the efficacy
of acupuncture in reducing chronic low back pain.

Eligible patients were aged 40 to 75 years, with greater than
6 months of low back pain of unclear etiology, moderate pain
intensity, and receiving only NSAID analgesia. Participants
were randomized to acupuncture (n=146), sham acupuncture
(n=73), or wait-list control (n=79). The primary outcome was
change in pain intensity on visual analog scale at 8 weeks. By
week 8, acupuncture significantly decreased pain compared to
wait-list control, but not to the sham acupuncture. Results
remained similar at 26 and 52 weeks for all outcome mea-
sures. Fifteen patients (11%) receiving acupuncture and 12
patients (17%) receiving sham acupuncture (p=.20) reported
adverse effects, including hematoma and bleeding.

The authors concluded that acupuncture (including sham
acupuncture) was more effective than no acupuncture (wait
list) in patients with chronic low back pain. This is one of the
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largest and most rigorous trials to investigate the efficacy of
acupuncture for low back pain. Study strengths included:
assessment of intervention credibility, interventions delivered
by qualified and experienced medical acupuncturists, and
high follow-up rates.

The lack of difference between acupuncture and sham
acupuncture suggests that sham acupuncture may also have
specific analgesic effects that need further exploration. Expec-
tation bias (active treatment vs. wait list) and placebo (active
vs. sham were similar) effects could confound outcomes.
Future head-to-head trials comparing acupuncture and other
interventions for treating chronic low back pain are needed.

Clegg DO, Reda DJ, Harris CL, et al. Glucosamine,
chondroitin sulfate, and the two in combination for painful
knee osteoarthritis NEJM. 2006; 354(8):795–808.

The dietary supplements glucosamine and chondroitin sulfate
have been promoted as safe and effective treatment options for
osteoarthritis symptoms. A meta-analysis of studies evaluating
these supplements suggested potential benefit, but questioned
the quality of included studies.16 The Glucosamine/Chondroitin
Arthritis Intervention Trial (GAIT) was a 24-week randomized
double-blind, placebo- and celecoxib-controlled multi-center
trial to evaluate the efficacy and safety of glucosamine, chondroi-
tin sulfate, and glucosamine plus chondroitin sulfate in the
treatment of painful knee osteoarthritis.

The GAIT study included adult patients who had clinical
and radiographic evidence of knee osteoarthritis, had an
elevated Western Ontario and McMaster Osteoarthritis Index
(WOMAC)17 pain scores, and were physically functional. The
1,583 eligible patients were randomized to receive daily doses
of 1,500 mg glucosamine, 1,200 mg chondroitin sulfate, both
glucosamine and chondroitin sulfate, 200 mg of celecoxib, or
placebo for 24 weeks. The primary outcome was a reduction in
the WOMAC pain scale of 20%.

Overall, glucosamine and chondroitin sulfate were not
significantly better than placebo in reducing knee pain by
20%. Compared to placebo (60.1%), the response to glucos-
amine was 64% (p=.30), to chondroitin sulfate was 65.4%
(p=.17), to combined treatment was 66.5% (p=.09), and to
celecoxib was 70.1% (p=.008). Subgroup analysis of patients
with moderate-to-severe pain demonstrated that combination
therapy significantly decreased pain compared to placebo
(p=.002). Adverse events were infrequent and mild and evenly
distributed among the groups.

The large placebo response and relatively mild degree of
pain from osteoarthritis among the participants may have
limited the ability to detect a difference in treatment efficacy.
While glucosamine and chondroitin sulfate alone or in combi-
nation did not show efficacy in the overall study group,
combination therapy may have efficacy in patients with more
severe symptoms from knee osteoarthritis.
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Abstract
Background: Physicians receive little education about unhealthy alcohol use and as a result
patients often do not receive efficacious interventions. The objective of this study is to evaluate
whether a free web-based alcohol curriculum would be used by physician educators and whether
in-person faculty development would increase its use, confidence in teaching and teaching itself.

Methods: Subjects were physician educators who applied to attend a workshop on the use of a
web-based curriculum about alcohol screening and brief intervention and cross-cultural efficacy. All
physicians were provided the curriculum web address. Intervention subjects attended a 3-hour
workshop including demonstration of the website, modeling of teaching, and development of a plan
for using the curriculum. All subjects completed a survey prior to and 3 months after the workshop.

Results: Of 20 intervention and 13 control subjects, 19 (95%) and 10 (77%), respectively,
completed follow-up. Compared to controls, intervention subjects had greater increases in
confidence in teaching alcohol screening, and in the frequency of two teaching practices – teaching
about screening and eliciting patient health beliefs. Teaching confidence and teaching practices
improved significantly in 9 of 10 comparisons for intervention, and in 0 comparisons for control
subjects. At follow-up 79% of intervention but only 50% of control subjects reported using any part
of the curriculum (p = 0.20).

Conclusion: In-person training for physician educators on the use of a web-based alcohol
curriculum can increase teaching confidence and practices. Although the web is frequently used for
disemination, in-person training may be preferable to effect widespread teaching of clinical skills like
alcohol screening and brief intervention.

Background
Practice guidelines of leading professional societies rec-

ommend alcohol screening and behavioral counseling
interventions in primary care settings [1-3]. Valid, brief,
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practical screening tools exist for the detection of
unhealthy alcohol use in primary care settings[4], and
brief interventions by physicians can reduce drinking and
improve health outcomes when delivered to primary care
patients with unhealthy alcohol use [5-8]. However,
unhealthy alcohol use in primary care is often unrecog-
nized and untreated, as reported in studies performed
well after research demonstrating efficacy and national
guidelines were published [9-14]. Although physicians
recognize their responsibility in identifying and address-
ing alcohol problems [15], it often does not occur using
effective patient-centered techniques [16]. Physician
avoidance of and discomfort with brief alcohol coun-
seling have been identified as important barriers [17].

Physician education can improve screening and brief
intervention skills resulting in decreased patient drinking
[7,18-22]. Some education and training programs aimed
at improving physician attitudes and clinical practice
around substance abuse issues have been effective [23-
32]. However, despite the existence of numerous curricula
[33], they are not being widely used [34]. Only half of
internal medicine residency training programs have train-
ing on initial diagnosis and management of substance use
disorders [34].

Web-based training can be an innovative and efficient way
to connect with many individuals, while allowing learn-
ing at a convenient time for the learner. Adult learning
principles [35] suggest that physicians' use of information
sources outside the local sphere, such as journals, confer-
ences, and the Internet, are essential to the enhancement
and acceleration of information diffusion throughout the
medical community. Although journals and books are the
most common mechanism by which research findings are
disseminated, they are not always read by practicing phy-
sicians [36]. The Internet can provide flexible, adaptable,
tailored and sustainable access to current information
[37-41] allowing for self-directed and individualized
learning. Physicians have come to rely on the Internet for
accessing clinical information [42] and for continuing
medical education (CME) [43]. Internet-based CME has
been shown to improve physician knowledge and change
physician behavior [44-48]. However, little data is availa-
ble on the use of web-based curricular materials by physi-
cian educators or the effectiveness of faculty development
programs aimed at increasing physician use of the Inter-
net curriculum resources. Further, although the train-the-
trainer model is an efficient and widely accepted mecha-
nism of curriculum dissemination, it is not known
whether and to what degree such efforts enhance physi-
cian use of web-based curriculum tools.

To enhance dissemination of alcohol skills training to
physicians, we developed an easily transportable curricu-

lum that meets the general requirements of successful
web-based courses [49] and adult learning theories [35]
that could be actively distributed, easily integrated into
existing curricula and used by internal medicine faculty
educators. In this study, we tested whether in-person fac-
ulty development training is associated with a) use of a
free web-based Alcohol Clinical Training (ACT) curricu-
lum among physician educators, b) increased alcohol-
related teaching confidence, and c) increased specific alco-
hol-related teaching practices.

Methods
The ACT curriculum
The Alcohol Clinical Training (ACT) curriculum is a feder-
ally funded, web-based curriculum created specifically for
general internist educators to teach improved clinical and
communication skills (screening, assessment and brief
intervention) important in addressing unhealthy alcohol
use in primary care settings. The ACT curriculum is based
on the U.S. National Institute on Alcohol Abuse and Alco-
holism (NIAAA) Helping Patients Who Drink Too Much: A
Clinician's Guide [50]. With a special focus on health dis-
parities, curricular topics include the spectrum of alcohol
use, selected health consequences of alcohol use, epide-
miology of unhealthy alcohol use, alcohol problems fre-
quently missed, effects of physician culture on doctor/
patient communication, screening, and brief intervention.
The ACT curriculum was developed by and for general
internists and is designed for teaching faculty, residents
and medical students in a variety of teaching settings
including small group conferences and large group didac-
tic sessions. It consists of PowerPoint slides with case-
based video vignettes, as well as speaker notes and audio,
and learner evaluation materials. The curriculum is
designed to be flexible and modifiable (i.e. slide content
can be changed and videos are available as streaming or
downloadable files) and can be taught using all the com-
ponents together in a 3 hour workshop or by using vari-
ous components separately in 45 minute sessions (i.e.
preclinic conference or attending rounds).

Pilot studies
Pilot testing was conducted to fine tune the Alcohol Clin-
ical Training (ACT) curriculum based on input from learn-
ers in real practice settings caring for diverse
(economically and culturally) patient populations. Pilot
testing was performed with 3 types of physicians includ-
ing residents in internal medicine, practicing community
clinicians, and faculty physician educators.

Study design
In this controlled educational study, we analyzed baseline
and 3-month follow-up survey data collected from appli-
cants to a satellite workshop conducted at an American
College of Physicians (ACP) national meeting. The study
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was approved by the Institutional Review Board at Boston
Medical Center.

Subjects were physician educators in the U.S. who applied
to attend a workshop on the use of the web-based ACT
curriculum. The workshop was advertised on the ACP
website and newspaper and via electronic mail to mem-
bers of several medical professional organizations (e.g.
Society of General Internal Medicine, Association of Pro-
gram Directors in Internal Medicine). The workshop was
limited to 20 participants to facilitate an interactive for-
mat and because workshop space and resources were lim-
ited. Due to this limitation, the first 20 eligible applicants
were invited to attend the workshop (intervention sub-
jects), while all eligible applicants who applied after the
workshop filled were asked to enroll as control subjects
(to complete assessments and have access to the curricu-
lum website but not attend the workshop). The control
group was limited by the number of additional applica-
tions received, beyond the 20 accepted for the workshop.
When intervention subjects attended the workshop, con-
trol subjects were sent a letter including a description of,
and web address for, the online ACT curriculum [51].
Upon completion of the study, intervention subjects
received reimbursement up to $500 for travel costs or a
$500 honorarium for completing the baseline assess-
ment, attending the workshop and completing the 3-
month follow-up survey; control subjects received $100
for completing the baseline assessment and 3-month fol-
low-up survey. All subjects provided informed consent.

Faculty development workshop
The workshop consisted of 3 hours of in-person, interac-
tive teaching on the effective use of the ACT curriculum,
including demonstration of navigating and using website
materials, modeling of teaching by expert faculty, and cre-
ating an individual action plan: a teaching project focused
on using the ACT curriculum within 2 months of the
workshop. Participants were required to develop an
action plan objective, and to identify the target audience,
setting, available resources, potential barriers, and plan
for evaluation. Attendees received continuing medical
education credits from Boston University.

Assessments
Both intervention and control subjects completed base-
line surveys with their applications to attend the work-
shop. Follow-up surveys were mailed to all subjects 3
months after the workshop. Because up to 5 months sep-
arated completion of the baseline survey and workshop
attendance, intervention subjects repeated the baseline
survey directly preceding the workshop to assess whether
baseline results changed (e.g. due to secular trend or in
response to being selected to attend the workshop) (Fig-
ure 1: Participation Summary).

Baseline surveys included questions on respondent char-
acteristics such as: demographics (gender, race, ethnicity,
first language [English: yes/no], age, number of fluent lan-
guages other than English), residency completion year,
primary teaching settings and expertise in the diagnosis
and management of alcohol problems (yes/no) with any
affirmative response to "Do you have expertise in the diag-
nosis and management of alcohol problems through:
American Society of Addiction Medicine (ASAM) certifica-
tion, past faculty fellowship(s), practice in an addictions
specialty setting or other specified being counted as sub-
stance abuse "expertise"." Additionally, baseline surveys
assessed the settings in which subjects had taught about
alcohol problems (i.e., resident conferences/seminars,
medical student courses or conferences, continuing medi-
cal education (CME) courses, grand rounds, morning
report, inpatient attending rounds, teaching while provid-
ing clinical care, other). Note that although the term
"unhealthy alcohol use" better encompasses the spectrum
of use of clinical interest than the term "alcohol prob-
lems," we use the latter in describing our methods and
results because it was the term in use at the time of the
study (consistent with the contemporaneous NIAAA
guideline) [52].

Based on work by D'Onofrio and colleagues [21], the sub-
jects were asked at both baseline and follow-up to rate, on

Participation SummaryFigure 1
Participation Summary.

33 subjects were assigned  

Intervention  

20 subjects 

Control 

13 subjects 

35 completed Baseline Surveys received 

2 Excluded: 1 not US based; 1 Refused control group

Follow-Up Survey  

(at 3-months)

19 Completed 

Follow-Up Surveys

Received 
1 unable to contact 

Baseline repeated 

Workshop

Follow-Up Survey  

(at 3-months)

Baseline Survey
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Follow-Up Surveys
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3 unable to contact 
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a 5-point Likert Scale, their teaching confidence (from
"not at all" to "very") and specific teaching practices (from
"rarely" to "always") in the following 5 domains: alcohol
screening, assessment of readiness to change, counseling
about alcohol problems, eliciting patient health beliefs,
and assuring patients that they are understood [21] Fol-
low-up surveys assessed which components (slides, notes,
audio, any, none) and in which settings the ACT curricu-
lum was used in the prior 3-months. Intervention subjects
were provided a copy of their action plan and asked how
much of it had been completed (none, some, or all).

Outcomes
The primary outcomes are baseline to follow-up change in
self-reported teaching confidence (5 domains) and spe-
cific teaching practices (5 domains). Secondary outcomes
included curriculum use, type of teaching settings, and
frequency of alcohol-related advice sought. Degree of
action plan completion was an outcome for intervention
subjects only.

Statistical analyses
All data was analyzed with SAS/STAT software, Version
8.2 [53]. Initial analyses consisted of descriptive statistics
(means, standard deviations, medians, interquartile
ranges, and proportions). Comparisons were performed
with 2 sample t-tests for continuous variables and chi
square tests for categorical variables. Reported p-values
are two-tailed, and a p-value less than 0.05 was considered
statistically significant.

For the primary outcomes, we compared mean change
from baseline to follow-up (calculated as follow-up score
minus baseline score) in the 5 domains of teaching confi-
dence and 5 domains of specific teaching practices both
between and within groups. We also compared between-
group differences in secondary outcomes. Lastly, for inter-
vention subjects, we compared responses on the baseline

application to those from the pre-workshop repeat base-
line surveys.

Results
Of the 35 physicians who completed baseline surveys, 1
was not U.S.-based and 1 refused to participate in the con-
trol group; thus 33 were enrolled (Figure 1). Of 20 inter-
vention and 13 control subjects, 19 (95%) and 10 (77%),
respectively, completed follow-up. There were no statisti-
cally significant differences in baseline characteristics by
group (Table 1) including self-reported counseling and
teaching others to counsel patients with alcohol problems
regarding their alcohol use. One subject was missing all
baseline data, with the exception of gender.

Of the 5 domains of teaching confidence and the 5
domains of specific teaching practices evaluated, com-
pared to controls, intervention subjects increased signifi-
cantly more in their confidence in teaching alcohol
screening (mean change, intervention + 1.24 vs. control +
0.11, p = 0.006) and in the frequency of teaching about
alcohol screening (mean change, intervention +0.56 vs.
control -0.56, p = 0.02) (Table 2). Intervention subjects
also increased significantly more than controls in the fre-
quency of teaching learners to elicit patient health beliefs
(mean change, intervention +0.81 vs. control -0.33, p =
0.03). Within group changes from baseline to follow-up
in teaching confidence and frequency of specific teaching
practices were significant for 9 of the 10 comparisons in
intervention subjects, and 0 of the 10 comparisons in con-
trol subjects. The intervention subjects' pre-workshop
repeat baseline surveys significantly increased compared
with the baseline survey in only 1 domain – confidence in
teaching to assure patients that they're understood, which
did not fully explain the difference between baseline and
follow-up scores (baseline to preworkshop repeat base-
line mean change +0.51 vs. baseline to follow-up mean
change +1.47).

Table 1: Characteristics of the 33 enrolled physician educators

Intervention Group (N = 20)† Control Group (N = 13) p-value

Male (%) 79 62 0.43
Race (%) 0.85

Asian 37 31
Black/African American 11 8
White 37 54
Other 16 8

Hispanic (%) 5 8 1.00
English First Language (%) 58 54 1.00
Has Substance Abuse Expertise (%) 50 54 1.00
Mean Age 41 45 0.14
Mean # Fluent Languages 2 1 0.37
Mean # Years Since Residency 10 11 0.56

†1 subject missing on all characteristics except gender
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At follow-up, there was more curriculum use among inter-
vention subjects than control subjects, though the differ-
ence was not significant (79% vs. 50%, p = 0.20) (Table
3). The most commonly used component of the curricu-
lum was the slides, whereas use of the audio component
was nearly nonexistent.

Although not intended for this purpose, the curriculum
was used for self-learning by the majority of subjects
(71%) with no difference between intervention and con-
trol groups (Table 4). For teaching, the curriculum was
used in a variety of settings, the most common of which
were while providing clinical care (61%) and resident
teaching conferences (43%).

Among intervention subjects, 84% (16/19) completed at
least part of their action plan including 8 participants who
completed their entire action plan. Two of the three inter-
vention subjects who did not complete any of their action
plan also did not use any part of the curriculum.

Discussion
In-person training for physician educators on the use of a
web-based Alcohol Clinical Training (ACT) curriculum is
associated with increases in confidence in teaching about
alcohol screening and specific teaching practices – more
frequent teaching about alcohol screening and eliciting
patient health beliefs. Given the small sample size, non-
significant increases are also noteworthy, including the
increases associated with in-person training in confidence
in teaching about assessment of readiness to change and
assuring patients that they are understood, and more fre-
quent teaching about assessment of readiness to change
and counseling about alcohol problems. Also notable are
the within-group findings demonstrating that interven-
tion group confidence and teaching frequency increased
significantly in 9 of 10 comparisons, which were not a
result of improvements prior to the workshop. In compar-
ison, the control group never improved significantly, and
in fact, worsened in some cases. These findings suggest
that in-person training of, and not only access to, this
web-based curriculum can lead to improvements in alco-
hol-related teaching confidence and practice.

Table 2: Baseline to follow-up change in 5 domains of teaching confidence and specific teaching practices

Intervention (N = 18)† Control (N = 9)† Between- group p-value

Teaching confidence§

Alcohol screening + 1.24** + 0.11 0.006
Assessment of readiness to change + 1.00** + 0.11 0.06
Counseling about alcohol problems + 1.18** + 0.44 0.12
Eliciting patient health beliefs + 1.29** + 0.67 0.23
Assuring patients that they are understood + 1.47** + 0.56 0.07

Specific teaching practice frequency¶

Alcohol screening + 0.56* - 0.56 0.02
Assessment of readiness to change + 0.44 - 0.44 0.09
Counseling about alcohol problems + 0.67* - 0.22 0.08
Eliciting patient health beliefs + 0.81** - 0.33 0.03
Assuring patients that they are understood + 0.94* + 0.11 0.18

*p < .05; **p < .01; in within-group comparisons of baseline to follow-up change
†Baseline data were missing for one subject with follow-up data in each group (1 of 19 in the intervention group and 1 of 10 in the control group)
§5-point Likert scale, where 1 = Not at all Confident and 5 = Very Confident
¶5-point Likert scale, where 1 = Rarely and 5 = Always

Table 3: Proportion with curriculum use at follow-up

Intervention Group (N = 19) N (%) Control Group (N = 10) N (%) p-value

Any curriculum use 15 (79) 5 (50) 0.20
Slide Use 11 (58) 4 (40) 0.17

Notes Use 7 (37) 2 (20) 0.26
Audio Use 0 (0) 1 (10) 0.39
Video Use 3 (16) 1 (10) 1.00
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Although not significant, a greater proportion of educa-
tors who had in-person training used the curriculum.
Even among those without in-person training, a substan-
tial proportion of subjects reported using the web-based
curriculum. Although physicians used the curriculum,
none used the audio portion and very few used the video
portion. While the curriculum was used for its intended
purpose, as an education tool, surprisingly, it was most
commonly used for self-study, even by educators self-
selected as having an interest in teaching about alcohol.

Curricular topics for generalist physician educators are
expanding in number and scope while residency duration
remains the same. Considering the ineffectiveness of med-
ical residency programs in training for alcohol screening
and management [34,54], target audiences for this curric-
ulum include both the physicians who will use the curric-
ulum to train others, and physicians being trained. The
intent of developing and making this alcohol education
curriculum available is to provide faculty with a variety of
educational materials (i.e. video, slides) that they can take
"off the shelf," modify if desired and use in a variety of set-
tings.

The ACT curriculum was developed by and for the same
group – general internists. This approach is in keeping
with the emphasis on specialty specific teaching in physi-
cians' (adult) learning principles. This approach uses the
internist teacher as a role model with credibility specifi-
cally applicable to the learner's specialty [55].

Diffusion of alcohol skills training is enhanced or
impeded by fundamental characteristics of the training
mechanism, such as its complexity and accessibility [56].
Many previously created alcohol curricula for physicians
are less easy to access, less tailored to their audiences, and
less focused. In the 1990s, NIAAA developed two multi-
module curricula, which include materials available for
purchase on diskette [57-59]. The Project ADEPT (Alcohol
and Drug Education for Physician Training) curriculum is a

comprehensive substance abuse curriculum for primary
care physicians, which includes 7 modules, each with
approximately 300 pages of instructional material. Several
other non-web-based curricula are similarly lengthy, rang-
ing from 9-hour sessions to 4-day workshops, and often
address substance abuse in general, rather than being
alcohol-specific, despite the fact that guidelines recom-
mend universal screening for alcohol, but not other drugs.
Many require payment or are no longer available. On the
other hand, web-based materials are more easily availa-
ble, and evaluations of web-based physician education
have shown significant changes in both non-behavioral
measures (e.g. knowledge, attitude, confidence and satis-
faction) [44,45,60] as well as behavioral changes [61,62]
that impact patient care [44]. With the increasing number
of physicians using the Web for continuing medical edu-
cation [42], it is not surprising that a number of organiza-
tions are making curricula available on the web. The
NIAAA's Helping Patients Who Drink Too Much: A Clini-
cian's Guide, upon which the ACT curriculum is based, is
freely available on the Web and in print [50], however, it
does not include the audio, video or evaluation features
offered with ACT. Project Cork, Clinical Tools, Inc., the
University of Florida Division of Addiction Medicine, and
likely others, also provide Internet-based alcohol curric-
ula, some of which are focused on screening and brief
intervention and are geared toward physicians in general
[63,64] while unlike any others, the ACT curriculum is
specifically tailored to internist educators.

Several important limitations of this study evaluating the
ACT curriculum should be considered. The small sample
size makes it difficult to identify differences between
groups and caution must be exercised when interpreting
the results of non-significant findings. However, some
results did reach significance. Second, the nonrand-
omized nature of the study could have led to confound-
ing. For example, because enrollment in the intervention
group was based on early workshop application, interven-
tion subjects might have been more highly motivated

Table 4: ACT curriculum teaching settings at follow-up

Intervention Group (N = 18†) N (%) Control Group (N = 10) N (%) p-value

For my own learning 14 (78) 6 (60) 0.42
Resident teaching conferences 9 (50) 3 (30) 0.43
Medical student teaching conferences 7 (39) 1 (10) 0.19
Continuing Medical Education courses 0 (0) 0 (0) N/A
Grand rounds 2 (11) 0 (0) 0.52
Morning report 5 (28) 1 (10) 0.37
Inpatient attending rounds 9 (50) 1 (10) 0.04*
Teaching while providing clinical care (e.g., precepting) 12 (67) 5 (50) 0.44
Other 2 (11) 0 (0) 0.52

*p < .05
† Data missing for 1 subject
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than control subjects. However, we believe individuals in
both groups were highly motivated since they all applied
to attend a workshop that involved a considerable time
commitment. Further, selection bias could lead to diffi-
culty generalizing these results from this group of physi-
cian educators volunteered to travel to attend a course to
a representative sample of physician educators. Neverthe-
less, our original intention was to study physicians with
an interest in alcohol use and not to generalize beyond
that population. Further, it is possible that the workshop
learners considered the workshop instructors to be opin-
ion leaders or field experts. Relatedly, subjects' specific
teaching practices were not directly measured; as such it is
possible that some of the findings may be attributed to
social desirability bias, reporting favorable behaviors to
researchers evaluating the course they attended.

Despite these limitations, these study results suggest that
posting a Web-based curriculum tailored for internist edu-
cators can lead to its use, and to improvements in teaching
confidence and frequency of teaching practices that are
further improved when the curriculum is demonstrated in
person. Furthermore, although intended for use by educa-
tors to train others, such a curriculum can be used for self-
study. More sophisticated enhancements, such as audio
and video components, might require more substantial
faculty development efforts, and additional research is
needed on both how to better disseminate these curricula,
and on practice and patient-level outcomes. Nonetheless,
this educational tool has the potential, perhaps in con-
junction with other efforts [65,66], to improve clinical
practice in an area recognized as needing substantial
improvement [9].

Conclusion
Leading professional societies recommend that alcohol
screening and behavioral counseling interventions be
implemented in primary care settings. But physician edu-
cation to support this implementation has not been effec-
tively or widely disseminated. This study demonstrates
that a free web-based alcohol clinical training curriculum
will be used by physician educators and that in-person
training on the use of the curriculum can further increase
teaching confidence and practices.
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CLINICIAN’S CORNERREVIEW

Ankle Brachial Index Combined
With Framingham Risk Score to Predict
Cardiovascular Events and Mortality
A Meta-analysis
Ankle Brachial Index Collaboration

MAJOR CARDIOVASCULAR

and cerebrovascular
events including myocar-
dial infarction and stroke

often occur in individuals without
known preexisting cardiovascular dis-
ease. The prevention of such events, in-
cluding the accurate identification of
those at risk,1 remains a serious public
health challenge. Scoring equations to
predict those at increased risk have been
developed using cardiovascular risk
factors, including cigarette smoking,
blood pressure, total and high-density
lipoprotein cholesterol, and diabetes
mellitus. The Framingham risk score
(FRS)2,3 is often considered the refer-
ence standard but has limited accu-
racy, tending to overestimate risk in low-
risk populations and underestimate risk
in high-risk populations.4 The incorpo-
ration of other risk markers, such as the
metabolic syndrome5 and plasma C-
reactive protein,6,7 has had partial suc-
cess in improving prediction, and atten-
tion also is being given to indicators of
asymptomatic atherosclerosis, such as
coronary artery calcium, carotid in-
tima media thickness, and the ankle bra-
chial index (ABI).1

The ABI, which is the ratio of sys-
tolic pressure at the ankle to that in the
arm, is quick and easy to measure and

CME available online at
www.jamaarchivescme.com
and questions on p 225.

A complete list of the investigators participating in
the Ankle Brachial Index Collaboration appears at the
end of this article.
Corresponding Author: Gerry Fowkes, PhD, Wolfson

Unit for Prevention of Peripheral Vascular Diseases,
Public Health Sciences, University of Edinburgh, Teviot
Place, Edinburgh EH8 9AG, Scotland (Gerry.Fowkes
@ed.ac.uk).

Context Prediction models to identify healthy individuals at high risk of cardiovas-
cular disease have limited accuracy. A low ankle brachial index (ABI) is an indicator of
atherosclerosis and has the potential to improve prediction.

Objective To determine if the ABI provides information on the risk of cardiovascu-
lar events and mortality independently of the Framingham risk score (FRS) and can
improve risk prediction.

Data Sources Relevant studies were identified. A search of MEDLINE (1950 to Feb-
ruary 2008) and EMBASE (1980 to February 2008) was conducted using common text
words for the term ankle brachial index combined with text words and Medical Sub-
ject Headings to capture prospective cohort designs. Review of reference lists and con-
ference proceedings, and correspondence with experts was conducted to identify ad-
ditional published and unpublished studies.

Study Selection Studies were included if participants were derived from a general
population, ABI was measured at baseline, and individuals were followed up to detect
total and cardiovascular mortality.

Data Extraction Prespecified data on individuals in each selected study were ex-
tracted into a combined data set and an individual participant data meta-analysis was
conducted on individuals who had no previous history of coronary heart disease.

Results Sixteen population cohort studies fulfilling the inclusion criteria were
included. During 480 325 person-years of follow-up of 24 955 men and 23 339
women, the risk of death by ABI had a reverse J-shaped distribution with a normal
(low risk) ABI of 1.11 to 1.40. The 10-year cardiovascular mortality in men with a low
ABI (�0.90) was 18.7% (95% confidence interval [CI], 13.3%-24.1%) and with nor-
mal ABI (1.11-1.40) was 4.4% (95% CI, 3.2%-5.7%) (hazard ratio [HR], 4.2; 95%
CI, 3.3-5.4). Corresponding mortalities in women were 12.6% (95% CI, 6.2%-
19.0%) and 4.1% (95% CI, 2.2%-6.1%) (HR, 3.5; 95% CI, 2.4-5.1). The HRs
remained elevated after adjusting for FRS (2.9 [95% CI, 2.3-3.7] for men vs 3.0
[95% CI, 2.0-4.4] for women). A low ABI (�0.90) was associated with approximately
twice the 10-year total mortality, cardiovascular mortality, and major coronary event
rate compared with the overall rate in each FRS category. Inclusion of the ABI in car-
diovascular risk stratification using the FRS would result in reclassification of the risk
category and modification of treatment recommendations in approximately 19% of
men and 36% of women.

Conclusion Measurement of the ABI may improve the accuracy of cardiovascular
risk prediction beyond the FRS.
JAMA. 2008;300(2):197-208 www.jama.com
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has been used for many years in vascu-
lar practice to confirm the diagnosis and
assess the severity of peripheral artery
disease in the legs. Most commonly the
ABI is calculated by measuring the sys-
tolic blood pressure in the posterior tibial
and/or the dorsalis pedis arteries either
in both legs or 1 leg chosen at random
(using a Doppler probe or alternative
pulse sensor), with the lowest ankle
pressure then divided by the brachial
systolic blood pressure. In addition to
peripheral artery disease, the ABI also is
an indicator of generalized atheroscle-
rosis because lower levels have been as-
sociated with higher rates of concomi-
tant coronary and cerebrovascular
disease, and with the presence of car-
diovascular risk factors.8 In population
cohort studies in the United States9-12 and
Europe,13-17 a low ABI has been related
to an increased incidence of mortality
(total and cardiovascular), myocardial
infarction, and stroke. These increased
relative risks have been shown to be in-
dependent of baseline cardiovascular dis-
ease and risk factors, suggesting that the
ABI might have an independent role in
predicting cardiovascular events.

The objective of our study was to de-
termine if the ABI provides informa-
tion on the risk of cardiovascular events
and mortality independently of the FRS
and can improve risk prediction. To en-
hance the representativeness of our
study and to maximize participant num-
bers, we formed the Ankle Brachial In-
dex Collaboration with the intent of in-
cluding all major observational studies
that had investigated longitudinally the
ABI and incidence of cardiovascular
events and mortality in general popu-
lations. At the same time we wished to
identify a normal (low risk) level of the
ABI that could be used in future stud-
ies and in clinical practice.

METHODS
The study design was an individual par-
ticipant data meta-analysis of population-
based cohort studies. The criteria for
study inclusion were that the study con-
tained participants of any age and sex de-
rived from a general population (ie, not
a specific disease group), ABI was mea-

sured at baseline using a technique stan-
dardized in each study, and individuals
were followed up systematically to de-
tect total and cardiovascular mortality.

At initial meetings of epidemiolo-
gists interested in the ABI, studies ful-
filling the inclusion criteria were iden-
tified. A search was conducted of
MEDLINE from 1950 to February 2008
and EMBASE from 1980 to February
2008. Reference lists and conference
proceedings also were searched to iden-
tify possible additional studies. The fol-
lowing search terms were used: ABPI.tw,
ABI.tw, AAI.tw, ankle brachial pressure
index $.tw, ankle brachial pressure$.tw,
ankle brachial index$.tw. (or ankle bra-
chial index/), ankle arm index$.tw, ankle
arm blood pressure$.tw, ankle arm blood
pressure index$.tw, ankle blood pres-
sure$.tw, follow up stud$.tw, follow up
studies/ or follow up/, epidemiological
stud$.tw, epidemiological studies/ or epi-
demiology/, cohort$.tw, cohort analy-
sis/ or cohort studies/.

Further studies and unpublished data
were sought by discussion between col-
laborators, cardiovascular epidemiolo-
gists, and vascular physicians and by
correspondence with the Asia Pacific
Cohort Studies Collaboration. Pos-
sible studies for inclusion were inde-
pendently assessed for suitability by 2
collaborators (G.F. and J.P.) and any
lack of clarity or disagreement was re-
solved by discussion.

The principal authors or lead inves-
tigators of studies were invited to join
the ABI Collaboration and, following
acceptance, were sent a questionnaire
enquiring about the availability of
specific study data. On reviewing re-
sponses to these questionnaires, a set
of data that were commonly available
was agreed on, and each study trans-
ferred their relevant data to the coor-
dinating center.

Requested data included individual
demographic characteristics (eg, sex,
age, height, and weight), baseline clini-
cal cofactors (eg, systolic and diastolic
blood pressure, cholesterol, diabetes, and
cigarette smoking), details of baseline
ABI measurements, and information on
nonfatal and fatal events during follow-

up. For these analyses, the participants
included had no previous history of
coronary heart disease (CHD) as de-
fined in each study, a value for ABI re-
corded at baseline, and follow-up dates
or times to events. Data from collabo-
rators were extracted and analyzed using
SPSS version 14 (SPSS Inc, Chicago, Il-
linois) and SAS version 9.1 (SAS Insti-
tute Inc, Cary, North Carolina).

A FRS was derived for each indi-
vidual using the sex-specific predic-
tion formulas proposed by Wilson et al3

based on conventional cardiovascular
risk factors (age, total and high-
density lipoprotein cholesterol catego-
ries, blood pressure categories, diabe-
tes, and smoking status). When data on
some of the variables necessary to cal-
culate the FRS were incomplete, miss-
ing values, amounting to 3.9% of total
values, were imputed using the expec-
tation-maximization procedure for mul-
tivariate normal data, which is imple-
mented in SPSS.

Overall (all studies combined) haz-
ard ratios (HRs) for ABI, subdivided into
10 categories compared with a refer-
ence rangeof1.11 to1.20,wereobtained
for men and women for each of 3 out-
comes of total mortality, cardiovascular
mortality, andmajorcoronaryevents (ie,
coronary death, nonfatal myocardial
infarction), and patterns of risk exam-
ined. Coronary revascularization and
angina were not included as end points.
The HRs for low vs normal ABI, which
was categorized into 4 groups for the 3
outcomes of total mortality, cardiovas-
cular mortality, and major coronary
events were obtained from a propor-
tionalhazardsmodel stratifiedbysexand
study, both unadjusted and adjusted for
FRS (categorized into 5 strata for men
and 4 for women). These HRs were then
pooledusingarandom-effectsmodeland
summarized using forest plots (Review
Manager version 4.2.9, Cochrane Col-
laboration, Oxford, England).

Kaplan-Meier estimates and stan-
dard errors for outcome rates (total
mortality, cardiovascular mortality, and
major coronary events) at 10 years were
obtained for each study stratified by sex
and categories for FRS and ABI. Out-
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come rates for studies within strata were
combined to provide overall summa-
ries using random-effects pooling.18

Area under receiver operating charac-
teristic curves were calculated for the
prediction of events using the FRS alone
and with the addition of the ABI.

RESULTS
The literature search and information
from experts identified 1075 citations
from which 20 studies that fulfilled the
inclusion criteria were identified
(FIGURE 1). Selected investigators from
16 of these studies9-17,19-25 agreed to par-
ticipate in the ABI Collaboration and
provided data prior to the analysis. The
participating studies and investigators
are listed at the end of this article. The
studies were based in Australia, Bel-
gium, Italy, Netherlands, Sweden, the
United Kingdom, and the United States
and comprised predominantly white
populations except for the Honolulu
Heart Program ( Japanese Ameri-
cans)11 and the Strong Heart Study
(American Indians).12 The popula-
tions in the Cardiovascular Health

Study10 and the Atherosclerosis Risk in
Communities Study9 comprised 15%
and 26% blacks, respectively. In the San
Luis Valley Diabetes Study,24 the in-
cluded healthy population without dia-
betes was 42% Hispanic. Eleven stud-
ies included both sexes, 4 included only
men, and 1 included only women.

The characteristics of the partici-
pants in the studies at baseline when the
ABI was measured are shown in TABLE 1.
A total of 24 955 men and 23 339 women
without a history of CHD were in-
cluded. They were late middle aged to
elderly with a mean age in the studies
ranging from 47 to 78 years. The 10-
year mean (SD) incidence of CHD pre-
dicted by the FRS at baseline varied
across studies from 11.0% (6.1%) to
31.6% (14.1%) in men and from 7.1%
(6.1%) to 14.5% (10.1%) in women. The
mean (SD) ABI was greater than 1.00 in
all studies and ranged from 1.02 (0.13)
to 1.21 (0.13) in men and 1.01 (0.16) to
1.15 (0.17) in women; most of the stud-
ies comprising both sexes had higher
mean values in men than in women, as
previously reported.24

TABLE 2 and TABLE 3 show the total
mortality, cardiovascular mortality, and
major coronary events occurring dur-
ing follow-up in each of the studies for
men and women, respectively. Median
duration of follow-up ranged from 3 to

Figure 1. Flow Diagram of Selection of
Studies for Inclusion in Meta-analysis

20 Studies eligible for inclusion
in meta-analysis

55 Full-text articles considered
for inclusion

1075 Citations identified in MEDLINE
and EMBASE and through
expert suggestion

16 Studies with complete and validated
data included in meta-analysis

4 Excluded (did not have data
available for inclusion in
meta-analysis)

35 Excluded due to not fulfilling
inclusion criteria and
duplicate articles of studies

1020 Excluded due to title and
abstract not fulfilling
inclusion criteria

Table 1. Baseline Characteristics of Individuals in Studies in the Ankle Brachial Index (ABI) Collaboration

Source Study

No. of Individualsa

Mean (SD)

Age, y

FRS, %b ABI

Men
(n = 24 955)

Women
(n = 23 339) Men Women Men Women

Weatherley et al,9 2007 ARIC 6105 8004 54 (5.7) 12.8 (7.6) 7.3 (6.0) 1.17 (0.13) 1.12 (0.13)

Kornitzer et al,17 1995 Belgian Physical Fitness 2068 0 47 (4.4) 11.0 (6.1) NA 1.21 (0.13) NA

Newman et al,10 1999 Cardiovascular Health 1846 2779 73 (5.5) 25.4 (12.5) 8.0 (5.3) 1.10 (0.19) 1.06 (0.15)

Leng et al,13 1996 Edinburgh Artery 690 702 64 (5.7) 26.2 (13.0) 11.5 (6.2) 1.07 (0.19) 1.01 (0.16)

Murabito et al,19 2002 Framingham Offspring 1423 1703 58 (9.6) 15.3 (10.3) 7.5 (5.9) 1.16 (0.12) 1.10 (0.10)

Fowler et al,20 2002 Health in Men 2771 0 72 (4.4) 29.4 (9.6) NA 1.07 (0.17) NA

Abbott et al,11 2000 Honolulu Heart Program 3123 0 78 (4.6) 31.6 (14.1) NA 1.05 (0.17) NA

Jager et al,21 1999 Hoorn 270 284 63 (7.2) 26.8 (13.9) 14.5 (10.1) 1.03 (0.14) 1.02 (0.12)

McDermott et al,22 2004 InCHIANTI 481 569 67 (15.5) 24.8 (15.4) 8.0 (5.8) 1.04 (0.16) 1.05 (0.14)

Hooi et al,14 2004 Limburg PAOD 1031 1320 57 (9.4) 20.2 (10.6) 11.7 (5.8) 1.08 (0.16) 1.07 (0.13)

Ogren et al,15 1993 Men Born in 1914 391 0 69 (0.5) 31.5 (10.5) NA 1.02 (0.13) NA

Van der Meer et al,16 2004 Rotterdam 2134 3515 69 (9.2) 29.6 (15.6) 10.2 (7.2) 1.10 (0.21) 1.05 (0.21)

Criqui et al,23 1992 San Diego 244 314 66 (10.4) 21.6 (12.9) 7.8 (5.1) 1.08 (0.19) 1.02 (0.12)

Hiatt et al,24 1995 San Luis Valley Diabetes 674 838 53 (12.1) 15.6 (12.0) 9.1 (9.4) 1.16 (0.15) 1.10 (0.14)

Resnick et al,12 2004 Strong Heart 1704 2622 56 (8.0) 15.5 (9.6) 10.8 (7.3) 1.15 (0.14) 1.15 (0.17)

McDermott et al,25 2000 Women’s Health and Aging 0 689 78 (8.1) NA 7.1 (6.1) NA 1.05 (0.21)
Abbreviations: ARIC, Atherosclerosis Risk in Communities; FRS, Framingham risk score; InCHIANTI, Invecchiare in Chianti; NA, not applicable; PAOD, peripheral arterial occlusive

disease.
aNo history of coronary heart disease (including myocardial infarction, angina, and revascularization as defined in each study), ABI available at baseline, and follow-up data available.
bPredicted percentage at 10 years for incidence of coronary heart disease, including coronary death, myocardial infarction, and angina.
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16.7 years, with 9 of the 16 studies hav-
ing more than 10 years of follow-up.
Overall, 9924 deaths occurred during
480 325 person-years of follow-up with
aroundone-quarterofdeathsduetoCHD
or stroke in both men and women. The
annual rates of deaths and events varied
considerably between the studies. For
example,menin theBelgianPhysicalFit-
ness Study had a mean (SD) age of 47
(4.4) years and the annual mortality was
0.37% (95% confidence interval [CI],
0.29%-0.45%), whereas men in the
Honolulu Heart Program had a mean
(SD) age of 78 (4.6) years and the annual
mortality was 4.91% (95% CI, 4.59%-
5.22%) (Table 2). Likewise, for women
annual mortality varied between 0.55%
(95% CI, 0.42%-0.68%) in the Framing-

hamOffspringStudyand7.34%(95%CI,
6.39%-8.29%) in the Women’s Health
and Aging Study (Table 3).

The HRs for death for different levels
of ABI compared with a reference ABI of
1.11 to 1.20 in all studies combined
formed a reverse J-shaped curve for both
men and women (FIGURE 2). For levels
of ABI below 1.11, the HRs increased
consistently with decreasing ABI. For
an ABI of greater than 1.40, the HRs also
were increased in men (1.38; 95% CI,
1.17-1.62) and in women (1.23; 95%
CI, 1.00-1.52). For levels of ABI from
1.11 to 1.40, only small and mostly non-
significant differences in HRs were
found. TABLE 4 and TABLE 5 show the
HRs for total and cardiovascular mor-
tality and major coronary events by ABI

in men and women, respectively. The
patterns of risk for cardiovascular mor-
tality and major coronary events were
similar to that for total mortality; for lev-
els of ABI below 1.11, the HRs for car-
diovascular mortality were consis-
tently higher than for total mortality.

Values of the ABI less than 0.90 have
been taken traditionally as a measure
of increased risk. In nearly all the stud-
ies in men (FIGURE 3), the HRs for total
mortality were statistically signifi-
cantly higher in individuals with an ABI
of 0.90 or less compared with individu-
als with normal ABI values of 1.11 to
1.40 (HR, 3.33; 95% CI, 2.74-4.06). In
women, the results were more hetero-
geneous (FIGURE 4), but the HR of 2.71
(95% CI, 2.03-3.62) was comparable

Table 2. Total Mortality, Cardiovascular Mortality, and Major Coronary Events for Men in Studies in the Ankle Brachial Index Collaboration

Study

Follow-up,
Median
(IQR), y

Total Mortality Cardiovascular Mortalitya Major Coronary Eventsb

Person-
Years of

Follow-up
(n = 233 457)

No. of
Deaths

(n = 5582)

Annual
Mortality,

%
(95% CI)

Person-
Years of

Follow-up
(n = 233 457)

No. of
Deaths

(n = 1507)

Annual
Mortality,

%
(95% CI)

Person-
Years of

Follow-up
(n = 205 628)

No. of
Events

(n = 2255)

Annual
Events,

%
(95% CI)

ARIC9 13.1
(12.4-13.9)

76 497 903 1.18
(1.10-1.26)

76 497 170 0.22
(0.19-0.26)

73 991 571 0.77
(0.71-0.83)

Belgian
Physical
Fitness17

10.9
(10.5-11.4)

22 292 83 0.37
(0.29-0.45)

22 292 13 0.06
(0.03-0.09)

22 136 98 0.44
(0.36-0.53)

Cardiovascular
Health10

11.0
(7.2-11.6)

16 583 839 5.06
(4.73-5.39)

16 583 263 1.59
(1.40-1.78)

15 542 432 2.78
(2.52-3.04)

Edinburgh
Artery13

15.5
(9.0-15.9)

8667 295 3.40
(3.02-3.79)

8667 84 0.97
(0.76-1.18)

8090 113 1.40
(1.14-1.65)

Framingham
Offspring19

7.4
(6.6-8.2)

10 182 113 1.11
(0.91-1.31)

10 182 20 0.20
(0.11-0.28)

10 052 56 0.56
(0.41-0.70)

Health in
Men20

6.3
(5.9-6.5)

16 446 402 2.44
(2.21-2.68)

16 446 114 0.69
(0.57-0.82)

NA NA NA

Honolulu Heart
Program11

6.2
(5.5-6.9)

17 976 882 4.91
(4.59-5.22)

17 976 231 1.29
(1.12-1.45)

17 703 205 1.16
(1.00-1.32)

Hoorn21 12.5
(9.8-13.1)

2969 88 2.96
(2.35-3.57)

2969 26 0.88
(0.54-1.21)

NA NA NA

InCHIANTI22 3.0
(2.9-3.1)

1427 30 2.10
(1.36-2.85)

1427 11 0.77
(0.32-1.22)

NA NA NA

Limburg
PAOD14

7.1
(6.6-7.7)

7088 148 2.09
(1.76-2.42)

7088 34 0.48
(0.32-0.64)

6864 82 1.19
(0.94-1.45)

Men Born in
191415

13.3
(8.1-13.9)

4248 182 4.28
(3.68-4.89)

4248 70 1.65
(1.26-2.03)

4028 92 2.28
(1.82-2.75)

Rotterdam16 10.9
(8.2-11.8)

20 538 813 3.96
(3.70-4.23)

20 538 221 1.08
(0.94-1.23)

19 805 260 1.31
(1.15-1.47)

San Diego23 16.7
(10.4-22.3)

3843 156 4.06
(3.44-4.68)

3843 77 2.00
(1.56-2.45)

3581 80 2.23
(1.75-2.72)

San Luis Valley
Diabetes24

15.6
(14.4-16.9)

9765 167 1.71
(1.45-1.97)

9765 51 0.52
(0.38-0.67)

9265 82 0.89
(0.69-1.08)

Strong Heart12 9.7
(8.9-10.4)

14 935 481 3.22
(2.94-3.50)

14 935 122 0.82
(0.67-0.96)

14 573 184 1.27
(1.09-1.46)

Abbreviations: ARIC, Atherosclerosis Risk in Communities; CI, confidence interval; InCHIANTI, Invecchiare in Chianti; IQR, interquartile range; NA, data not available; PAOD, peripheral
arterial occlusive disease.

aDefined as death due to coronary heart disease or stroke.
bDefined as myocardial infarction or deaths from coronary heart disease.
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with that in men. Likewise, signifi-
cantly increased HRs were found in men
and in women both for cardiovascular
mortality (men: 4.21 [95% CI, 3.29-
5.39]; women: 3.46 [95% CI, 2.36-
5.08]), and for major coronary events
(men: 2.97 [95% CI, 2.33-3.78]; wom-
en: 3.05 [95% CI, 2.25-4.15]). Adjust-
ment of the HRs for individuals with an
ABI of 0.90 or less relative to an ABI of
1.11 to 1.40 for FRS reduced the HRs
but they were still elevated substan-
tially and significantly. The adjusted
HRs for total mortality were 2.34 (95%
CI, 1.97-2.78) in men vs 2.35 (95% CI,
1.76-3.13) in women; cardiovascular
mortality, 2.92 (95% CI, 2.31-3.70) in
men vs 2.97 (95% CI, 2.02-4.35) in
women; and major coronary events,
2.16 (95% CI, 1.76-2.66) in men vs 2.49
(95% CI, 1.84-3.36) in women.

TABLE 6 and TABLE 7 show the effect
of inclusion of an ABI measurement on
the apparent risk of 10-year total mor-

tality, cardiovascular mortality, and ma-
jor coronary events over the range of
FRS categories in men and women, re-
spectively. Compared with the overall
rates without ABI included, an ABI of

0.90 or less was associated with a greatly
increased risk of mortality (total and
cardiovascular) and major coronary
events across all FRS categories in both
men and women, but more so in the

Figure 2. Hazard Ratios for Total Mortality in Men and Women by Ankle Brachial Index at
Baseline for All Studies Combined in the ABI Collaboration
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Hazard ratios are not adjusted for age or cardiovascular risk factors.

Table 3. Total Mortality, Cardiovascular Mortality, and Major Coronary Events for Women in Studies in the Ankle Brachial Index Collaboration

Study

Follow-up,
Median
(IQR), y

Total Mortality Cardiovascular Mortalitya Major Coronary Eventsb

Person-
Years of

Follow-up
(n = 246 868)

No. of
Deaths

(n = 4342)

Annual
Mortality,

%
(95% CI)

Person-
Years of

Follow-up
(n = 246 868)

No. of
Deaths

(n = 1211)

Annual
Mortality,

%
(95% CI)

Person-
Years of

Follow-up
(n = 238 066)

No. of
Events

(n = 1629)

Annual
Events,

%
(95% CI)

ARIC9 13.2
(12.4-13.9)

102 458 773 0.75
(0.70-0.81)

102 458 133 0.13
(0.11-0.15)

101 121 362 0.36
(0.32-0.39)

Cardiovascular
Health10

11.2
(8.3-11.6)

27 447 851 3.10
(2.90-3.31)

27 447 262 0.95
(0.84-1.07)

26 652 374 1.40
(1.26-1.54)

Edinburgh
Artery13

15.8
(14.2-16.1)

9836 200 2.03
(1.75-2.31)

9836 41 0.42
(0.29-0.54)

9602 57 0.59
(0.44-0.75)

Framingham
Offspring19

7.4
(6.6-8.3)

12 344 68 0.55
(0.42-0.68)

12 344 5 0.04
(0.01-0.08)

12 272 24 0.20
(0.12-0.27)

Hoorn21 12.6
(10.6-13.2)

3212 76 2.37
(1.84-2.89)

3212 23 0.72
(0.42-1.01)

NA NA NA

InCHIANTI22 3.0
(2.9-3.2)

1711 26 1.52
(0.94-2.10)

1711 12 0.70
(0.31-1.10)

NA NA NA

Limburg
PAOD14

7.1
(6.7-7.6)

9273 114 1.23
(1.01-1.45)

9273 26 0.28
(0.17-0.39)

9168 53 0.58
(0.42-0.73)

Rotterdam16 11.1
(9.3-12.1)

35 407 1131 3.19
(3.01-3.38)

35 407 352 0.99
(0.89-1.10)

34 968 283 0.81
(0.72-0.90)

San Diego23 19.6
(13.0-22.6)

5443 177 3.25
(2.78-3.72)

5443 76 1.40
(1.08-1.71)

5361 65 1.21
(0.92-1.51)

San Luis Valley
Diabetes24

15.8
(14.6-17.1)

12 542 163 1.30
(1.10-1.50)

12 542 53 0.42
(0.31-0.54)

12 293 58 0.47
(0.35-0.59)

Strong Heart12 9.9
(9.1-10.7)

24 305 551 2.27
(2.08-2.45)

24 305 137 0.56
(0.47-0.66)

24 010 183 0.76
(0.65-0.87)

Women’s
Health and
Aging25

5.0
(3.8-5.1)

2890 212 7.34
(6.39-8.29)

2890 91 3.15
(2.51-3.79)

2620 170 6.49
(5.55-7.43)

Abbreviations: ARIC, Atherosclerosis Risk in Communities; CI, confidence interval; InCHIANTI, Invecchiare in Chianti; IQR, interquartile range; NA, data not available; PAOD, peripheral
arterial occlusive disease.

aDefined as death due to coronary heart disease or stroke.
bDefined as myocardial infarction or deaths from coronary heart disease.
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lower than in the higher FRS catego-
ries. Women had especially high mor-
tality and event rates in the lowest FRS
category. Men and women with an ABI
from 0.91 to 1.10 also had higher mor-
tality and event rates compared with
those with a normal ABI (1.11-1.40) but

the magnitudes of the increase were
much less than for those with an ABI
of 0.90 or less. Those with an ABI
greater than 1.40 also had higher rates
across most FRS categories.

Inclusion of the ABI had an overall
effect on the prediction of events, es-

pecially in women. When predicting
major coronary events using only the
FRS, the area under the receiver oper-
ating characteristic curve was 0.646
(95% CI, 0.643-0.657) and with the ad-
dition of the ABI was 0.655 (95% CI,
0.643-0.666) in men vs 0.605 (95% CI,

Table 4. Hazard Ratios (HRs) for Total Mortality, Cardiovascular Mortality, and Major Coronary Events by Ankle Brachial Index (ABI) at
Baseline for Men in All Studies Combined in the ABI Collaboration

ABI

�0.60 0.61-0.70 0.71-0.80 0.81-0.90 0.91-1.00 1.01-1.10 1.11-1.20 1.21-1.30 1.31-1.40 �1.40

Sample size
(n = 24 955)

360 279 428 774 2438 5775 7576 4936 1681 708

Total Mortality

No. of deaths
(n = 5582)

215 170 217 355 741 1338 1364 745 270 167

HR
(95% CI)a

4.06
(3.51-4.70)

3.88
(3.30-4.55)

3.15
(2.73-3.64)

2.47
(2.19-2.78)

1.61
(1.47-1.77)

1.22
(1.13-1.32)

1
[Reference]

0.86
(0.78-0.94)

0.94
(0.83-1.07)

1.38
(1.17-1.62)

Cardiovascular Mortalityb

No. of deaths
(n = 1507)

80 54 81 116 208 352 341 179 62 34

HR
(95% CI)a

5.58
(4.36-7.15)

4.60
(3.44-6.14)

4.49
(3.51-5.74)

3.03
(2.45-3.75)

1.68
(1.40-2.00)

1.24
(1.07-1.44)

1
[Reference]

0.85
(0.71-1.02)

0.93
(0.71-1.22)

1.14
(0.80-1.63)

Major Coronary Events (n = 21 433)c

No. of events
(n = 2255)

70 48 74 119 252 516 642 353 125 56

HR
(95% CI)a

3.45
(2.68-4.43)

2.71
(2.01-3.64)

2.76
(2.16-3.52)

2.15
(1.76-2.63)

1.43
(1.23-1.66)

1.12
(1.00-1.26)

1
[Reference]

0.78
(0.68-0.88)

0.78
(0.64-0.95)

0.90
(0.68-1.18)

Abbreviation: CI, confidence interval.
aThe HRs are not adjusted for age or cardiovascular risk factors.
bDefined as death due to coronary heart disease or stroke.
cDefined as myocardial infarction or deaths from coronary heart disease.

Table 5. Hazard Ratios (HRs) for Total Mortality, Cardiovascular Mortality, and Major Coronary Events by Ankle Brachial Index (ABI) at
Baseline for Women in All Studies Combined in the ABI Collaboration

ABI

�0.60 0.61-0.70 0.71-0.80 0.81-0.90 0.91-1.00 1.01-1.10 1.11-1.20 1.21-1.30 1.31-1.40 �1.40

Sample size
(n = 23 339)

314 251 403 933 3186 6586 6862 3363 932 509

Total Mortality

No. of deaths
(n = 4342)

199 145 174 326 707 1078 999 489 125 100

HR
(95% CI)a

4.89
(4.19-5.71)

3.88
(3.25-4.63)

2.61
(2.22-3.08)

2.08
(1.83-2.36)

1.52
(1.38-1.67)

1.11
(1.02-1.21)

1
[Reference]

1.00
(0.90-1.12)

0.91
(0.75-1.10)

1.23
(1.00-1.52)

Cardiovascular Mortalityb

No. of deaths
(n = 1211)

79 51 66 114 218 271 241 119 24 28

HR
(95% CI)a

7.04
(5.43-9.12)

5.06
(3.72-6.87)

3.65
(2.77-4.81)

2.77
(2.21-3.47)

1.84
(1.53-2.22)

1.14
(0.95-1.36)

1
[Reference]

1.04
(0.83-1.29)

0.74
(0.49-1.13)

1.48
(1.00-2.21)

Major Coronary Events (n = 22 486)c

No. of events
(n = 1629)

79 54 64 119 260 412 387 174 47 33

HR
(95% CI)a

5.43
(4.24-6.94)

3.82
(2.86-5.11)

2.58
(1.97-3.37)

2.06
(1.67-2.53)

1.53
(1.30-1.79)

1.11
(0.97-1.28)

1
[Reference]

0.91
(0.76-1.09)

0.86
(0.64-1.17)

1.11
(0.77-1.58)

Abbreviation: CI, confidence interval.
aThe HRs are not adjusted for age or cardiovascular risk factors.
bDefined as death due to coronary heart disease or stroke.
cDefined as myocardial infarction or deaths from coronary heart disease.
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0.590-0.619) and 0.658 (95% CI, 0.644-
0.672), respectively, in women.

The FRS is mostly used to predict risk
of total CHD (including coronary death,
myocardial infarction, and angina) and
TABLE 8 shows the effect of including
the ABI on this prediction. The cali-
bration of the FRS categories was rea-
sonable because the overall CHD rate

in each FRS category was within the
range predicted, except for low-risk
women in which the overall CHD rate
of 11% was higher than predicted. Like-
wise, the ability of the FRS to discrimi-
nate between risk categories was good,
except that the overall CHD rate in
women in the low-risk group was only
slightly lower than those in the inter-

mediate-risk group (11% vs 13%). In
each category of FRS in both men and
women, a low ABI (�0.90) was asso-
ciated with an increased risk of future
CHD. Normal levels of the ABI (1.11-
1.40) were associated with a slightly re-
duced risk from the overall rates but lev-
els greater than 1.40 did not differ
consistently from the overall rates, al-

Figure 3. Random Hazard Ratios for Total Mortality for Low (�0.90) Compared With Normal (1.11-1.40) Ankle Brachial Index (ABI) in Men
in Studies in the ABI Collaboration

No. of Men

Hazard Ratio (95% CI)

0.1 100101

ABI ≤ 0.90 ABI, 1.11-1.40

No. of Deaths

ABI ≤ 0.90 ABI, 1.11-1.40Study
Hazard Ratio

(95% CI)

25 1544 4 64Belgian Physical Fitness,17 1995
129 4446 64 568ARIC,9 2007

220 1005 177 330Cardiovascular Health,10 1999
94 316 69 111Edinburgh Artery,13 1996
38 1120 9 72Framingham Offspring,19 2002

391 1048 204 226Honolulu Heart Program,11 2000
Hoorn,21 1999 30 83 20 16
InCHIANTI,22 2004 53 151 7 8
Limburg PAOD,14 2004 89 459 31 36
Men Born in 1914,15 1993 46 79 35 32
Rotterdam,16 2004 318 1133 200 317
San Diego,23 1992 30 103 28 62
San Luis Valley Diabetes,24 1995 15 479 10 106
Strong Heart,12 2004 75 1006 23 288

Overall 1841 14 193 957 2379

Test for overall effect: z = 11.98; P<.001

288 1221 76 143Health in Men,20 2002

4.15 (1.52-11.37)
5.23 (4.04-6.77)

4.48 (3.72-5.39)
2.84 (2.10-3.84)
4.67 (2.33-9.34)

3.00 (2.48-3.63)
5.34 (2.74-10.39)
2.11 (0.75-5.93)
5.50 (3.40-8.90)
3.06 (1.89-4.96)
3.25 (2.72-3.88)
2.97 (1.88-4.69)
4.25 (2.22-8.13)
1.06 (0.69-1.62)

3.33 (2.74-4.06)

2.50 (1.89-3.30)

Test for heterogeneity: χ14 = 64.32; P<.001; I2 = 78.2% 2

Hazard ratios are not adjusted for age or cardiovascular risk factors. Area of each square is proportional to weight of the study in the meta-analysis. ARIC indicates
Atherosclerosis Risk in Communities; CI, confidence interval; InCHIANTI, Invecchiare in Chianti; PAOD, peripheral arterial occlusive disease.

Figure 4. Random Hazard Ratios for Total Mortality for Low (�0.90) Compared With Normal (1.11-1.40) Ankle Brachial Index (ABI) in
Women in Studies in the ABI Collaboration

No. of Women

Hazard Ratio (95% CI)

0.1 100101

ABI ≤ 0.90 ABI, 1.11-1.40

No. of Deaths

ABI ≤ 0.90 ABI, 1.11-1.40Study
Hazard Ratio

(95% CI)

268 4441 66 393ARIC,9 2007
297 1134 159 280Cardiovascular Health,10 1999
133 192 50 46Edinburgh Artery,13 1996

46 887 3 27Framingham Offspring,19 2002
Hoorn,21 1999 23 62 15 11
InCHIANTI,22 2004 37 176 8 4
Limburg PAOD,14 2004 84 486 18 33
Rotterdam,16 2004 657 1498 383 324
San Diego,23 1992 47 81 29 45

Strong Heart,12 2004 143 1540 24 325
San Luis Valley Diabetes,24 1995 19 364 11 63

Women’s Health and Aging,25 2000 147 296 78 62

Overall 1901 11 157 844 1613

3.17 (2.44-4.11)
3.05 (2.51-3.71)
1.77 (1.19-2.64)
2.38 (0.72-7.86)
5.42 (2.48-11.84)

10.50 (3.16-34.88)
3.34 (1.88-5.94)
3.75 (3.23-4.36)
1.25 (0.78-2.00)

0.77 (0.51-1.16)
4.37 (2.30-8.30)

3.22 (2.30-4.50)

2.71 (2.03-3.62)

Test for overall effect: z = 6.73; P<.001
Test for heterogeneity: χ11 = 78.97; P<.001; I2 = 86.1%2

Hazard ratios are not adjusted for age or cardiovascular risk factors. Area of each square is proportional to weight of the study in the meta-analysis. ARIC indicates
Atherosclerosis Risk in Communities; CI, confidence interval; InCHIANTI, Invecchiare in Chianti; PAOD, peripheral arterial occlusive disease.
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though this may have been influenced
by the relatively low numbers of par-
ticipants.

The results in Table 8 also indicate
in which categories of FRS the ABI is
likely to change individuals’ clinical risk
levels (ie, between �10%, 10%-19%,
and �20%). In men, the greatest effect
would be in high-risk individuals
(�20%) with a normal ABI (1.11-
1.40) in whom the risk level would be
reduced to intermediate (10%-19%). All
men with a low ABI (�0.90) had a rela-
tively high risk but their clinical risk
level would not change from that pre-
dicted overall by the FRS. In women,
the main effect of the ABI would be to
change all women in the low FRS cat-
egory (�10%) with an abnormal ABI
(�0.90 or 0.91 to 1.10 or �1.40) to a
higher risk level. Also women in the in-
termediate FRS category (10%-19%)
with a low ABI (�0.90) would be-
come high risk (�20%). Table 8 also

shows that the number of men chang-
ing risk category (shaded numbers)
would be 4106 of 21 433 (19%) and in
women would be 8154 of 22 486
women (36%).

COMMENT

Predicting future CHD and mortality ac-
curately in individuals in the commu-
nity who have no prior history of car-
diovascular disease has proven difficult
when based solely on traditional risk
factors and scoring systems. In a re-
cent systematic review of 27 studies
using the Framingham risk equation,
the predicted-to-observed ratios ranged
from an underprediction of 0.43 in
a high-risk population to an overpre-
diction of 2.87 in a low-risk popula-
tion.4 We found that the ABI provided
independent risk information com-
pared with the FRS and, when com-
bined with the FRS, a low ABI (�0.90)
approximately doubled the risk of

total mortality, cardiovascular mortal-
ity, and major coronary events across
all Framingham risk categories.

In predicting the 10-year risk of total
CHD, our results (Table 8) indicate that
approximately 1 of 5 men would have
their broad category of risk (�10, 10-
19, �20%) changed from that pre-
dicted by FRS alone to that found on
inclusion of the ABI. These changes
from higher to lower categories of risk
would likely have an effect on deci-
sions to commence preventive treat-
ment, such as lipid-lowering therapy,
as recommended in the Adult Treat-
ment Panel III guidelines.27 In con-
trast, the main effect in women of in-
clusion of the ABI would be that many
at low risk with the FRS (�10%) would
change to a higher risk level. In total,
around 1 in 3 women would be af-
fected. It should be recognized, how-
ever, that the proportion of men and
women affected by inclusion of the ABI

Table 6. 10-Year Total Mortality, Cardiovascular Mortality, and Major Coronary Event Rates in Men by Framingham Risk Category and Ankle
Brachial Index (ABI) at Baseline for All Studies Combined in the ABI Collaborationa

Framingham Risk
Categoryb

ABI

Overall�0.90 0.91-1.10 1.11-1.40 �1.40

Total Mortality, % (95% CI)

1 (Lowest; n = 5746) 27.1 (16.0-38.2) 11.4 (5.9-16.8) 8.3 (5.4-11.2) 14.1 (4.2-24.0) 10.4 (6.9-13.9)

2 (n = 4319) 37.3 (17.8-56.9) 15.8 (10.6-21.0) 11.3 (8.2-14.5) 19.9 (7.5-32.4) 13.8 (9.9-17.7)

3 (n = 3544) 37.6 (26.1-49.1) 19.7 (13.6-25.9) 14.2 (9.9-18.5) 23.5 (9.5-37.6) 17.6 (13.1-22.2)

4 (n = 5814) 38.1 (28.5-47.8) 23.6 (16.9-30.4) 19.2 (14.8-23.5) 38.4 (12.3-64.6) 23.1 (17.6-28.6)

5 (Highest; n = 5532) 57.1 (45.4-68.9) 36.4 (29.1-43.7) 31.0 (25.2-36.7) 43.6 (28.1-59.1) 38.0 (30.9-45.0)

Overall (n = 24 955) 46.3 (36.1-56.6) 23.0 (15.8-30.2) 16.7 (12.4-21.0) 29.2 (18.9-39.5)

Cardiovascular Mortality, % (95% CI)

1 (Lowest; n = 5746) 4.6 (0.0-10.8) 3.1 (0.0-6.5) 1.3 (0.5-2.0) 2.7 (0.0-6.8) 1.6 (0.8-2.4)

2 (n = 4319) 17.5 (6.6-28.3) 3.5 (1.5-5.5) 1.5 (0.7-2.3) 8.2 (0.0-18.8) 2.3 (1.3-3.4)

3 (n = 3544) 11.5 (2.4-20.6) 5.1 (3.1-7.2) 3.6 (1.9-5.2) 8.3 (0.3-16.2) 4.4 (2.8-6.0)

4 (n = 5814) 14.2 (10.2-18.2) 8.0 (5.2-10.8) 4.8 (3.3-6.4) 5.6 (0.0-12.2) 7.3 (5.2-9.3)

5 (Highest; n = 5532) 27.9 (20.7-35.1) 12.5 (8.9-16.1) 9.9 (6.8-13.1) 10.7 (2.0-19.4) 14.0 (10.6-17.4)

Overall (n = 24 955) 18.7 (13.3-24.1) 7.3 (5.0-9.6) 4.4 (3.2-5.7) 6.9 (2.8-11.0)

Major Coronary Events, % (95% CI)c

1 (Lowest; n = 5643) 5.8 (0.0-12.7) 3.7 (1.4-6.0) 3.4 (2.5-4.3) 4.0 (1.1-6.8) 3.5 (2.4-4.6)

2 (n = 4151) 20.0 (9.6-30.4) 5.9 (3.6-8.1) 6.8 (5.7-8.0) 5.0 (0.7-9.3) 7.1 (5.5-8.8)

3 (n = 3241) 20.2 (8.0-32.3) 10.0 (6.2-13.8) 8.7 (6.4-11.0) 12.9 (0.0-27.8) 10.1 (7.5-12.6)

4 (n = 4179) 27.5 (18.5-36.6) 14.8 (9.9-19.7) 12.6 (9.6-15.7) 9.7 (0.0-19.7) 15.3 (11.5-19.1)

5 (Highest; n = 4219) 31.4 (21.9-40.8) 20.0 (14.4-25.5) 17.6 (12.2-23.0) 12.0 (3.6-20.3) 21.5 (16.7-26.3)

Overall (n = 21 433) 26.8 (19.5-34.1) 12.9 (9.2-16.7) 9.4 (7.4-11.4) 7.2 (4.3-10.1)
Abbreviation: CI, confidence interval.
aAnalysis based on random-effects pooling of Kaplan-Meier estimates from the individual studies.
bCategories of predicted 10-year percentage incidence of coronary heart disease, including coronary death, myocardial infarction, and angina are based on whole number cut

points for scores (category 1, �10%; 2, 10%-14%; 3, 15%-19%; 4, 20%-29%; 5, �30%).
cExcludes Health in Men,20 Hoorn,21 and InCHIANTI22 studies.
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is approximate due to the method of es-
timating total CHD end points and pos-
sible residual confounding within the
FRS categories.

Our results also confirm the recent
findings of the Strong Heart Study,12

Cardiovascular Health Study,28 and

Multi-ethnic Study of Atherosclero-
sis29 that the relationship between ABI
and cardiovascular disease is nonlin-
ear and varies across the range of ABI.
High values (�1.40) could be related
to poor arterial compressibility result-
ing from stiffness and calcification,

which may occur more commonly in
those with diabetes,29,30 and may be 1
explanation why those with an ABI
greater than 1.40 are at increased risk.
The differences in risk between ABI val-
ues from 1.11 to 1.40 in both men and
women were so small that, for practi-

Table 7. 10-Year Total Mortality, Cardiovascular Mortality, and Major Coronary Event Rates in Women by Framingham Risk Category and
Ankle Brachial Index (ABI) at Baseline for All Studies Combined in the ABI Collaborationa

Framingham Risk
Categoryb

ABI

Overall�0.90 0.91-1.10 1.11-1.40 �1.40

Total Mortality, % (95% CI)
1 (Lowest; n = 5507) 44.2 (7.5-80.9) 21.3 (12.5-30.1) 14.1 (9.1-19.1) 27.4 (14.6-40.2) 18.2 (10.6-25.8)

2 (n = 6016) 28.2 (9.2-47.2) 13.3 (7.7-18.9) 10.3 (6.3-14.3) 8.1 (1.9-14.3) 12.2 (7.0-17.4)

3 (n = 5581) 27.1 (16.0-38.1) 15.2 (11.0-19.4) 10.9 (7.5-14.2) 20.6 (11.7-29.5) 15.7 (11.2-20.2)

4 (Highest; n = 6235) 31.4 (23.2-39.7) 17.6 (13.3-21.9) 16.2 (12.2-20.3) 20.9 (0.0-48.2) 19.8 (16.6-23.0)

Overall (n = 23 339) 30.1 (18.0-42.1) 16.6 (10.9-22.3) 13.1 (8.5-17.6) 26.6 (9.7-43.4)

Cardiovascular Mortality, % (95% CI)

1 (Lowest; n = 5507) 45.5 (29.7-61.4) 4.5 (1.9-7.0) 4.0 (1.6-6.4) 14.1 (0.0-32.3) 4.8 (3.2-6.4)

2 (n = 6016) 15.1 (1.5-28.7) 4.1 (1.6-6.6) 2.9 (0.9-4.9) 4.3 (0.0-12.7) 3.5 (1.6-5.4)

3 (n = 5581) 9.7 (5.1-14.3) 4.4 (2.5-6.3) 3.2 (1.5-4.8) 14.7 (0.0-45.6) 4.8 (3.0-6.6)

4 (Highest; n = 6235) 15.7 (9.5-22.0) 5.1 (3.4-6.9) 5.5 (3.5-7.6) 15.5 (8.4-22.5) 6.8 (4.5-9.2)

Overall (n = 23 339) 12.6 (6.2-19.0) 4.7 (3.0-6.3) 4.1 (2.2-6.1) 6.9 (4.0-9.7)

Major Coronary Events, % (95% CI)c

1 (Lowest; n = 5355) 29.9 (9.0-50.8) 3.9 (1.7-6.1) 5.3 (2.4-8.2) 10.7 (0.0-24.3) 5.8 (3.9-7.7)

2 (n = 5842) 16.9 (6.8-27.1) 5.1 (2.4-7.7) 3.7 (2.0-5.5) 2.1 (0.0-6.3) 4.7 (2.6-6.7)

3 (n = 5334) 15.3 (8.0-22.6) 7.5 (4.5-10.4) 5.2 (3.5-6.9) 14.1 (0.0-47.9) 6.7 (4.3-9.1)

4 (Highest; n = 5955) 23.3 (14.5-32.0) 9.8 (7.4-12.2) 9.4 (6.7-12.0) 14.9 (8.8-21.1) 11.9 (9.3-14.5)

Overall (n = 22 486) 18.9 (11.6-26.2) 7.3 (5.0-9.6) 6.1 (4.1-8.1) 5.5 (0.7-10.3)
Abbreviation: CI, confidence interval.
aAnalysis based on random-effects pooling of Kaplan-Meier estimates from the individual studies.
bCategories of predicted 10-year percentage incidence of coronary heart disease, including coronary death, myocardial infarction, and angina are based on whole number cut

points for scores (category 1, �4%; 2, 5%-7%; 3, 8%-11%; 4, �12%).
cExcludes Hoorn21 and InCHIANTI22 studies.

Table 8. 10-Year Total Coronary Heart Disease (CHD) Rates in Men and Women by Framingham Risk Score (FRS) Category and Ankle
Brachial Index (ABI) at Baseline for All Studies Combined in the ABI Collaborationa

FRS Categoryb

Total

ABI

�0.90 0.91-1.10 1.11-1.40 �1.40

No. in
FRS

Category
CHD,
%c

No. in
FRS

Category
CHD,
%c

No. in
FRS

Category
CHD,
%c

No. in
FRS

Category
CHD,
%c

No. in
FRS

Category
CHD,
%c

Men
Low (�10%) 5643 5 76 8 1076 5 4255 4 236 5

Intermediate (10%-19%) 7392 13 245 16 2069 12 4815 12 263 8

High (�20%) 8398 23 1149 40 3406 21 3668 18 175 14

Women
Low (�10%) 15 505 11 1083 21 6192 10 7909 9 321 11

Intermediate (10%-19%) 5563 13 558 25 2429 12 2433 11 143 13

High (�20%) 1418 27 200 44 598 21 577 22 43 34
aExcludes Health in Men,20 Hoorn,21 and InCHIANTI22 studies, in which nonfatal events were not available. Shaded numbers indicate individuals who would change between low

(�10%), intermediate (10%-19%), and high (�20%) risk categories from that predicted by the FRS when ABI was included. Analysis based on random-effects pooling of Kaplan-
Meier estimates from the individual studies.

bCategories of predicted 10-year percentage incidence of coronary heart disease, including coronary death, myocardial infarction, and angina.
c Includes coronary death, myocardial infarction, and angina. Rates are approximate based on observed major coronary events (coronary death or myocardial infarction) adjusted

by established conversion factors.26 The number of individuals indicates those with the specified Framingham risk category and ABI level, irrespective of whether they have coro-
nary heart disease.
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cal purposes, an ABI within this range
could be considered normal. Individu-
als with an ABI from 0.91 to 1.10 were
at slightly increased risk. These re-
sults would suggest that the widely ac-
cepted high-risk cut point of 0.90 is rea-
sonable. However, for ABI values from
0.91 to 1.10 and greater than 1.40, in-
dividuals might be advised that their
risk may be slightly higher than nor-
mal levels.

The ABI Collaboration includes 16
international cohort studies. The con-
sistency of results, especially in men
(Figure 3), across a diverse spectrum
of populations strengthens the valid-
ity of our findings. This consistency also
was apparent despite some differences
in methods of measuring the ABI and
in ascertaining outcome events. We did
not recalibrate the FRS, as has been sug-
gested in populations very different
from that in Framingham,31 because in
our collaboration there was no evi-
dence that particular studies had sub-
stantially worse calibration than oth-
ers and also the FRS when used in
routine clinical practice is not usually
calibrated to the local population. Al-
though the area under receiver oper-
ating characteristic curves examining
the added effect of the ABI are pre-
sented, from a clinical perspective, the
added value of the ABI is the extent to
which its inclusion reclassifies patient
risk at an individual level.32

Other indicators of asymptomatic
atherosclerosis, notably coronary artery
calcium score and carotid intima media
thickness have been evaluated as incre-
mental risk predictors to the FRS. Popu-
lation studies of apparently healthy indi-
viduals have suggested that coronary
artery calcium score may provide added
value,33,34 particularly in discriminat-
ing high- and low-risk individuals with
an intermediate FRS (predicted 10-year
coronary event risk between 10% and
20%).35 In the Atherosclerosis Risk in
Communities study,36 inclusion of
carotid intima media thickness had a
modest effect on the area under the
receiver operating characteristic curve
for the prediction of CHD using tradi-
tional risk factors. Likewise, in patients

with dyslipidaemia37 and diabetes,38 a
combination of carotid intima media
thickness and FRS improved predic-
tion compared with FRS alone. We are
not aware, however, of reports of any
direct comparisons in the same study
of the additional values in which dif-
ferent measures of asymptomatic ath-
erosclerosis (eg, coronary artery cal-
cium vs carotid intima media thickness)
make to FRS prediction in the general
population.

The ABI is potentially a useful tool
for prediction of cardiovascular risk. In
contrast to measurement of coronary ar-
tery calcium and carotid intima media
thickness, it has the advantage of ease
of use in the primary care physician’s
office and in community settings. The
equipment is inexpensive—a hand-
held Doppler costs less than $600. The
procedure is simple, taking less than 10
to 15 minutes,39,40 and can be per-
formed by a suitably trained nurse or
other health care professional. Tech-
nological advances to make the test
quicker and easier to apply are being
investigated, including automatic pres-
sure measurement at the ankle.41 Given
the noninvasiveness of the test and
minimal discomfort, patient acceptabil-
ity is high. Variability is comparable
with that of routine blood pressure42,43

and individuals with borderline re-
sults may benefit from a repeated mea-
sure at a different visit.43

Although widely used in specialist
vascular clinics, the ABI is rarely ap-
plied in routine clinical practice. Bar-
riers to its use include: (1) most clini-
cians are not aware that a low ABI is a
marker of cardiovascular risk; (2) it is
perceived as a specialist test for use only
by vascular surgeons and physicians;
and (3) most clinicians would not know
how to perform the test. Physician edu-
cation would be essential in promot-
ing use of the ABI in practice. Further-
more, in a survey of physicians primed
to use the ABI in 1 program in the
United States, time constraints, lack of
reimbursement, and staff availability
were barriers to use of the ABI, each re-
ported by around half the physi-
cians.40

The yield of a screening test also is
important. Our results indicate that a
proportion of men and women having
an ABI test would be placed in a dif-
ferent risk category. However, this pro-
portion may vary considerably by age
because the prevalence of a low ABI is
known to increase substantially with
age. For example, in the United States
in 2000, the prevalence of an ABI lower
than 0.90 in non–Hispanic white men
aged 40 to 49 years was 1.4% but was
22.6% in those aged 80 years or older.44

Significantly higher prevalences were
found in blacks. In 12 300 men free of
cardiovascular disease in the general
population in Scotland, the preva-
lence of an ABI of 0.90 or less in those
aged 50 to 54 years was 3.7% but was
12.7% in those aged 75 years or older.45

While recognizing that most risk fac-
tors also increase with age, it is likely
that the added yield of a low ABI is age-
related.

Recently published guidelines by the
American Heart Association and the
American College of Cardiology,46 the
Transatlantic Inter-Society Consen-
sus Working Group,47 and the Fourth
Joint European Task Force48 have sug-
gested that the ABI should be consid-
ered for the purposes of cardiovascu-
lar risk assessment. The results of our
study indicate that, when using the FRS,
this may indeed be justified to im-
prove prediction of cardiovascular risk
and provision of advice on ways to re-
duce that risk. A new risk equation in-
corporating the ABI and relevant
Framingham risk variables could more
accurately predict risk and our inten-
tion is to develop and validate such a
model in our combined data set. Cost-
effectiveness modeling of the effect of
using the ABI on long-term clinical out-
comes also would be of interest, as has
been recommended recently by an
American Heart Association expert
working group on screening for ath-
erosclerotic peripheral vascular dis-
ease (Michael H. Criqui, MD, Univer-
sity of California San Diego, written
communication, January 2008). A cost-
effectiveness analysis also would be
useful because successful implemen-
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tation of the ABI in programs for as-
sessment of cardiovascular risk would
require a change in reimbursement
regulations in some countries.
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Patient-centered interactive communication between
physicians and patients is recommended to improve
the quality of medical care. Numerical concepts are
important components of such exchanges and include
arithmetic and use of percentages, as well as higher
level tasks like estimation, probability, problem-solving,
and risk assessment - the basis of preventive medicine.
Difficulty with numerical concepts may impede com-
munication. The current evidence on prevalence, mea-
surement, and outcomes related to numeracy is
presented, along with a summary of best practices for
communication of numerical information. This infor-
mation is integrated into a hierarchical model of
mathematical concepts and skills, which can guide
clinicians toward numerical communication that is
easier to use with patients.
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INTRODUCTION

Inadequate health literacy is associated with poorer commu-
nication and health outcomes, higher health costs, and likely
contributes to health disparities.1–11 This research has
focused on a narrow set of literacy skills relating primarily
to reading comprehension; however, limited numeracy, a
component of literacy, is frequently unrecognized and limits
patients’ ability to communicate with health professionals.
Limited numeracy skills will also hamper a patient’s ability
to understand health information, to make decisions relat-
ed to health and health care, and may be linked to worse
health outcomes.12–15 Numeracy is increasingly relevant as
the promotion of shared decision-making and the use of
electronic information have increased the amount of quan-
titative information patients must comprehend.16

WHAT IS NUMERACY?

As an element of health literacy, numeracy comprises basic
math skills needed for health-related activities such as
timing, scheduling, and dosing of medications as well as
numeric concepts needed to understand and act upon
directions and recommendations given by health-care provi-
ders.6,12,17 Numeric concepts include higher level tasks like
estimation, probability, problem-solving (the ability to deci-
pher when and how to apply numerical skills), understand-
ing variability and error in measurement, and risk
assessment. As illustrated through vignettes in Text Box 1,
these skills are central to many elements of the clinical
encounter.18,19
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Text Box 1. Vignettes illustrating challenges to patient-
clinician communication surrounding numerical concepts.

*Arithmetic operations = addition, subtraction, multiplication,
division

MEASURING NUMERACY

The 1992 National Adult Literacy Survey (NALS)20 and the
2003 National Assessment of Adult Literacy (NAAL)21,22 in-
cluded assessment of quantitative skills, the application of
basic math. Findings indicate that 22% of American adults
possess no more than the most simple and concrete quantita-
tive skills. Another 33% of adults have only basic quantitative
skills. These surveys evaluate numeracy in a written format
that requires reading comprehension, thereby intermeshing
reading and numerical activities and complicating indepen-
dent assessments of numeracy. The Adult Literacy and Life-
skills Survey, the most recent international assessment of
adult literacy skills, included measures of numeracy, defined
as ‘the ability to interpret, apply, and communicate mathe-
matical information in commonly encountered situations.”23,24

Of the six countries participating, the US ranked fifth, below
Switzerland, Norway, Bermuda, and Canada.25

Relatively few health-related assessment tools are dedicated
to or contain quantitative items.1,11,13,26–34 They vary in
number of items, administration, and mathematical content.35

Topics range from items assessing arithmetic skills like count-
ing to more complicated skills like calculations of probability
and risk. One unique measure tests subjective self-assessment
of numeracy skills, which has been shown to correlate with
actual mathematical skills.32

Results of numeracy tests in health settings are discour-
aging.13,33,34,36 For example, only 16% of women participat-
ing in a study of basic percentage and probability concepts
related to the benefits of screening for breast cancer
answered all items correctly.13 Similarly, 16% of study
participants answered all items correctly in a test of common
asthma self-management concepts requiring simple arithme-
tic and percentage computations.1

Most numeracy measures are self-administered, requiring
reading comprehension.13,26–34 Researchers testing under-
standing of food labels found that even patients with higher
prose literacy had difficulty interpreting numerical information
on labels.37 Similarly, even though scores on the Asthma
Numeracy Questionnaire (ANQ) generally correlated with
scores of the Short Test of Functional Health Literacy in Adults
(STOFLHA) (r=0.34, p=0.004), individuals who scored well on
the reading test did not necessarily score well on the ANQ.1

Researchers, using tests containing probability, positive pre-
dictive value, and other complex concepts, found that better
numeracy was associated with more education, being male,
and being white.7,11,34 At the same time, a study of women’s
capacity to estimate the chance of breast cancer survival and
benefit of screening mammography found that black compared
with white women were more likely to make an accurate
assessment of cancer survival and women who did not
graduate from high school were more accurate in assessing
mammography benefit.38

Even well-educated patients may have trouble converting
proportions to percent or understanding simple probability
and risk.13,19,32,39–43 Among medical students attending a
seminar on risk-communication, 23% got at least one item
wrong on a numeracy test assessing risk.13 Although 90%
were able to determine which of two drugs offered greater
benefit when information was presented in terms of relative
risk reduction, absolute risk reduction, number-needed-to-
treat or a combination of these concepts, only 61% could
calculate how much one of the drugs reduced disease risk.43 In
another study, almost half of the doctors surveyed made
different treatment recommendations when identical data were
presented in a relative versus an absolute risk format.44

NUMERACY AND HEALTH OUTCOMES

The literature in health literacy research offers substantial
evidence of links between literacy skills and health out-
comes.16 However, research on the relationship between
numeracy and health is scant. Limited numeracy has been
associated with poorer anti-coagulation control45 and poorer
diabetes self-management.11 Additionally, limited numeracy
was associated with a history of more hospitalizations and ED
visits for adults with asthma.1 However, one study found that

Vignette Scenario Mathematics
concept

#1 A 22-year-old woman with unstable
asthma is asked to record peak
flow readings in the grid provided
with the device. She is afraid to
tell her doctors that she does not
understand how to graph the
numbers

Reading numbers,
counting

#2 A 55-year-old man, hospitalized for
a COPD exacerbation, is
discharged with a bottle
containing 5-mg prednisone
tablets. He is told to take 30 mg in
the morning for 5 days. When
asked how many pills he should
take tomorrow morning, he
is unsure

Arithmetic
operations*

#3 A mother examines the growth
chart of her 6 month old. She sees
the line of growth rising
consistently along the 10th
percentile and feels anxious that
her child is too small or
underweight. She (erroneously)
suspects that she lacks sufficient
breast milk and decides to stop
nursing, despite the doctor’s
reassurance that her baby’s
growth is normal

Estimates, trends,
graph reading

#4 A 50-year-old man weighs 275 lbs.
His cardiologist advises him that
even a 5% weight loss will greatly
improve his health. The man has
no idea how to determine how
many pounds he should lose

Percentage, relative
versus absolute
values

#5 A physician prescribes alendronate
for osteoporosis. The patient asks
how likely it is that she will avoid
a hip fracture by taking this
medication. Her physician
responds “the number needed to
treat is 15: if 15 patients are
treated, 1 will benefit.”90

The woman is confused

Probability, risk
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correct scores on probability questions were not associated
with being up-to-date with colorectal screening or mammog-
raphy,46 and another reported that understanding numerical
concepts in nutrition labels was not associated with blood
pressure or cholesterol levels.47

CONCEPTUAL MODEL FOR COMMUNICATION
OF NUMERICAL INFORMATION

Knowing that the average numeracy skills of US adults are
limited, clinicians may likely struggle with the communication
of critical health information. In Table 1 we introduce a

conceptual model of elements necessary for communication
of health information with numeric concepts. The model is
based on Golbeck’s four overlapping categories of numerical
information: basic (e.g., ability to identify and read numbers),
computational (e.g., counting and arithmetic), analytical (e.g.,
inference, estimation, proportion, percentage, frequencies,
basic graphs), and statistical (e.g., basic probability, statistics,
and risk assessment).48 It presents numerical concepts ar-
ranged by difficulty as assessed and taught by educators.49 We
selected those concepts frequently appearing in health com-
munication.19 Related concepts are adjacent and similarly
colored.48–50 Relatively easy tasks like reading or locating
numbers, such as those on a peak flow meter, fall within the

Table 1. Numeracy and Patient-Physician Communication: A Hierarchy of Numerical Complexity and Comprehension

Level of Patient Mastery Required (demand on
patient)Numeracy element*

Describe Interpret Decision-Making

Reading numbers, counting, telling time V1

Arithmetic operations V2

Estimation of size, trend V1 V3

Frequency V5

Percentage V3, V4 V4

Problem-solving† & inferring the
mathematical concepts to be applied

V1, V4

Logic
††

Reading tables V1

Reading graphs V1 V3

Reading maps

Estimation of error, uncertainty,
variability§

V3

Relative versus absolute

Risk (cumulative, relative, conditional) V5

We propose this matrix as a conceptual model that offers a theoretical guide for communicating numerical information. It is also a framework for
formulating research to improve communication of numerical information. The left column displays numerical concepts frequently used in health care,
grouped by approximate level of difficulty. From left to right, the columns represent the level of comprehension patients need to perform health-related
tasks. We hypothesize that patient autonomy and shared decision-making can be improved by, whenever possible, replacing a communication in one cell
by one that is higher and to the left. We link this matrix to the vignettes to show where in this matrix common self-care activities and patient-clinician
communication are situated.
*Numerical tasks are displayed vertically in order of difficulty with colors indicating related numerical tasks of approximately similar level of difficulty. We
emphasize that the ordering of difficulty is only approximate. The categories are roughly as taught sequentially in schools and as described by
educators.49
†Problem-solving is the ability to decide which numerical or logical concepts to employ in order to find a solution.
‡Logic: the understanding of logical operators such as and, or, not.
§Estimation of error/uncertainty, variability: e.g. understanding measurement differences, such as glucose of 101, 99, 102 do not indicate significant
clinical differences in blood sugar; or that with a weight of 220 lbs one day and 230 lbs the next day, such large variability indicates a probable error in
measurement.
║Relative versus absolute indicates the need to be able to understand and compare absolute and relative changes, particularly when absolute values are
small. In V4, the patient must comprehend relative compared with absolute weight.
¶V1 = Vignette #1
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top left cells. More complicated tasks like estimating size and
problem-solving (determining the appropriate mathematical
concept to employ) are further down.

Low on Text Box 1 and Table 1 is the numerical concept
most frequently studied in health communication: risk, the
probability of a bad outcome.39,48,51,52 Indeed, all preventive
care revolves around risk reduction.40,50,52 Concepts like the
standard gamble, time trade-off, and number-needed-to-treat
were developed to facilitate understanding of risk, but are
themselves difficult to understand.39,40,42,43,53–55 Changes in
risk are sometimes presented as relative values without
absolute quantities. This may be particularly hard to under-
stand when the absolute quantities are small. For example, a
patient advised to take a medication to reduce the chance of a
bad outcome by 50% may not understand that the absolute
risk is only 0.4% per lifetime.

In Table 1, the hierarchy of numerical concepts is depicted
vertically, and the depth of comprehension needed by
patients to apply these skills to describe, interpret, or make
decisions is depicted horizontally. It is similar to a model of
assimilation and synthesis of medical information used in
medical student education.56 We hypothesize that patient
autonomy and shared decision-making can be improved by
replacing a communication in one cell by one that is higher
and to the left.

TECHNIQUES TO IMPROVE COMPREHENSION OF
QUANTITATIVE INFORMATION

Recommended techniques fall into six groupings and
include: simplification, clear formatting, omission of dis-
tracting information, appropriate framing, use of visuals,
and confirmation.

Simplify the Numerical Concept

Simplifying means explaining the concept by moving as far
as possible upward and to the left in the model presented in
Table 1. For example, in Vignette 4, recommending that the
patient lose 14 lbs rather than 5% of his weight replaces a
numeracy task of deriving a percentage with the easier task
of reading/telling numbers. In addition, a statement that
“even a 5% weight loss will improve health” leaves the
patient in the second column of interpreting rather than in
the first column of describing. Such simplification does not
negate the obligation to provide more detailed and complete
information for those who want it.

Format for Clarity

Use of white space and simple prose captions to accompa-
ny the numerical message is recommended for all docu-
ments to ease reading. Studies indicate that employing
larger rather than the smaller numbers to represent more
desirable scores facilitates understanding. Thus, for a
scale of 1 to 5, 5 should represent the desirable score
rather than 1.7,57 Furthermore, tables and graphs should
present the most important information first and the least
important last to highlight key information and to improve
understanding.7

Remove Nonessential Information

The presence of distracting information makes any text more
difficult to use.7,58 The key is to understand what information
is critical and what is extraneous.

Frame Effectively

Framing describes the packaging or presentation of informa-
tion and influences its interpretation.6,52 Patients tend to
underestimate common risks and overestimate rare risks.52

The depiction of risk as 1 in 10 may be understood differently
from a risk of 10 in 100.51 Furthermore, patients’ interpreta-
tion of risk tends to be biased toward an outcome presented in
a positive versus negative light, i.e., risk of chemotherapy
posed as the probability of living rather than of dying.6,59–62 A
patient may not understand the significance of a cholesterol
level of 160 mg/dl, until told that 160 is within the normal
range of 112–200 mg/dl. Even well-educated clinicians may be
influenced by framing.52 Forensic psychologists and psychia-
trists were less likely to discharge a patient when told 20 out of
every 100 similar patients were estimated to commit an act of
violence, compared with being told that such patients have a
20% chance of committing an act of violence.63 When numer-
ical information, such as risk, is unfamiliar, reliance on
framing increases and will increasingly determine which
information is used in making decisions.

For communicating risk and probability, numbers rather
than words are associated with a more accurate perception.
Words without numbers like the words few, some, and many
do not have precise meaning.62,64 However, interpretive fram-
ing that uses explanatory phrases along with numbers can
enhance communication and increase trust in the physician
and belief in the health information.65–67

Another consideration relates to the value of framing issues
within a time period. The time frame used influences risk
perception.51,68 For example, one study found that older
women preferred a 10-year time frame and younger women
resonating more with a 1-year time frame.51 Framing, if used
wisely, provides context and supports recipients in finding
meaning in the numerical message.52,62,67

Use Visuals

Visuals, including tables, graphs, formatted boxes in essays,
and pictures, enhance understanding.69,70 The choice of image
influences interpretation of numerical concepts and, thus,
must be tailored to the patient, the numerical concept, and the
health message.69,70 For example, in Figure 1 the identical
lifetime risk of breast cancer for a 50-year-old woman was
displayed in different formats and presented to focus groups of
women.51,89 Figure 1a, a frequency graph with a clear
numerator and denominator, was considered more under-
standable than the bar graph of Figure 1b, which does not
provide a denominator. Denominators of 10 or 100 were
easiest for focus group participants to understand, compared
with larger denominators. Additionally, women tended to
perceive larger risk for identical proportions if a smaller
denominator was used, i.e., a 1/10 frequency graph was
estimated to depict greater risk than 10 out of 100 or 100 out
of 1,000. In Figure 1a human figures, an icon array,69 were
used to personalize information for women, although the focus
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group participants did not find the icon enhanced personal
applicability.51 The multiple bar graphs of Figure 1c depicting
other comorbidities illustrates that bar graphs are an excellent
format for making comparisons and depicting relative risk.57

In Figure 1d the random highlighting was considered dif-
ficult to understand compared with consecutive highlighting
(Figure 1a).51 However, random arrays (Figure 1d) were useful
in understanding chance in genetic counseling.69

The type of graph used can be determined by the data to
be presented.69–73 For example, part-to-whole concepts
such as percentages may be emphasized with histograms
and pie charts. Such formats display the denominator and
may also convey relative versus absolute comparisons.70

Line graphs are effective for communicating trends. Such
trends can be distorted if the vertical scale is not repre-

sentative of the true scale. Scatter plots effectively display
variability.70,74 The addition of brief captions and reference
points enhances a graph’s message.52,62,70 Graphs also can
distort, for example, when the numerator is displayed
without the denominator.69,75

Pictographs have been found to improve attention and recall
when they are closely linked to spoken directions or
text,71,72,76–78 and statistics presented as pictographs have
been shown to reduce reliance on anecdotes and framing.79

A study of an educational intervention to improve self-
management of heart failure randomized patients to receive
picture-based materials, a digital scale, and telephone follow-
up. These patients had a lower rate of hospitalization or death
than did those randomized to a general heart failure education
brochure and usual care, and the effect was larger for patients

Figure 1. Examples of use of figures to convey the lifetime risk of breast cancer for a 50-year-old woman. (a) Risk is displayed as a frequency
with a clear numerator and denominator. (b) This bar graph has no definite denominator; risk is displayed as a proportion rather than a

frequency. (c) Multiple bar graphs depicting other comorbidities illustrates that bar graphs are an excellent format for making comparisons.
(d) The random highlighting of the matrix makes it difficult to appreciate the numerator, but displays the idea of chance well. From Schapira
MM, Nattinger AB, McAuliffe TL, The Influence of Graphic Format on Breast Cancer Risk Communication, Journal of Health Communication

2006;11:569–582, reprinted by permission of the publisher (Taylor & Francis, http://www.informaworld.com).89
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with low literacy.80 Videos, interactive computer interfaces,
and use of the internet all hold promise for use in patients with
low literacy.81

Confirm Comprehension

A brief individualized assessment of numerical skill may be
useful for tailoring teaching in the clinical setting, but clinical
screening may be threatening to vulnerable patients. Further-
more, national studies such as the NALS and NAAL indicate
that a majority of adults have limited quantitative skills.
Consequently, we do not recommend clinical numeracy
screening until it has been proven to benefit patients.82

Instead, since all patients will benefit from simple explana-
tions, we recommend that clinicians apply universal precau-
tions (Table 2).83 Furthermore, we should confirm comprehension
of important numeric concepts with techniques such as the
teach-back method.84 This approach, asking a patient to state
what will be done or what he or she will tell a family member, can
be part of closing the encounter. Teach-back and other techniques
noted above are helpful to all patients and particularly for those
with limited numeracy.7

DISCUSSION

Limited numeracy is prevalent and may likely influence clinical
outcomes. Increased awareness and training to help clinicians
communicate successfully are important goals. To start,
clinicians can use Tables 1 and 2 to guide simplification of
their numerical communication.

National studies indicate that the gap in mathematics
achievement between whites and blacks and Hispanics is even
worse than in reading.85,86 It is possible that health disparities
in chronic disease management and for participation in
screening are driven in part by poor education, particularly
in mathematics. At the same time, while the concern for
numeracy development is intensified for low-income popula-
tions, this concern must influence encounters with patients

from middle and high income communities as well. Findings
indicate that a majority of US adults do not have adequate
numeracy and that K-12 mathematical instruction in the US
does not prepare students for needed reasoning and problem-
solving tasks.87,88

Focused clinical research is needed to better define the
numerical concepts necessary for communicating health in-
formation and to delineate the best ways to measure and
improve numeric communication. Conceptual models eluci-
dating the pathways by which numeracy may be linked to
health outcomes are needed to motivate further study. Table 1
can be considered a first approximation of such a model. The
communication of numerical concepts must be studied in
health-care settings, not simply in test-taking venues. It will be
especially important to study patients from vulnerable popula-
tions to understand how removing unneeded complexity and
improving communication around numerical concepts can
decrease health disparities.84
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Genetic Testing for Warfarin Dosing?  
Not Yet Ready for Prime Time

Henry I. Bussey, Pharm.D., FCCP, FAHA, Ann K. Wittkowsky, Pharm.D., FASHP, FCCP, 
Elaine M. Hylek, M.D., M.P.H., and Marie B. Walker, B.B.A.
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Recently, much media attention has been
focused on genetic testing as a means to
determine the appropriate warfarin dosage for an
individual patient, thereby substantially reducing
the risk of bleeding or clotting events.1–4 At the
Anticoagulation Forum National Conference on
Anticoagulation Therapy held in Chicago in May
2007, genetic testing for warfarin dosing was a
hot topic.  Even the United States Food and Drug
Administration (FDA) has weighed in on this
issue.5 In addition, the American Enterprise
Institute–Brookings Joint Center (with input
from the FDA) has published a document that
reached some very impressive conclusions.6

Specifically, the report concludes, “We estimate
that formally integrating genetic testing into
routine warfarin therapy could allow American
warfarin users to avoid 85,000 serious bleeding
events and 17,000 strokes annually.  We estimate
the reduced health care spending from inte-
grating genetic testing into warfarin therapy to be
$1.1 billion annually, with a range of about $100
million to $2 billion.”

So, what’s the story?  Can genetic testing be
used to determine the right warfarin dosage?
Does such an approach reduce clinical compli-
cations and save the health care industry billions

of dollars annually?  The answer, quite simply, is
maybe, but no one knows for sure.  Although the
concept may be attractive and this evolving area
needs to be researched, good clinical data to
support the use of genetic testing for warfarin
dosing are not yet available.  Also, it is important
to realize that the impressive conclusions from
the Brookings report mentioned above are based
on supposition and projections, not on solid
clinical outcome data.  Furthermore, some
experienced clinicians question whether genetic
testing adds significantly to the information one
may discern by carefully monitoring the inter-
national normalized ratio (INR) and by taking
into consideration the numerous patient-specific
factors that influence warfarin dosing require-
ments, such as age, underlying disease states, and
concomitant drugs.

Genetic Testing for Warfarin Dosing

Scientific Basis

The genetic tests in question are useful in
assessing an individual patient’s sensitivity to
warfarin, as well as that patient’s rate of warfarin
metabolism.

The test that can estimate a patient’s sensitivity
to warfarin is referred to as the vitamin K epoxide
reductase (VKORC1) test; VKORC1 is the gene
that codes for the enzyme that is the site of
action where warfarin exerts its effect.  Genetic
testing can indicate whether the patient may be
more sensitive or less sensitive to warfarin than
“average.”  Patients who are found to have the
sensitive genotype (often referred to as AA
genotype) typically require a lower dose than
average.  Those who are expected to be resistant
to the effects of warfarin are referred to as GG
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genotype and typically require larger doses of
warfarin to reach a therapeutic INR.  Those with
the usual genotype are referred to as AG genotype.

The test that can estimate a patient’s rate of
warfarin metabolism is referred to as the
cytochrome P450 (CYP) 2C9 test (or just “2C9”);
CYP2C9 refers to the particular liver enzyme that
is primarily responsible for metabolizing the
most active component of warfarin.  Some
patients have a genetic variation in the CYP2C9
enzyme so that they metabolize warfarin more
slowly than usual.  Patients who metabolize
warfarin more slowly will continue to accumulate
warfarin in the blood over a longer period of
time, and their INR will take longer to reach a
stable level.  Slow metabolizers typically require a
lower dose of warfarin than those who metabolize
warfarin faster.

Potential Benefits

The argument in favor of genetic testing is that
a clinician can use this information to achieve the
correct INR sooner, to maintain the INR in range,
and thus to prevent complications.  For example,
if the patient has the AA genotype (warfarin
sensitive), the clinician would logically start
therapy with a lower warfarin dose and/or would
expect to see an earlier and larger than usual
increase in the INR.  For the GG genotype
(warfarin resistant), the clinician might start with
a larger than usual warfarin dose.  For the patient
with a CYP2C9 variant that indicates slow
metabolism, the clinician might start the patient
with a typical initial warfarin dose to reach the
target INR range quickly but would then need to
adjust the dose downward over time to keep the
INR in the target range as the patient accumulates
more and more warfarin in the blood.

Another potential benefit suggested by some is
that the results of these genetic tests may be put
into a mathematic equation to determine a
patient’s specific warfarin dose and time needed
to reach a steady state.  An equation has been
derived to use such genetic testing in order to
predict the warfarin dose and the time required
to reach a steady-state INR.7

Limitations and Risks

The use of genetic testing for warfarin dosing
may have no significant benefit in practice and
may significantly increase health care costs.  In
addition, the misuse of genetic information may
increase the risk of warfarin therapy.

May Lack Significant Benefit in Practice

Although genetic testing has theoretical
benefits, no good clinical data exist to show that
providing clinicians with this genetic information
will make any difference in practice.  In fact,
studies examining this issue have found genetic
testing to account for only 39–56% of the vari-
ability in the warfarin dose.8–14 One thorough
study from the University of Florida used a linear
regression model that included the CYP2C9 and
VKORC1 genetic testing together with various
other patient-specific factors (e.g., weight,
smoking status, factor X genotype, factor VII
genotype, and vitamin K intake) and found that a
combination of all the factors they used explained
only 51.4% of the variability in warfarin dose.14

Careful monitoring of the INR (as is necessary
for safe and effective therapy) along with other
clinical observations (such as race) can provide
the information necessary for optimal dosing.
Before the VKORC1 gene was identified, clinicians
recognized that Asians (who tend to have the AA
genotype) tend to be more sensitive to warfarin,
and African-Americans (who tend to have the
GG genotype) tend to be warfarin resistant.
However, in the absence of a clear racial effect, if
the patient has an early and rapid increase after
starting a reasonable dose of warfarin, that
patient is likely to have the sensitive (AA)
VKORC1 genotype.  If the patient requires a
prolonged period of time before the INR
stabilizes, then that patient is likely to have a
CYP2C9 variant that leads to a slower rate of
warfarin metabolism.  In addition, careful
monitoring of the INR allows the clinician to
identify and assess the impact on the INR of
several other important variables that are not
identified with genetic testing.  Such variables
include (but are not limited to) smoking habits,
use of alcohol, other medical conditions (such as
heart failure), exercise routines, drug therapies,
and routine vitamin K intake.  Consequently,
close monitoring of the INR may provide insight
into the patient’s probable genetic profile, as well
as provide additional useful information of the
composite effect of various other factors.  Clearly,
there is no substitute for close INR monitoring of
warfarin-treated patients.

May Significantly Increase Health Care Costs

Another potential limitation of genetic testing
for warfarin dosing is the cost associated with
these tests.  The genetic tests in question cost
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approximately $250/test or $500 for both tests.
The American Enterprise Institute–Brookings
Joint Center report estimated that 2 million
people in the United States begin warfarin
therapy every year.6 Consequently, the cost of
performing genetic testing on these 2 million
patients would be approximately $1 billion.
Whether genetic testing adds a significant level of
additional useful information and whether that
additional level of useful information is worth
the costs remain to be determined.

May Increase Risk of Warfarin Therapy through
Misuse of Genetic Information

There is the potential for the misuse of genetic
information to be dangerous to the patient’s care.
For example, if clinicians rely too heavily on
equation-based estimates of warfarin dose, they
may not follow their patients’ INR as closely as
they should.

In the experience of at least one author of this
editorial (H.I.B.), the equation7 can accurately
predict the warfarin dose in some patients, but in
other patients the required dose may be twice as
large or only one half as large as the equation-
calculated warfarin dose.  If clinicians rely on the
equation-calculated dose and time to steady state,
they may conclude that the usual frequency of
INR monitoring is not needed.  In those patients
in whom the estimated dose is only one half of
what is actually needed—or twice the dose that is
appropriate for a given patient—the result of less
frequent INR monitoring could be a catastrophic
blood clot or bleeding complication.  For
example, if the equation tells the clinician that
the daily dose will be 4.63 mg and that the
patient will be at steady state in 12–15 days, then
the clinician may rely on that information and
not monitor the INR as often as is necessary.  In
reality, that same patient may require only 2.32
mg/day and may reach a steady state in 10 days.
If the patient is receiving 4.63 mg/day and the
INR is not followed closely, the INR could be
dangerously high after 8 days of dosing.  It is
critical for clinicians to understand that the
genetic-based dosing equations are assessing only
two of the numerous factors that may influence
the patient’s response to warfarin.

Conclusion

The bottom line is that genetic testing for
warfarin dosing may hold promise, but its time
has not yet arrived.  Clearly, more research is
needed in this area, and solid clinical data
demonstrating a clear benefit of such testing
should be required before such testing is
recommended on a routine basis.

References
1. Palca J. Genome project begins paying dividends to patients.

National Public Radio. June 1, 2005. Available from http://www.
npr.org/templates/story/story.php?storyId=467594. Accessed July
27, 2007.

2. Western Pennsylvania Hospital. Genetic test offered at West
Penn lessens dangers of Coumadin/warfarin. March 13, 2007.
Available from http://www.wpahs.org/wph/news/index.cfm?
hera=590A5150&zeus=5B05. Accessed July 27, 2007.

3. Johnson L. DNA tests to determine warfarin dose. Washington
Post. The Associated Press. January 12, 2007. Available from
http://www.washingtonpost.com/wp-dyn/content/article/
2007/01/12/AR2007011201331.html. Accessed July 27, 2007.

4. Winslow R, Matthews A. New genetic tests boost impact of
drugs. The Wall Street Journal. December 21, 2005. Available
from http://www.post-gazette.com/pg/05355/ 625848.stm.
Accessed July 27, 2007.

5. U.S. Food and Drug Administration. Critical path initiative:
warfarin dosing. Available from http://www.fda.gov/oc/
initiatives/criticalpath/warfarin.html. Accessed July 27, 2007.

6. McWilliam A, Lutter R, Nardinelli C. Health care savings from
personalizing medicine using genetic testing: the case of
warfarin. American Enterprise Institute–Brookings Joint
Center. November 2006. Available from http://aei-brookings.
org/publications/abstract.php?pid=1127. Accessed July 27, 2007.

7. Sconce EA, Khan TI, Wynne HA, et al. The impact of CYP2C9
and VKORC1 genetic polymorphism and patient characteristics
upon warfarin dose requirements: proposal for a new dosing
regimen. Blood 2005;106:2329–33.

8. Gage BF, Eby C, Milligan PE, Banet GA, Duncan JR, McLeod
HL. Use of pharmacogenetics and clinical factors to predict the
maintenance dose of warfarin. Thromb Haemost 2004;91:
87–94.

9. Hillman MA, Wilke RA, Yale SH, et al. A prospective,
randomized pilot trial of model-based warfarin dose initiation
using CYP2C9 genotype and clinical data. Clin Med Res
2005;3:137–45.

10. Millican E, Jacobsen-Lenzini PA, Milligan PE, et al. Genetic-
based dosing in orthopedic patients beginning warfarin therapy.
Blood 2007;110:1511–15.

11. Voora D, Eby C, Linder MW, et al. Prospective dosing of
warfarin based on cytochrome P-450 2C9 genotype. Thromb
Haemost 2005;93:700–5.

12. Wadelius M, Chen LY, Eriksson N, et al. Association of
warfarin dose with genes involved in its action and metabolism.
Hum Genet 2007;121:23–34.

13. WarfarinDosing.org. Home page. Available from http://www.
warfarindosing.org. Accessed July 27, 2007.

14. Aquilante CL, Langaee TY, Lopez LM, et al. Influence of
coagulation factor, vitamin K epoxide reductase complex
subunit 1 and cytochrome P450 2C9 gene polymorphisms on
warfarin dose requirements. Clin Pharmacol Ther 2006;79:291–302.

143



BMJ | 13 septeMBer 2008 | VoluMe 337       585

Academic performance of ethnic minorities  
in medical school
May be adversely affected by negative stereotyping

Increasing the number of doctors in the workforce 
who come from minority groups has been proposed 
as a way to tackle the health disparities of minority 
populations. Several themes have arisen regarding the 
education of such doctors, including low numbers of 
students from ethnic minorities applying for medical 
school, worse prior preparation in the sciences and 
humanities, and underachievement in their medical 
education.1

The qualitative study by Woolf and colleagues (doi: 
10.1136/bmj.a1220) provides important insights into 
one aspect that affects clinical education in the United 
Kingdom—how ethnic stereotyping can add to a down-
ward trend in performance.2 This reflects findings on 
how race affects the evaluation of African-American 
students in the United States, including the nature of 
the student-teacher interaction and the biases that may 
affect the evaluation of students and the educational 
process.1 Differences in the expectations and treat-
ment of students that stem from pervasive negative 
stereotypes adversely affect their learning and self 
confidence. This seems to be particularly so during 
the clinical parts of a medical education, when dif-
ferences in cultural formality, linguistic differences 
in accents, and communication styles can affect not 
only the interaction between teacher and student, but 
the ability of the student to connect with the patient 
and obtain a comprehensive medical history. When 
students from a minority group are perceived by fac-
ulty to be shy, quiet, reserved, not engaged in their 
education, and following parental motivation rather 
than an innate passion for medicine, their ability to 
excel is greatly reduced. 

Woolf and colleagues suggest that getting to know 
the individual student on a personal level is an effective 
means to tackle “stereotype threat.” For a profession 
such as medicine, we should not only teach students, 
but also mentor them. Studies in business have shown 
that people from minority groups who received men-
toring on instructional development skills reached a 
plateau in middle management, whereas those whose 
mentors taught them broader developmental skills—
which tackled negative stereotypes, public scrutiny, 
difficulty with role modelling, and peer resentment—
achieved higher executive positions.3

Knowing students as individuals is important in 
any form of education, but particularly in medicine, 
where collegial interactions and those with patients 

are so key to the quality of care. This can also help in 
tackling the “hidden curriculum”—the extracurricu-
lar influences that a medical student is exposed to in 
medical schools—which often negates the professional-
ism and values that we need to instil in our students.4 
Similarly, we need to be aware of the “mental models” 
that we harbour—the picture that we spontaneously 
recall when approached by a person of a particular 
ethnicity—so that we can reconsider how we develop 
awareness of the attitudes and perceptions that influ-
ence our thoughts and interactions with people from 
minority groups.5 We live in a world of increasing 
diversity, and we need to understand and appreciate 
differences in race, ethnicity, and culture.

Woolf and colleagues also report sex differences 
that reflect another dimension of our ability to pro-
vide excellence in medical education. In the medi-
cal school where their study took place, women were 
largely aggregated in general practice (five women), 
whereas men were more likely to be consultant phy-
sicians (10 men, two women), or consultant surgeons 
(five men, one woman). Why aren’t the numbers of 
men and women in each specialty more equal? The 
disparity reflects the glass ceiling affecting women and 
their advancement in academic medicine, including 
specialties in which women are under-represented, 
such as surgery. 

When questioned about the lack of engagement 
of students, female doctors questioned their teaching 
ability and attempted to find out the reason for the 
lack of engagement and tried to get to know their 
students. Male surgeons indicated that they decreased 
their teaching or made it more difficult for students 
who were less engaged. Unfortunately the authors did 
not comment further on the potential reasons behind 
these differences between the sexes. Ethnic and racial 
differences are important, but gender differences are 
equally pervasive.

The study provides important new insights and 
raises other questions about the medical curriculum. 
Should students be given the opportunity to develop 
and receive feedback on the quality of their social 
interactions? Should culturally determined patterns of 
communication be altered to optimise interaction with 
patients or teachers? Both of these questions can be 
dealt with by ensuring the cultural competence of our 
medical graduates through more formal curriculums 
and evaluation of these important skills. We also need 
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The self controlled case series method
a way to study the relation between antipsychotic drugs and stroke

The study by Douglas and Smeeth (doi: 10.1136/bmj.
a1227) uses the self controlled case series method to 
study the association between exposure to  antipsychotics 
and the risk of stroke.1 The study found that use of any 
antipsychotic agent significantly increased the risk of 
stroke (relative risk 1.73, 95% confidence interval 1.60 
to 1.87). The risk of stroke in people with dementia 
taking any antipsychotic was higher (3.50, 2.97 to 4.12) 
than in people without dementia taking similar medica-
tion (1.41, 1.29 to 1.55).

The self controlled case series method, or case series 
method for short, can be used to study the association 
between an acute event and a transient exposure using 
data only on cases; no separate controls are needed.2

The method uses exposure histories that are retro-
spectively ascertained in cases to estimate the relative 
incidence. That is, the incidences of events within risk 
periods—windows of time during or after experiencing 
the exposure when people are hypothesised to be at 
greater risk—relative to the incidences of events within 
control periods, which includes all time before the 
case experienced the exposure and after the risk has 
returned to the baseline value.

This method has two major advantages. Firstly, no 
controls are needed, which reduces the time needed 
to carry out a study, as well as the costs. Secondly, 
all fixed multiplicative confounders that do not vary 
over the study periods and that act proportionally on 
the baseline risk are controlled for implicitly. Another 
advantage is that in certain circumstances, when the 
risk periods are short compared with the total observa-
tion time, the case series method is almost as efficient 
as the cohort method with the same number of cases. 
Such a situation often arises in vaccine safety studies, 
for which this method has been used most often to 
date.

For many researchers, the main appeal of the self con-
trolled case series method is the implicit control of fixed 
confounders. This was the case for Douglas and Smeeth, 
who stated that the underlying cardiovascular risk for 
people prescribed and not prescribed antipsychotic drugs 
differs in ways that are difficult to quantify and control 
for. Databases often do not include as much informa-
tion on potential confounders as researchers would like, 
making the case series design attractive for studies using 
database data, as was the case in the present study.3

Whereas fixed confounders are controlled for, 
confounders that vary with time are not, although 
it is possible to allow for them explicitly. Age effects 
are almost always included in a case series analy-
sis; the increasing incidence of stroke with age was 
allowed for by including an age effect in five year 
age bands. Results can sometimes be sensitive to the 
choice of age groups, and a semi-parametric version 
of the method—which avoids the need to specify the 
age groupings at the cost of increased computational 
time— is available.4 For large data sets, a more practi-
cal approach is to undertake sensitivity analyses with 
different age groupings.

The largest limitation of the self controlled case 
series method is that the probability of exposure must 
not be altered by a previous event. If stroke were a 
contraindication to antipsychotic drugs the relative 
incidence would be biased upwards. Is it possible that 
the occurrence of a stroke would lead to people being 
more or less likely to be prescribed antipsychotic 
drugs? This study looked at patients only in the time 
period before the end of 2002 because this was when 
concerns about the possible effects of antipsychotic 
drugs first emerged, hence minimising the chance that 
any such bias would be present. Events that can result 
in death, as is the case with stroke, can also introduce 
bias—patients must be alive to receive a prescription. 
It is unclear what effect this would have in the present 
study, although the bias was shown to be small in a 
study of myocardial infarction.4

Several studies have carried out both a case-control 
analysis and a case series analysis.5 The sources of bias 
are different in the two types of studies, and compar-
ing results from each might provide insight into how 
these biases affect the results or might increase confi-
dence in study conclusions.

Case series studies are relatively straightforward to 
perform. Observation periods are defined for each 
case by fixing age and time boundaries for the study, 
exposure histories are ascertained, and age groups and 
risk periods are defined. Perhaps the most difficult 
part is choosing how to define the risk periods. These 
should be defined a priori, on the basis of the study 
hypotheses, previous studies, and biological mecha-
nisms. Where uncertainty exists, several contigu-
ous periods can be used. For example, Douglas and 
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Abstract 
Background/Aims: Patients with chronic kidney disease 
(CKD) have a dramatically increased risk for cardiovascular 
mortality. Few prior studies have examined the indepen

dent association of CKD with coronary anatomy. Methods: 
We evaluated the relationship between CKDand severe cor

onary artery disease (CAD)in 261 male veterans with nuclear 
perfusion imaging tests suggesting coronary ischemia. We 

used chart review and patient and provider interviews to col
lect demographics, clinical characteristics, and coronary 

anatomy results. We defined CKD as an estimated glomeru
lar filtration rate (eGFR) <60 ml/min/1.73 m2, based on the 
creatinine obtained prior to angiography. We defined sig
nificant coronary obstruction as at least one 70% or greater 
stenosis. We used logistic regression to determine whether 
CKD was independently associated with significant coro
nary obstruction. Results: The likelihood of CAD increased 
monotonically with decreasing eGFR, from 51% among pa
tients with eGFR 2:90 ml/min/1.73 m 2 to 84% in those with 
eGFR <30 ml/min/1.73 m2 (p = 0.0046). Patients with CKD 

were more likely than those without CKDto have at least one 
significant coronary obstruction (75.9 vs. 60.7%, P = 0.016). 

Patients with CKD also had more significant CAD, that is, 
were more likely to have three-vessel and/or left main dis
ease than those without CKD(34.9 vs. 16.9%, P = 0.0035). In 
logistic regression analysis, controlling for demographics 
and comorbidity, CKDcontinued to be independently asso
ciated with the presence of significant CAD (p = 0.0071). Con
clusion: CKD patients have a high prevalence of obstructive 
coronary disease, which may contribute to their high cardio

vascular mortality. Copyright e 2007 S. Karger AG, Basel 

Introduction 

Patients with chronic kidney disease (CKD) are at 
high risk for cardiovascular morbidity and mortality [1, 
2]. In fact, CKD patients are far more likely to die from 
cardiovascular disease (CVD) than progress to end-stage 
renal disease [3]. Recent estimates suggest that more than 
20 million people have CKD in the USA alone [4]. Fur
thermore, the CKD and dialysis populations are growing 
rapidly and are expected to exceed 30 million and 650,000 
respectively in the USA by 2010 [5]. While CVD risk fac-
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tors in CKD have not been well defined, the increased 
cardiovascular risk may in part be due to both tradition
al and non-traditional risk factors associated with kidney 
dysfunction, including hypertension, diabetes and in
flammation [6,7]. 

Autopsy [8] and clinical [9] studies have documented 
a higher prevalence ofcoronary artery plaques in patients 
with end-stage renal disease. Therefore, the increased 
risk of CVD in patients requiring chronic dialysis is con
sidered to be related to advanced atherosclerosis [10]. Al
though the increased risk of cardiovascular events among 
persons with CKD not requiring dialysis [2] is well estab
lished, it is not clear what therapeutic steps should be tak
en, since the mechanism for the increase in risk is not 
clear. If there were an increase in rates of angiographic 
coronary arterydisease (CAD) among persons with CKD, 
a more aggressive approach to the assessment of coronary 
anatomy might be indicated, despite the risks to kidney 
function associated with the use of angiographic contrast 
material. However, existing literature is inconclusive re
garding whether the increase in risk of events seen in per
sons with CKD not requiring renal replacement therapy 
is associated with an increase in coronary obstructive 
disease. One meta-analysis suggested that there was no 
increase in rates of obstructive disease in the presence of 
CKD [11], while smaller studies in selected populations 
have suggested there is a relationship [12,13]. 

A disconnect between coronary anatomy and CVD 
events is plausible, since epicardial vessel stenosis is a far 
from perfect predictor of adverse outcomes [14, 15]. We 
therefore conducted the present study in a well-charac
terized group of men with and without CKD undergoing 
coronary angiography for suspected coronary disease 
following a positive myocardial perfusion imaging study. 
We sought to determine whether CKD was associated 
with increased coronary obstructive disease among par
ticipants in the Cardiac Decision Making Study (CDMS) 
[16] after controlling for a comprehensive set of clinical 
variables including an estimate of the likelihood of coro
nary obstruction made by the managing physician most 
involved in the decision to proceed to coronary angiog
raphy. 

Methods 

Study Population 
The CDMS [16] is an observational cohort study of self-identi

fied white or African-American veterans who underwent non-in
vasive testing for coronary obstructive disease at one of five par
ticipating VA medical centers between August 1999 and January 
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2001. Study personnel screened all veterans who had a nuclear 
imaging study that suggested coronary ischemia, according to the 
local interpreter. These studies were performed as part of routine 
clinical care. Thus, they included a variety of techniques (resting 
and delayed, various exercise protocols, and various pharmaco
logical stressors) and radionuclides (e.g., single and dual isotope) 
in keeping with local practice patterns. Details of the recruitment 
process have been published [17. 18], but we present a brief sum
mary. 

We screened 5,278 patients who had a nuclear imaging study, 
of whom 2,335 (44%) had a positive study. Of these, we excluded 
981 for the following reasons: 456 patients (19%)could not be con
tacted to enroll in the study; 209 (9%)had had a cardiac procedure 
in the preceding 6 months; 102 (4%) were not African-American 
or white; 78 (3%) had impaired mental status; 32 (1%)were in an
other research study determining their cardiac treatment, and 
104 (4%) were excluded for miscellaneous other reasons (e.g., the 
nuclear imaging study was conducted for a compensation and 
pension evaluation, the patient's hearing was impaired, or the pa
tient was not a veteran) [16].Ofthe remaining 1,354 patients with 
positive imaging studies, 329 overtly refused, failed to return 
their informed consent, or failed to return mailed questionnaires. 
Thus, 1,025 (75.7%) persons out of 1,354 eligible veterans who 
were contacted agreed to participate. Of these, 318 subjects had 
coronary angiography within 90 days following their imaging 
study. For the present analysis we included only male veterans 
who had a serum creatinine within 180 days preceding the date 
of the angiogram (n = 261). We excluded 57 subjects due to (1) no 
serum creatinine recorded (n = 32), (2) serum creatinine recorded 
on a date after the angiogram (n = 18),and (3) female gender (n = 
7). We excluded women because there were too few to allow for 
stratified analysis. 

To examine the representativeness of the sample, we com
pared the 261 patients with positive nuclear imaging study results 
who were included in the cohort to those male patients who agreed 
to participate but were not included as they did not have a coro
nary angiography within 90 days of their imaging study (n = 747). 
Since African-Americans were less likely to undergo coronary an
giography [16],there were fewer African-Americans in the cohort 
(18% African-Americans in the cohort vs. 24% in the excluded 
patients, p = 0.0309). There were no differences in age and preva
lence ofhypertension, diabetes, history of prior revascularization, 
congestive heart failure (CHF) and CKD between these groups. 
In addition, the estimated glomerular filtration rate (eGFR) was 
similar between both groups (68.9 ± 23.4 mllmin/l.73 m2 in the 

2cohortvs.69.3 ± 24.8 mllmin/l.73 m , p = NS). Furthermore, the 
50 individuals excluded because the serum creatinine was not 
available or recorded after the coronary angiogram were less like
ly to have diabetes (16 vs. 32.2%, P = 0.0216) and more likely to 
have a history ofrevascularization (50 vs. 30.5%, P =0.0076) than 
those included in this analysis. The prevalence of all other cardio
vascular risk factors was similar between these two groups. 

Data 
We reviewed the medical records of each study respondent, 

obtaining records for non-VA care where possible. Trained nurs
es who were blinded to study aims abstracted patient demograph
ics, cardiac symptoms, and past medical history (including prior 
myocardial infarction or prior coronary revascularization, angi
na, CHF, diabetes, hypertension, kidney dysfunction or chronic 
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Table 1. Baseline characteristics of the cohort by eGFR 

eGFR, ml/min/1.73 m? 
Age 

20-54 years 
55-64 years 
~65 years 

Site of care 
Atlanta 
Durham 
Houston 
Pittsburgh 
St. Louis 

White race 
Prior myocardial infarction 
Prior revascularization 
Maximal medical therapy 
Angina 
Hypertension 
Diabetes 
Congestive heart failure 
Chronic obstructive pulmonary disease 
Nuclear study 

Nuclear study, high risk 
Nuclear study, moderate risk 
Nuclear study, low risk 
Physician estimated likelihood ofobstructive CAD, % 

81.3 ± 15.1 

55 (30.9) 
54 (30.3) 
69 (38.8) 

30 (16.8) 
35 (19.7) 
36 (20.2) 
45 (25.3) 
32 (18.0) 

148 (83.2) 
55 (31.4) 
51 (29.0) 
67 (37.6) 

140 (79.10) 
135 (76.3) 

53 (29.8) 
18 (10.2) 
39 (22.0) 

90 (51.7) 
74 (42.5) 
10 (5.8) 

82.4± 17.7 

42.2 ± 13.7 

9 (10.8) 
26 (31.4) 
48 (57.8) 

17 (20.5) 
25 (30.1) 
18 (21.7) 
14 (16.9) 

9 (10.8) 
67 (80.7) 
36 (44.4) 
28 (33.7) 
40 (48.2) 
51 (62.20) 
76 (91.6) 
31 (37.4) 
37 (44.6) 
22 (26.5) 

43 (53.8)
 
30 (37.5)
 

7 (8.8)
 
85.8± 14.2
 

<0.0001 
0.0003 

0.1485 

0.6323 
0.0430 
0.4377 
0.1065 
0.0040 
0.0033 
0.2226 

<0.0001 
0.4276 
0.9070 

O. 1291 

Values expressed as number of participants (%).Values presented with ± are means ± SO.
 
CAD =Coronary artery disease; eGFR =estimated glomerular filtration rate. p values are for the difference between groups.
 

obstructive lung disease). The abstractors used the official coro
nary angiogram report to determine the presence of obstruction 
in each of the major coronary systems, and whether there was ob
struction of the proximal left anterior descending artery. As an 
indication of the extent to which medical therapy had been max
imized for each patient, we used the American College of Cardi a1
ogy/American Heart Association guidelines for coronary angiog
raphy and the management of patients with chronic stable angina 
[19, 20J. Thus, we defined maximal medical therapy as antiplate
let therapy, sublingual nitroglycerin and at least one of the follow
ing; f)-blockers, calcium channel blockers, or long-acting ni
trates. 

As the managing physicians had information on the history, 
cardiovascular risk factors and the results of the nuclear medicine 
study, they were asked to estimate the probability that the patients 
had clinicaJly significant CAD. To assess this perception, we 
asked, 'On a scale from 0-100%, please estimate the probability of 
coronary artery disease (CAD) in this patient (70% or more nar
rowing of an epicardial artery)'. This question was asked prior to 
patients undergoing a coronary angiogram. We obtained the 
managing physician's estimate of the likelihood of significant 
CAD for 216 (82.8%) of the participants. 

Am JNephro12008;28:354-360 

We classified coronary obstruction as severe if either the left 
main coronary artery or all three major coronary systems had a 
stenosis of 70% or greater. We classified non-severe obstructions 
as moderate if the proximal left anterior descending artery was 
involved (stenosis of 70% or greater), and mild if it was not, but if 
there was at least one coronary obstruction of greater than 70%. 
We classified coronary obstruction as none if there was no ob
struction of greater than 70% [21]. 

Two physicians, a board-certified general internist (J.W.) and 
a cardiology fellow, classified the severity of each nuclear imaging 
study based on review of the official report, if available (n = 254, 
97%). We categorized the risk of severe coronary obstruction as 
low, moderate or high, using a modification of the methods of 
Bateman et al. [22].In this method, patients with reversible lesions 
in the distribution of left anterior descending coronary artery or 
in both the right coronary artery and left circumflex artery were 
considered to be at high risk, as were patients with increased lung 
uptake or transient ischemic dilatation with exercise or pharma
cologic stress. Patients with reversible lesions in just one of the 
right coronary artery or left circumflex artery were considered to 
be at moderate risk. Patients whose defects were very small or 
minimally reversible were considered to be at low risk. Disagree
ments were resolved by consensus. 
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Fig. 1. Relationship of prevalence of CAD 10 

to estimated glomerular filtration rate. 
CAD was defined as at least one coronary 

0 
",90 

artery with 70% or greater stenosis on cor
onaryangiography. 

Definition of Chronic Kidney Disease 
Recent published guidelines recommend estimating kidney 

function using a formula derived by the Modification of Diet in 
Renal Disease (MDRD) study group [23J. This equation expresses 
GFR in ml/ min per 1.73m 2 body surface area (BSA) and is calcu
lated as: 186 x (serum creanninel!") X (age-O.203) X 1.21 (if 
black) X 0.742 (if female) where serum creatinine is measured in 
rng/dl and age is in years. We used the last serum creatinine in the 
database that was performed prior to the coronary angiogram but 
within 180 days of the procedure. We defined CKD as an eGFR 
<60 m1Jmin/1.73 m2 

• Serum creatinine was assessed by spectro
photometry analysis using the modified kinetic Jaffereaction [24J 
at all sites. 

Statistical Analysis 
We examined the bivariate association of CKD with coronary 

obstruction using a X2 test for trend. We then dichotomized coro
nary obstruction as no obstructive disease versus any for further 
analysis. We used X2 or t tests as appropriate to compare demo
graphies and clinical characteristics between patients with and 
without obstructive disease. We examined age as both a continu
ous and a categorical variable, but present our results using the 
categorical treatment, as results were similar. 

We used logistic regression to analyze the association between 
risk factors and presence of coronary obstruction controlling for 
confounding factors. In the initial multivariable model we includ
ed physician estimate of the likelihood of significant CAD, prior 
revascularization, and nuclear study classification adjusted for 
site. This model was chosen because it was known to be a strong 
predictor of CAD in the overall CDMS cohort [161. We then added 
CKD, followed by age, race. diabetes, hypertension and CHF. The 
final variables were chosen on the basis of biological plausibility 
for the relationship of CKD to CAD. Site of care was treated as a 
random effect. This approach accounts for the possibility that pa
tients within the same site might share similar, unmeasured, char
acteristics that are associated with the presence of coronary ob
struction [25). All analyses were conducted using SAS statistical 
software (SASInc., Cary. N.C., USA).This study was approved by 
the human studies subcommittee of the VAmedical centers where 
data collection took place, and by the study coordinating center. 
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Results 

Of the 261 participants included in the analytic co
hort, a total of 83 (31.8%) subjects had CKD (eGFR <60 
mllmin/1.73 m2) at baseline. Only 3 (1.1%) patients had 
an eGFR <15 mllmin/1.73 m2. The characteristics of par
ticipants with and without CKD are shown in table 1. 

Compared with those who did not have CKD, partici
. pants with CKD were older and more likely to have a his
tory of myocardial infarction, hypertension or CHF. Pa
tients with CKD were less likely to have angina reported 
in the medical record. Physician estimates of the likeli
hood of CAD were similar in patients with and without 
CKD, as was the severity of ischemia on the index nucle
ar imaging study. 

A significant trend for the presence of CAD was no
ticed when using decreasing levels of eGFR as an ordinal 
variable (p =0.0046) (fig. 1). Patients with CKD were 
more likely to have at least one significant (~70% steno
sis) coronary obstruction than those without CKD 
(75.9 vs. 60.7%, P = 0.016). In addition, CKD patients 
had more extensive CAD than non-CKD patients (p = 
0.0035) (fig. 2). Of note, CKD patients were more likely 
to have severe obstructive CAD (34.9 vs. 16.9%)and less 
likely to have no significant obstructions (39.3 vs. 
24.1%). 

Table 2 shows the results of our multivariable analysis 
for the presence of coronary obstruction, which adjusts 
for clustering of observations within each site of care. Af
ter adjusting for site, demographics, and clinical factors 
we found that CKD remained significantly associated 
with the presence of CAD. Other clinical variables that 
were associated with the presence of significant CAD in
cluded prior revascularization, nuclear imaging results 
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Fig. 2. Relationship of kidney function to severity of CAD. The 
distribution of severe CAD defined as a significant obstruction 
(<!:70%) of left main or all three coronary artery systems is 
significantly different between patients with and without CKD, 
p =0.0035. CKD was defined as an eGFR <60 mllmin/1.73 m", 

and physician estimated risk of CAD. Although age, race, 
history of diabetes mellitus, hypertension and CHF were 
not significantly related to the presence of CAD in this 
analysis, we left them in the model because of their known 
association with both CKD and CAD. When age was 
used as a continuous variable similar results were ob
tained. 

Discussion 

In this study ofmale veteran patients with nuclear im
aging studies suggesting ischemia, we report a significant 
relationship between CKD and presence of significant 
CAD. In particular, patients with an eGFR <60 mIl 
min/1.73 m2 were more likely to have significant coronary 
obstruction than patients with higher eGFR after control
ling for demographic and clinical variables. We also found 
the risk of significant coronary obstruction increased 
progressively with decreasing kidney function. In addi
tion to documenting the relationship of coronary anato
my to kidney function, these results provide further sup
port for the growing literature showing a strong associa
tion between cardiovascular mortality and CKD [2]. 

Am JNephrol 2008;28:354-360 

Table 2. Multiple logistic regression analysis for having at least 
one 70% or greater stenosis on coronary angiography, adjusted for 
site of care 

Age group 20-54 vs. ~65 1.03 (0.43; 2.46) 0.9556 
Age group 55-64 vs. ~65 1.11 (0.52; 2.37) 0.7918 
White race 1.60 (0.69; 3.72) 0.2747 
Diabetes 0.87 (0.42; 1.79) 0.6973 
Hypertension 0.81 (0.36; 1.86) 0.6240 
Congestive heart failure 0.45 (0.18; 1.12) 0.0863 
Prior revascularization 3.08 (1.33; 7.14) 0.0092 
Nuclear imaging study results 

low vs. high risk 0.20 (0.04; 0.98) 0.0473 
moderate vs. high risk 0.47 (0.23; 0.96) 0.0370 

Physician estimated risk 1.03 (1.01; 1.05) 0.0116 
Chronic kidney disease 3.16 (1.37; 7.27) 0.0071 

Other important predictors of the presence of severe 
CAD included: prior revascularization, results of nuclear 
imaging study and the managing physician's estimate of 
the risk ofCAD. The managing physicians had a tenden
cy to overestimate the likelihood of coronary disease in 
patients with (estimate 85.8%, actual 76%) and without 
(estimate 82.4%, actual 60.7%) kidney disease, although 
the estimate was more comparable to the actual percent
age of angiographic CAD in the group with kidney dis
ease. The managing physician assessment of the like
lihood of obstructive CAD was based mainly on the 
available clinical data on chart review, which included 
information regarding kidney function. These findings 
suggest that the presence or absence of kidney disease did 
not appear to influence the managing physician estimat
ed risk of CAD in our study and imply that physician 
awareness of the association between CKD and angie
graphic CAD needs to be enhanced. 

Relatively few studies have examined the association 
between kidney function and coronary anatomy in pa
tients with moderate to severe kidney dysfunction who 
were not yet on dialysis [11-13]. These findings are con
tradictory. In a recent meta-analysis of intravascular ul
trasound studies, Nicholls et al. [II] compared 176 CKD 
patients not yet on dialysis (mean eGFR 53 ± 6 mIl 
min/1.73 m2

) with 813 patients with an eGFR >60 mIl 
min/1.73 m2 (mean eGFR 77 ± 13 mIlmin!l.73 m2) with 
known CAD. These investigators found that the total ath
eroma volume in subjects with CKD did not differ from 
subjects with an eGFR >60 mllmin/1.73 m2 . In addition, 
no differences in progression rates of atherosclerotic dis-
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ease were observed between these two groups of patients, 
suggesting that the increased incidence of cardiovascular 
events reported in patients with CKD may result from 
factors other than atherosclerotic burden [11]. 

Our findings are similar to those from a cross-sec
tional study of 56 women with symptomatic CVD and 
mild renal insufficiency who were referred for coronary 
angiography in the Women's Ischemia Syndrome Evalu
ation (WISE) study [12]. In this study, women with mild 
kidney dysfunction had higher rates of significant angio
graphic CAD (~50% diameter stenosis in ~ 1 coronary 
artery) compared with women with normal kidney func
tion (61 vs. 37%; P < 0.001). This association persisted 
independent of age, total and low density lipoprotein
cholesterol, systolic and diastolic blood pressures, diabe
tes, hypertension, smoking, dyslipidemia, and meno
pausal status. Their study cohort was younger, included 
only women and the kidney dysfunction was defined on 
the basis of abnormal serum creatinine (1.2-1.9 mg/dl). 
Our findings are also similar to those from a cross-sec
tional study of 30 asymptomatic stage 5 CKD patients of 
which 16 (53.3%) had significant coronary obstructive 
disease [13]. In contrast to our study, this study did not 
include patients with stage 3 and 4 CKD, the sample size 
was small and the cohort only included Asian patients. 

The pathophysiologic mechanisms for the association 
between CKD and angiographic CAD are still unclear 
although multiple explanations have been proposed [26
28]. Traditional risk factors that have correlated with 
CVD in CKD patients include older age, male gender, 
smoking, diabetes, hypertension, dyslipidemia and left 
ventricular hypertrophy resulting in abnormal left ven
tricular wall motion. Other more non-traditional cardio
vascular risk factors associated with uremia secondary 
to progressive kidney disease include elevated serum 
calcium-phosphorus product, secondary hyperparathy
roidism, hypoalbuminemia, hyperhomocysteinemia, in
creased circulating levels of proinflammatory cytokines, 
and oxidative stress which have all been associated with 
abnormal vascular biology in patients with CKD [26, 
27]. 

Despite the comprehensive nature of the dataset, there 
are several limitations to consider in this analysis. First, 
our definition of kidney disease was based solely on in
formation available from review of the medical record. 
Thus, we defined CKD based on an eGFR derived from a 
single serum creatinine determination within 180 days 
prior to the coronary angiogram, rather than on a serum 
creatinine on the day of the procedure or a direct mea
surement of kidney function like iothalamate clearance. 

Chronic Kidney Disease and Coronary 
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Additionally, the creatinine value we did use could have 
been influenced by cardioprotective medications or clin
ical status. Furthermore, we did not collect data regard
ing the duration or cause of CKD or other signs of kidney 
disease such as microalbuminuria or overt proteinuria. 
Thus, it is likely that many of the subjects we classified as 
not having CKD, did indeed have some form of kidney 
disease, and that some of the participants we classified as 
having CKD had only had it for a relatively brief period 
of time. This type of misclassification, if random, would 
tend to cause us to underestimate the magnitude of the 
relationship between CKD and obstructive CAD. Thus, 
the fact that we observed a significant association sug
gests that the relationship is a strong one. 

Second, the fact that we studied an older, male, chron
ically ill population makes it difficult to extrapolate our 
results to other populations. However, the burden ofCKD 
is high among the population studied, making it an im
portant result nonetheless. Additional studies are needed 
to extend this finding to other populations. Third, since 
our study population was small, our estimate of the effect 
of CKD has wide confidence intervals. Fourth, because 
of the observational nature of the study, we only have data 
on the coronary anatomy of participants who underwent 
coronary angiography in the course of their clinical care. 
We do not know if the relationship of CKD to obstructive 
CAD would have been different among those persons 
who did not undergo coronary angiography. 

Finally, data on other important traditional (e.g., lip
id profile, smoking history) and non-traditional (e.g., C
reactive protein, homocysteine) cardiovascular risk fac
tors were not available for the purpose of this analysis. 
However, we emphasize that we controlled for the man
aging physician's estimate of the likelihood of coronary 
obstruction. That physician would have been consider
ing all the relevant, available, clinical information as 
they made the decision to refer the person to coronary 
angiography. Thus, our results suggest that CKD status 
does add information about the likelihood of obstruc
tive CAD to the information currently used in clinical 
practice. 

In summary, we have shown that angiographic CAD 
is associated with CKD in a male population consisting 
of patients with positive nuclear imaging studies. This as
sociation was independent of important traditional car
diovascular risk factors. These data emphasize the im
portance of increased efforts for the aggressive diagnoses 
and treatment of CAD in the CKD population. Future 
research should clarify the pathophysiological mecha
nisms of these findings. 
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Thromboembolic Consequences of Subtherapeutic
Anticoagulation in Patients Stabilized on Warfarin Therapy:  

The Low INR Study

Nathan P. Clark, Pharm.D., Daniel M. Witt, Pharm.D., Thomas Delate, Ph.D., Melissa Trapp, Pharm.D.,
David Garcia, M.D., Walter Ageno, M.D., Elaine M. Hylek, M.D., and Mark A. Crowther, M.D., for the

Warfarin-Associated Research Projects and Other Endeavors (WARPED) Consortium

Study Objective. To quantify the absolute risk of thromboembolism associated
with a significant subtherapeutic international normalized ratio (INR) in
patients with previously stable anticoagulation while receiving warfarin.

Design. Retrospective, matched cohort analysis.
Setting. Centralized anticoagulation service in an integrated health care

delivery system.
Patients. A total of 2597 adult patients receiving warfarin from January

1998–December 2005; 1080 patients were in the low INR cohort and were
matched to 1517 patients in the therapeutic INR cohort based on index INR
date, indication for warfarin, and age.

Measurements and Main Results. Stable, therapeutic anticoagulation was
defined as two INR values, measured at least 2 weeks apart, within or above
the therapeutic range.  The low INR cohort included patients with a third INR
value of 0.5 or more units below their therapeutic range.  The therapeutic INR
cohort included patients with a third therapeutic INR value and no INR value
0.2 or more units below their target INR range in the ensuing 90 days.  The
primary outcome was anticoagulation-related thromboembolism during the
90 days after the index INR.  Secondary outcomes were times to the first
occurrence of anticoagulation-related complications (bleeding,
thromboembolism, or death) in the 90 days after the index INR.  Four
thromboembolic events (0.4%) occurred in the low INR cohort and one event
(0.1%) in the therapeutic INR cohort (p=0.214).  The differences in the
proportions of thromboembolism, bleeding, or death were not significant
between the cohorts (p>0.05).  No significant differences were noted in the
hazard of thromboembolism, bleeding, or death between the cohorts (p>0.05).

Conclusion. Patients with stable INRs while receiving warfarin who experience
a significant subtherapeutic INR value have a low risk of thromboembolism
in the ensuing 90 days.  The risk was similar to that observed in a matched
control population in whom therapeutic anticoagulation was maintained.
These findings do not support the practice of anticoagulant bridge therapy
for patients stabilized on warfarin therapy to reduce their risk for
thromboembolism during isolated periods of subtherapeutic anticoagulation.

Key Words:  vitamin K antagonist, warfarin, international normalized ratio,
INR, thromboembolism, subtherapeutic anticoagulation, bridge therapy,
anticoagulation management, thrombosis.

(Pharmacotherapy 2008;28(8):960–967)
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Warfarin is highly effective for the prevention
or treatment of both arterial and venous
thromboembolism.1–5 However, optimal use of
warfarin is hampered by unpredictable
pharmacokinetics; thus, even in specialized
anticoagulant management clinics, about 40% of
international normalized ratio (INR) values fall
outside the target therapeutic range.  Most out-
of-range INR values are below the target range.6–9

There are several reasons why patients may
experience an unexpected INR below the usual
therapeutic reference interval:  dose omission,
institution of alternate drugs that reduce the
anticoagulant effect of warfarin, increases in
dietary vitamin K intake, and otherwise
unexplainable reductions in the anticoagulant
effect of warfarin.10–13 For warfarin-treated
patients, thromboembolism has been associated
with subtherapeutic INR values.14 As a result,
some clinicians prescribe bridge therapy with
injectable anticoagulants, such as low-molecular-
weight heparin (LMWH), in an attempt to reduce
the risk of thrombosis.15, 16

Studies evaluating thromboembolic complica-
tions in patients receiving warfarin have
generally associated risk of thrombosis with an
INR value at the time of, or immediately pre-
ceding, the complicating event.17, 18 Poor anti-
coagulation control has also been associated with
increased risk of recurrent venous thrombo-
embolism.19 However, we found no studies that
prospectively evaluated the absolute risk of
thromboembolic complications among patients
stabilized on anticoagulation therapy who during

the normal course of therapy experience an INR
significantly below their therapeutic range.  To
address this knowledge gap, we conducted a
retrospective, longitudinal investigation to assess
and quantify the absolute risk associated with
isolated subtherapeutic anticoagulation in a large
and carefully monitored cohort of patients
receiving warfarin for a variety of indications.

Methods

Study Design and Setting

This retrospective, longitudinal cohort analysis
was conducted at Kaiser Permanente Colorado
(KPCO), a health care delivery system providing
integrated medical care to approximately 450,000
patients in the Denver-Boulder metropolitan area.
All study activities were reviewed and approved
by the KPCO institutional review board.

Anticoagulation services at KPCO are provided
by a centralized Clinical Pharmacy Anticoagulation
Service (CPAS).6 This service provides compre-
hensive services for all KPCO patients requiring
anticoagulation therapy and monitors more than
7000 patients.  Working collaboratively with the
referring physician, CPAS clinical pharmacists
introduce anticoagulation therapy, order relevant
laboratory tests, adjust anticoagulation drugs as
necessary, and refill anticoagulation drug
prescriptions.  Details regarding operational
aspects of this service have been described
previously.6 An integrated, electronic medical,
pharmacy, and laboratory records system and the
CPAS database (Dawn-AC; 4S Systems, Ltd.,
Cumbria, United Kingdom) were used to identify
patients, treatments, and outcomes for this study.

Study Participants

Patients treated with warfarin during January
1, 1998 through December 31, 2005, with an INR
value of 0.5 or more units below the patient-
specific target INR range lower limit (defined as
the “index low INR”) were assigned to the low
INR cohort.  For example, an INR of 1.5 or lower
would qualify as an index INR for a patient with
a target INR range of 2.0–3.0.  To identify newly
low INR results, the two INR values preceding
the index low INR had to be within or greater
than the upper limit of the patient-specific INR
target range and obtained at least 2 weeks apart.

Control patients (therapeutic INR cohort) with
an INR value within the patient-specific
therapeutic range (defined as the “index
therapeutic INR”) were identified during the
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same time period.  The two INR values preceding
the index therapeutic INR had to be within or
greater than the upper limit of the patient-
specific INR target range and obtained at least 2
weeks apart.  Patients in the therapeutic INR
cohort could not have an INR measurement 0.2
or more units below the patient-specific target
INR range lower limit at any time during the 90
days after the index INR.  The INR criteria for
cohort determination are graphically depicted in
Figure 1.

Patients in the therapeutic INR cohort were
matched to those in the low INR cohort at a ratio
of up to 2:1 based on the index INR date (± 15
days), indication for warfarin therapy (venous
thromboembolism, atrial fibrillation, heart valve
disorder, or other), and age (± 5 yrs).  All
patients were required to have continuous
enrollment in KPCO during the 180 days before
the index INR.  Patients were excluded if they
were receiving warfarin with a target INR range
lower limit of less than 2.0, or had a prescribed
interruption of warfarin for any reason (e.g., an
invasive procedure) during the 90-day follow-up.
Patients in the low INR cohort could not be
included in the therapeutic cohort during a later
period of INR stability.  The cohorts were
mutually exclusive.

Study Outcomes and Data Collection

The primary outcome was occurrence of an
anticoagulation-related thromboembolic compli-
cation during the 90 days after the index INR.
The secondary outcomes were the times to the
first occurrence of a verified anticoagulation

therapy–related complication (thrombosis,
hemorrhage, or death) during the 90 days after
the index INR.

Thromboembolic complications were defined
as any venous thromboembolism, cerebrovascular
accident, transient ischemic attack, systemic
embolism, or heart valve thrombosis.  Bleeding
complications included episodes such as gastro-
intestinal hemorrhage, hematoma, hemarthrosis,
hemoptysis, and hematuria.  Major hemorrhage
was identified and defined as a bleeding event
requiring transfusion of 2 or more units of red
blood cells or surgical correction, an event
causing a decrease in hemoglobin concentration
of 2 g/dl or more, or any intracranial, intra-
articular, intraocular, or retroperitoneal bleeding.

Complications were identified through queries
of the KPCO integrated, electronic claims
database by using predefined International
Classification of Diseases, Ninth Revision (ICD-9)
codes and verified through medical record review
using a standardized data abstraction form.
Deaths were identified from the KPCO inte-
grated, electronic membership database.  Fatal
events were assessed for direct relationship to
hemorrhage or thromboembolism and validated
through review of the medical record and/or
death certificate.  The relationship to anticoagu-
lation therapy for all identified complications was
confirmed by two reviewers (N.C. and M.T.)
blinded to cohort designation and the INR data at
the time of the event, using a modified Naranjo
adverse drug reaction probability scale.20

Disagreements between reviewers were resolved
by a third reviewer (M.C., E.H., or D.G.).
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Figure 1. International normalized ratio (INR) requirements for designation of the low INR and therapeutic INR cohorts.

Inclusion period:
 INR values must be within or above
 the upper limit of the therapeutic range

Low INR cohort

Therapeutic INR cohort

First INR Second INR

Third INR is ≥ 0.5 unit
 below lower limit of
 therapeutic range

90-day follow-up:
 No specific INR
 criteria

Third INR must be
 within therapeutic
 range

90-day follow-up:
 No INR ≤ 0.2 unit
 below lower limit of
 therapeutic range

≥ 2 weeks ≥ 2 weeks
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Information on comorbidities (hypertension,
diabetes mellitus, heart failure, cancer [excluding
squamous and basal cell carcinoma]) in the 180
days before the index INR and previous
cerebrovascular accident, transient ischemic
attack, thrombosis, and surgery in the 90 days
before the index INR were identified from the
KPCO clinic visits integrated, electronic database
by using predefined ICD-9 codes.  Information
on age, sex, indication for warfarin use, target
INR range, INR values, INR test dates, date of
initiation of warfarin therapy, and warfarin
dosing was obtained from the Dawn-AC
database.  Information on purchase of estrogen
therapy (a thromboembolic risk factor)
prescriptions during the 90 days preceding the
index INR and use of heparin therapy in the 90
days after the index INR was obtained from the
KPCO integrated, electronic pharmacy database.

Statistical Analysis

Baseline characteristics between patients in the
low INR and therapeutic INR cohorts were
compared by using the McNemar’s test of
association for proportions and the Wilcoxon test
(for nonnormally distributed continuous
variables) or matched t tests (for normally
distributed continuous variables) for matched
data.  Conditional proportional hazards modeling
was used to estimate the hazard ratios and their
95% confidence intervals (with and without
adjustment for potential confounders) for
anticoagulation therapy–related complications
among the low INR cohort in relation to the
therapeutic INR cohort.  Censoring was
performed at termination of KPCO membership
or death, time of event, or 90 days after the index

INR date, whichever came first.  A unique match
identification number was assigned to each
matched set of patients and entered into the
model as a cluster variable to account for the
correlations within the matched sets and provide
unbiased standard error estimates.

A global model was constructed with the
dependent variable being the time interval from
the index INR until the first occurrence of any
anticoagulation therapy–related complication or
censoring.  In addition, conditional proportional
hazards modeling was performed to estimate the
hazard ratios and their 95% confidence intervals
for each individual complication (bleeding,
thromboembolism, or death).  The models were
constructed by using matching variables (index
INR date, anticoagulation indication, and age)
and variables that were statistically significantly
different between the groups in the univariate
analysis.  Figure 2 contains information on the
variables included in the models.

Results

A total of 5348 and 4110 patients met initial
inclusion criteria for the therapeutic INR and low
INR cohorts, respectively.  After exclusions for
noncontinuous KPCO enrollment and prescribed
interruptions of warfarin therapy, 3469 and 1562
patients were available for matching in the
therapeutic INR and low INR cohorts, respectively.
A total of 1080 patients in the low INR cohort
were matched to 1517 patients in the therapeutic
INR cohort.

The indications for anticoagulation are listed in
Table 1.  The most common indication for
anticoagulation was atrial fibrillation (46%).  The
proportions of patients with a diagnosis of
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Figure 2. Hazard ratios for anticoagulation-related complications in the low INR cohort.  aAdjusted for clustering of matched
observations, matched variables, sex, percentage of previous INR values within the therapeutic range, diabetes mellitus, heart
failure, and previous thrombosis.
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diabetes, hypertension, heart failure, previous
stroke, and cancer were similar between the
cohorts (p>0.05).  The therapeutic INR cohort
had a higher proportion of male patients, patients
with an INR target of 2.5, and patients with a
history of thrombosis.

The overall rate of anticoagulation-related
thromboembolic complications was low and
similar in both groups (p=0.214; Table 2).  There
were five anticoagulation-related thromboembolic
events, four (0.4%) in the low INR cohort and
one (0.1%) in the therapeutic INR cohort.  These
included three transient ischemic attacks, one

cerebrovascular accident, and one upper extremity
arterial thromboembolism.  The INR value was
below the therapeutic range at the time of
thrombosis in three of the events and was not
available in the remaining two events.  There
were no fatal thromboembolic events.  Table 3
presents the details of these events.

No statistically significant differences were
noted between the cohorts in proportions of
patients with anticoagulation-related bleeding
events (p=0.151) or death (p=0.766; Table 2).
Also, no statistically significant differences were
noted in the hazard ratios of anticoagulation-
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Table 1.  Baseline Characteristics by INR Status

Low INR Therapeutic INR
Cohort Cohort

Characteristic (n=1080) (n=1517) p Valuea

Mean ± SD
Age (yrs)b 68.3 ± 13.5 68.5 ± 13.0 0.472
In-range INRs during 65.1 ± 30.0 55.6 ± 26.1 <0.001
pre–index INR period (%)

No. (%) of Patients
Male 534 (49.4) 816 (53.8) 0.018
INR target

2.5 998 (92.4) 1459 (96.2) <0.001
≥ 3.0 82 (7.6) 58 (3.8) <0.001

Primary indication for
anticoagulation therapy
Atrial fibrillation 494 (45.7) 693 (45.7) 0.977
Venous thromboembolism 372 (34.4) 546 (36.0) 0.416
Heart valve disorder 46 (4.3) 53 (3.5) 0.361
Other 168 (15.6) 225 (14.8) 0.580

Thromboembolic risk factors
Diabetes mellitus 222 (20.6) 255 (16.8) 0.053
Hypertensionc 346 (32.0) 520 (34.3) 0.158
Heart failurec 180 (16.7) 221 (14.6) 0.165
History of thrombosisc, d 211 (19.5) 384 (25.3) <0.001
History of strokec 1 (0.1) 3 (0.2) 0.603
Cancerc 8 (0.7) 17 (1.1) 0.236
Recent surgerye 22 (2.0) 29 (1.9) 0.939
Estrogen therapye 87 (8.1) 118 (7.8) 0.637
Thrombophiliaf 45 (4.2) 65 (4.3) 0.878

Missed warfarin dose before
index INR 298 (27.6) 8 (0.5) <0.001

Median (interquartile range)
Index INR 1.4 (1.3–1.5) 2.6 (2.3–3.1) <0.001
No. of days to index INR
measurementg 458 (151–1305) 162 (70–370) <0.001

INR = international normalized ratio. 
aAdjusted for clustering of matched observations and matching variables (if variable was used in matching,
adjusted for clustering and other matching variables).
bAs of date of index INR measurement.
cDuring the 180 days before the index INR.
dAny arterial or venous thrombosis.
eDuring the 90 days before the index INR.
fAnticardiolipin antibody, antiphospholipid antibody, antithrombin deficiency, elevated factor VIII activity, factor V
Leiden, hyperhomocysteinemia, lupus anticoagulant, nephrotic syndrome, protein C deficiency, protein S
deficiency, prothrombin 20210 mutation.
gFrom start of warfarin therapy.
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related thrombosis, bleeding, or death between
the cohorts for both the unadjusted and adjusted
time-to-event analysis in the 90 days after the
index INR (Figure 2).

Ten major hemorrhagic events occurred:  three
(0.3%) in the low INR cohort and seven (0.5%)
in the therapeutic INR cohort (p>0.05).  These
included five fatal bleeding events (four
intracranial hemorrhages and one gastrointestinal
bleed):  two in the low INR cohort and three in
the therapeutic INR cohort (p>0.05).  The mean
± SD INR at the time of bleeding event was 3.2 ±
1.9 in the low INR cohort and 2.9 ± 0.6 in the
therapeutic INR cohort.  Overall, deaths were
similar in both groups, occurring in 3.4% of the
low INR cohort and 3.2% of the therapeutic INR

cohort (p=0.689).
Patients in the therapeutic INR cohort had a

higher proportion of out-of-range INR values in
the pre–index INR period compared with those
patients in the low INR cohort (44% vs 35%,
p<0.001).  In the 90-day follow-up period, the
therapeutic INR cohort had a higher proportion
of INR values in range (p<0.001; Table 2).  Of
note, 28% of patients in the low INR cohort had
documentation of missed warfarin doses before
the index INR (Table 1).

Sixty-five percent of patients in the low INR
cohort received a warfarin dose boost, defined as
a 25–100% increase in the daily dose for 1 or 2
days in response to the index low INR.  The
mean weekly warfarin dose increased by 7% in
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Table 2.  Characteristics by INR Status During the 90-Day Follow-up Period 

Low INR Therapeutic INR
Cohort Cohort

Characteristic (n=1080) (n=1517) p Valuea

Mean ± SD
In-range INRs during follow-up (%) 51.0 ± 30.7 68.2 ± 33.8 <0.001
Percent change in warfarin dose 7.4 ± 17.4 -0.9 ± 5.4 <0.001

No. (%) of Patients
Received heparin or LMWH 13 (1.2) 6 (0.4) 0.075
Received warfarin dose boostb 702 (65.0) 5 (0.3) <0.001
Deceased 37 (3.4) 48 (3.2) 0.689
Anticoagulation-related
complications
Death 2 (0.2) 3 (0.2) 0.766
Thrombosis 4 (0.4) 1 (0.1) 0.214
Bleeding 16 (1.5) 12 (0.8) 0.151

INR = international normalized ratio; LMWH = low-molecular-weight heparin.
aAdjusted for clustering of matched observations and matching variables.
bA 1- or 2-day dose escalation (1.25–2 x usual daily dose) in response to index INR.

Table 3.  Details of the Five Thromboembolic Events During the 90-Day Follow-up

Indication for
Anticoagulation Event Patient Characteristics Description
Arterial TE Arterial TE 83-year-old woman with a history of heart Embolus to left third and fourth

failure, diabetes mellitus, hyperlipidemia fingers, improved with unfractionated
heparin and nifedipine

CVA TIA 70-year-old man with a history of several Slurred speech and dizziness,
cerebral ischemic events, hypertension, CT scan negative, symptoms resolved
diabetes mellitus spontaneously

Atrial CVA 83-year-old woman with history of heart failure, Right-hemisphere CVA
fibrillation hypertension, and pulmonary embolism

Prosthetic TIA 48-year-old woman with a St. Jude’s bileaflet Numbness and weakness of left upper
mitral valve valve, atrial fibrillation, and diabetes mellitus extremity, CT scan negative,

symptoms resolved

CVA TIA 80-year-old man with history of carotid stenosis, Acute mental status changes and
diabetes mellitus, hypertension, and coronary incontinence, CT scan negative twice
artery disease

TE = thromboembolism; TIA = transient ischemic attack; CT = computed tomography; CVA = cerebral vascular accident.
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response to the index INR in the low INR cohort
and was unchanged in the therapeutic INR
cohort (Table 2).  The first INR value after the
index INR remained 0.5 unit below the
therapeutic INR range in 138 patients (12.7%) in
the low INR cohort, and 58 patients (5.4%) had a
third consecutive subtherapeutic INR.  None of
the four thrombotic events occurred among these
subgroups.

Discussion

This retrospective study of established warfarin
patients with relatively stable INR control
enrolled in a large anticoagulation service found
no association between an isolated low INR and
increased risk for objectively confirmed arterial
or venous thromboembolism during the 90-day
follow-up period.  The risk of thromboembolism
in these patients was similar to that seen in
matched control patients without similar low
INRs during the 90-day follow-up.  This finding
suggests that the absolute risk associated with an
unexpected isolated subtherapeutic INR is low.

Subtherapeutic anticoagulation has been
established as a risk factor for stroke in atrial
fibrillation.14, 21 In a previous case-control study,
the odds of stroke doubled with INR values equal
to 1.7 and tripled with an INR of 1.5 or less,
compared with INR values of 2.0 or greater.14 A
comprehensive review of anticoagulant therapy
for patients with mechanical heart valves
similarly suggests increased risk of valve
thrombosis and arterial thromboembolism with
lower intensity anticoagulation.22 Patients with
unprovoked venous thromboembolism treated
for 3 months with standard intensity anticoagu-
lation (INR 2.0–3.0) who were then randomly
assigned to lower intensity anticoagulation (INR
1.5–1.9) had increased risk of recurrent venous
thromboembolism compared with those contin-
uing with standard anticoagulation intensity.23

These data suggest subtherapeutic INR values
confer an increased risk for subsequent
thrombosis.  However, to our knowledge, no
previous study has attempted to prospectively
quantify the 90-day absolute risk of thrombosis
associated with isolated subtherapeutic INR
values that occur commonly in routine clinical
practice.

It is important to consider the setting within
which patients were managed when interpreting
our results.  Timely and careful follow-up by
CPAS pharmacists to ensure that the INR
returned to the target range quickly may have

contributed to the low event rate.  These results
may be less generalizable to institutions where
timely follow-up is not the standard.  In addition,
the effect of a warfarin dose boost is unknown
but may have facilitated a quicker return to the
therapeutic range.  Unfractionated heparin and
LMWH use during the follow-up period was
infrequent (1.2%), reducing the likelihood that
bridge therapy produced the observed low rates
of thromboembolism.

Given the low rate of thromboembolic events,
we interpret our results to suggest that patients
stabilized on warfarin therapy who present with a
single low INR value do not require any specific
therapy other than warfarin dosage adjustment
and increased frequency of INR monitoring to
ensure a rapid return to their prescribed reference
INR range.  Our observations do not support the
use of bridge therapy with a rapid-acting,
injectable anticoagulant such as LMWH for these
patients.  Such therapy is unlikely to reduce the
rate of thrombosis significantly, is expensive, and
has the potential to cause bleeding.24

Strengths of this study include its large sample
size, carefully defined patient populations,
uniform and complete follow-up and outcome
ascertainment, independent review of low INRs
to rule out prescribed warfarin interruption, and
blinded independent adjudication of outcome
events.  The retrospective nature of the study
may have resulted in incomplete capture of some
outcome events.  However, the rigorous moni-
toring provided by CPAS minimized the
likelihood of undetected clinically important
outcome events such as bleeding, thrombosis, or
death.  Our findings were reported at the
population level, and extrapolation to high-risk
subgroups, such as patients with mechanical
heart valves and recent (within 1 mo) venous
thromboembolic events, should be done with
caution.  The hazard ratio estimates in the time-
to-event analysis should be interpreted cautiously
because of the small number of events observed.
Nevertheless, our study included a large sample,
increasing the likelihood that clinically important
differences in the outcome event rate between the
two groups enrolled in the study should have
been detected.

Conclusion

Patients stabilized on warfarin therapy who
experience an episode of subtherapeutic
anticoagulation (INR ≥ 0.5 unit below the lower
limit of their target range) have a low risk for
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thromboembolism in the ensuing 90 days.  The
risk was similar to that observed in a matched
control population in which therapeutic
anticoagulation was maintained.  These findings
do not support the practice of bridge therapy
with a rapid-acting parenteral anticoagulant for
patients stabilized on warfarin therapy in order to
reduce their risk of thromboembolism during
isolated periods of significant subtherapeutic
anticoagulation.
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BACKGROUND: The status of implementation ofmedication reconciliation across hos-

pitals is variable to date; the degree towhich hospitalists are involved is not known.

METHODS: To better describe the current state of medication reconciliation

implementation, we conducted a survey of attendees of the 2006 Society of Hos-

pital Medicine national meeting.

RESULTS: We identified a lack of uniformity across hospitals with respect to the

degree of process implementation. Hospitalists were involved in design and

implementation in a majority of cases, and felt that medication reconciliation

would likely have a positive impact on patient safety. Tertiary care academic cen-

ters were more likely to use physicians to perform medication reconciliation,

whereas community hospitals weremore likely to involve nurses as well. Pharmacist

participation in the medication reconciliation process was found to be quite low.

Process and outcome measures were used infrequently. Patients’ lack of medication

knowledge and absence of preadmission medication information were cited most

frequently as barriers to implementation ofmedication reconciliation.

CONCLUSIONS: Implementation of medication reconciliation is complex and chal-

lenging. Medication information is often incomplete, and elements of the medi-

cation reconciliation process result in increased time demands on providers.

Current implementation efforts often have physicians and nurses ‘‘share’’ respon-

sibility for compliance, and pharmacists are underutilized in medication reconcil-

iation processes. Hospitalists have thus far played a substantial role in process

design and implementation, and should continue to lead the way in advancing

efforts to successfully implement medication reconciliation. Journal of Hospital

Medicine 2008;3(6):465–472. VVC 2008 Society of Hospital Medicine.

KEYWORDS: medication reconciliation, patient safety, quality control, Society of
Hospital Medicine.

T he Joint Commission’s (TJC) National Patient Safety Goal
(NPSG) #8—‘‘Accurately and completely reconcile medica-

tions across the continuum of care’’—challenges hospitals to
design and implement new medication management processes.
With medication errors contributing to patient morbidity and
mortality,1 establishing a comprehensive process for reconciling
a patient’s medications during the hospitalization episode is an
important quality improvement and patient safety goal.

However, the current state of inpatient medication manage-
ment is highly fragmented. Standard documentation is lacking, as
is integration of information between care settings.2 There are now
reports describing implementation of various medication reconcil-
iation processes for admissions,3 transfers,4 and discharges.5
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Hospitalists are well-positioned to contribute
to the implementation of medication reconcilia-
tion. Indeed, because TJC does not explicitly spe-
cify what type of health care provider (eg,
physician, nurse, etc.) should assume responsibil-
ity for this process, institutions have designed
workflows to suit their own needs, while striving
to comply with national standards.

Given the complexity and lack of standardiza-
tion around this NPSG, a survey was distributed
to attendees of a Society of Hospital Medicine
(SHM) national meeting to determine the various
processes implemented thus far, and to ascertain
existing challenges to implementation. We report
here on the results.

METHODS
A survey tool (Appendix) was designed to query de-
mographic and institutional factors, involvement in
the process, and barriers to implementation of med-
ication reconciliation. Surveys were included in all
attendees’ registration materials, resulting in the
distributions of approximately 800 surveys.

Responses were entered into an Excel spread-
sheet. Simple descriptive statistics were used to
determine proportions for providers, processes,
and barriers to implementation. Where appropri-
ate, variables were dichotomized, allowing for
paired t-test analysis. Statistical significance was
defined as a P value less than .05. Subgroup analy-
ses by hospital type, provider type, and process
method were performed.

RESULTS
A total of 295 completed surveys were collected.
The responses are tabulated in Table 1.

Process
A paper process was used most often (47%), fol-
lowed by a combined process (31%), and compu-
ters alone in just 11% of cases. Measurement of
process compliance was reported in less than half
(42%), with 34% unaware if their institutions were
monitoring compliance. Outcome measurement
was recorded as ‘‘not performed’’ (25%) or
‘‘unknown’’ (41%) in a majority of cases. Respon-
dents reported a favorable view of the future impact
of medication reconciliation, with 58% citing likely
positive impacts on patient safety and patient care;
fewer were unsure (14%) or anticipated no impact
(9%) or negative impact (7%). Survey results regard-

ing responsibility for individual process steps are
detailed in Table 2. Notably, respondents often indi-
cated that both physicians and nurses would share
responsibility for a given step. Physicians were more
often responsible for reconciling homemedications,
updating discharge medication lists, and communi-
cating to outpatient providers. Nursing performed
reconciliation in only 10% of cases. Results across all
steps demonstrated very low participation rates by
pharmacists, with pharmacist responsibility for rec-
onciliation only 6% of the time.

Hospital Type
Results of subgroup analyses by hospital type are
detailed in Table 3. Community teaching hospitals

TABLE 1
Survey Responses

Primary practice setting

Academic tertiary center 23%

Community teaching hospital 29%

Non-academic hospital 43%

Patient population

Adults only 90%

Pediatrics only 5%

Adults and pediatrics 5%

State of implementation

Fully implemented 48%

Partially implemented 35%

Planning stages 11%

Unaware of plans to implement 2%

Unaware of med reconciliation 4%

Hospitalist involvement

Active role 36%

Peripheral role 24%

No role 31%

Process format

Paper 47%

Computer 11%

Both paper and computer 31%

Don’t know 2%

Measuring compliance

Yes 42%

No 14%

Don’t know 34%

Measuring outcomes

Yes 22%

No 25%

Don’t know 41%

Impact of medication reconciliation

No impact 9%

Positive impact 58%

Negative impact 7%

Don’t know 14%

Response totals may not always total 100% due to some answers being left blank. Percentages

reported are of the total of 295 surveys.
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(CTHs) were significantly more likely (57%) than
nonteaching hospitals (NTHs) (49%) or tertiary
academic centers (TACs) (35%) to have achieved
full implementation. NTHs were significantly less
likely to have involved hospitalists in implementa-
tion. Use of computer-based processes at TACs
was more common (27%) than in CTHs (9%) or
NTHs (7%). TACs were significantly more likely to
have a physician obtain the medication list (33%,
compared with 15% and 7% for CTHs and NTHs,
respectively), whereas NTHs were more likely to use
nurses (50%) than were CTHs (31%) or TACs (26%).
Similar significant differences were found among
hospital types with regard to obtaining the pread-
mission medication list. Physicians in TACs (25%)
were more likely to be responsible for giving dis-
charge medication instructions than in CTHs (10%)
or NTHs (14%, not significant compared with TACs).

Barriers
Results regarding barriers to successful implemen-
tation are shown in Table 4. Patient lack of knowl-
edge of medications (87%) and absence of a
preadmission medication list from other sources
(80%) were common. Both paper and computer
medication reconciliation processes were asso-
ciated with respondents citing cumbersome hospi-
tal systems as a barrier; this barrier was cited more
often when the implemented process was paper-
only (Table 5). Respondents who stated the medica-
tion reconciliation process takes too long did so
regardless of whether the implemented process was
paper-based or computer-based. Despite these bar-
riers, only 16% of respondents stated that medica-
tion reconciliation was not worth the effort of
implementation. Barriers reported were similar
across hospital type (Table 6) with 2 exceptions. For-
mulary differences were noted to be a barrier more
often in CTHs (78%) compared with NTHs (60%)

and TACs (64%, not significant compared with
CTHs). Language barriers were problematic more
often in TACs (48%) than in NTHs (28%) or CTHs
(36%, not significant compared with TACs).

DISCUSSION
Managing medication information for inpatients is
an extremely complex task. On admission, home
medication lists are often inaccurate or absent,6

requiring extra time and effort to discover this infor-
mation. By discharge, medication regimens have
frequently been altered,7 making communication of
changes to the next provider essential. One study
described myriad provider, patient, and health sys-
tem issues inmaintaining accurate outpatientmedi-
cation lists.8 These issues are further compounded
by the multiple prescribers, necessary hand-offs,
and formulary differences in the inpatient setting.

Over half of the hospitalists in this survey
reported hospitalist involvement in design and
implementation of medication reconciliation.
Given the familiarity with hospital systems and
inpatient workflow, hospitalists are well-positioned
to contribute to successful implementation. None-
theless, many were unaware of efforts to imple-
ment this NPSG.

Measurement of both process and outcome
measures is important when determining value in
quality improvement. Beyond process measures,
outcome measures such as adverse drug events,
readmission rates, mortality, patient satisfaction,
and outpatient provider satisfaction may be appro-
priate in evaluating medication reconciliation stra-
tegies. Even measuring the accuracy of the process
with respect to the admission orders written would
be a valuable source of information for further
improvement. Unfortunately, respondents indicated
that evaluation was occurring infrequently. Poten-
tially more problematic is the apparent lack of

TABLE 2
Survey Responses – Medication Reconciliation Process Steps

Process Step Physician Nurse Physician and Nurse Pharmacist Other

Obtaining home med list 15% 39% 41% 3% 2%

Documenting home med list 17% 41% 37% 2% 3%

Reconciling medications 56% 10% 21% 6% 7%

Updating discharge med list 64% 6% 17% 3% 10%

Providing instructions at discharge 15% 46% 32% 2% 5%

Communicating changes at follow-up 84% 6% 4% 6% 1%

Response totals may not always total 100% due to some answers being left blank. Percentages reported are of the total of 295 surveys.
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clarity regarding identification of healthcare pro-
vider responsibility for specific process steps. By far
the least uniformity is in the acquisition and docu-
mentation of the preadmission medication list.
There is variability in who is assigned to perform
this task, but a substantial number of respondents
indicated that their process involved a ‘‘shared’’
responsibility between physicians and nurses. It is

unclear whether this phenomenon reflects the com-
plexity of inpatient medication information man-
agement, or is simply an attempt to distribute the
work among providers. Sharing the work between
physicians and nurses may increase the overall like-
lihood for compliance and possibly improve the
safety and accuracy of the process, especially if the
physicians and nurses take the medication history

TABLE 3
Subgroup Analysis by Hospital Type

Academic

Centers [AC]

Community
Teaching

Hospitals [CT]

Non-Teaching

Hospitals [NT]

P values (2-tailed)

AC vs. CT AC vs. NT CT vs. NT

State of implementation

Fully implemented 25/71 (35) 48/84 (57) 68/139 (49) 0.007 0.06 0.25

Partially implemented 31/71 (44) 25/84 (30) 48/139 (35) 0.07 0.21 0.44

Planning stages 9/71 (13) 9/84 (11) 14/139 (10) 0.70 0.51 0.81

Unaware of plans to implement 2/71 (3) 1/84 (1) 3/139 (2) 0.37 0.65 0.57

Unaware of med reconciliation 4/71 (5) 1/84 (1) 6/139 (4) 0.14 0.74 0.19

Hospitalist involvement

Active role 28/59 (47) 34/80 (43) 43/127 (34) 0.64 0.09 0.19

Peripheral role 12/59 (20) 25/80 (31) 34/127 (27) 0.15 0.30 0.54

No role 19/59 (32) 19/80 (24) 50/127 (39) 0.30 0.36 0.03

Process format

Paper 26/59 (44) 47/81 (58) 63/127 (50) 0.10 0.45 0.26

Computer 16/59 (27) 7/81 (9) 9/127 (7) 0.005 <0.001 0.60

Both paper and computer 17/59 (29) 25/81 (31) 51/127 (40) 0.80 0.15 0.19

Don’t know 0/59 (0) 2/81 (2) 4/127 (3) 0.28 0.18 0.66

Process steps (selected questions)

Obtaining home med list

Physician 19/58 (33) 12/80 (15) 9/125 (7) 0.013 <0.001 0.07

Physician and Nurse 19/58 (33) 39/80 (49) 49/125 (39) 0.47 0.44 0.16

Nurse 15/58 (26) 25/80 (31) 62/125 (50) 0.005 0.003 0.008

Pharmacist 5/58 (9) 1/80 (1) 2/125 (2) 0.06 0.03 0.58

Documenting home med list

Physician 22/58 (38) 11/80 (14) 11/125 (9) 0.001 <0.001 0.26

Physician and Nurse 15/58 (26) 37/80 (46) 45/125 (36) 0.02 0.18 0.16

Nurse 18/58 (31) 26/80 (32) 64/125 (51) 0.90 0.012 0.008

Pharmacist 3/58 (5) 2/80 (3) 1/125 (1) 0.55 0.09 0.29

Reconciling medications

Physician 33/58 (57) 51/80 (64) 63/125 (50) 0.41 0.42 0.051

Physician and Nurse 8/58 (14) 14/80 (18) 32/125 (26) 0.53 0.09 0.18

Nurse 6/58 (10) 6/80 (8) 15/125 (12) 0.68 0.71 0.36

Pharmacist 8/58 (14) 5/80 (6) 3/125 (2) 0.11 0.007 0.13

Updating discharge med list

Physician 42/58 (72) 50/80 (63) 76/125 (61) 0.27 0.15 0.77

Physician and Nurse 7/58 (12) 16/80 (20) 23/125 (18) 0.22 0.31 0.72

Nurse 2/58 (3) 5/80 (6) 10/125 (8) 0.41 0.20 0.59

Pharmacist 3/58 (5) 3/80 (4) 3/125 (2) 0.78 0.27 0.40

Providing instructions at discharge

Physician 14/57 (25) 8/80 (10) 17/125 (14) 0.02 0.07 0.40

Physician and Nurse 14/57 (25) 30/80 (38) 39/125 (31) 0.11 0.41 0.30

Nurse 25/57 (44) 37/80 (46) 60/125 (48) 0.82 0.62 0.80

Pharmacist 4/57 (7) 1/80 (1) 0/125 (0) 0.06 0.003 0.26

Results are tabulated only out of those surveys with answers for the particular question. Percentage results are listed in parentheses.

Response totals may not always total 100% due to some respondents entering an answer of ‘‘Other.’’
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in a redundant fashion and share their findings.
Conversely, compliance may decrease if each pro-
vider merely expects the other to complete the pro-
cess. Optimally, an interdisciplinary workflow for
medication history taking would be in place, invol-
ving both physicians and nurses, with the availabil-
ity of pharmacist consultation in complex cases.
However, our survey data suggest this is infrequent;
resident physicians appear to be the ones shoulder-
ing substantial responsibility for medication recon-
ciliation in tertiary academic centers. Further
research into the accuracy of medication reconcilia-
tion processes involving different strategies formed-
ication information collection would be useful.

We documented several barriers to successful
implementation of medication reconciliation. Phy-

sicians cited a lack of medication knowledge on the
part of the patient and unavailable prior medication
lists as substantial barriers to success. Many medi-
cation reconciliation processes are limited by issues
of poor health literacy or inadequate patient knowl-
edge about medications. This lack of medication
knowledge is especially problematic for patients
new to a healthcare system. It will be important to
implement processes that not only reconcile medi-
cations accurately, but also make medication infor-
mation available for future care episodes.

Time required to complete the process was
also important. Certain elements of the medica-
tion reconciliation process are ‘‘new work,’’ and
integrating the process into existing workflows is
crucial. Given the significant time commitment
required, the rare involvement of pharmacists at
most institutions is striking. It appears that hospi-
tal pharmacists do not currently ‘‘own’’ any of the
medication reconciliation process steps at most
facilities, despite having formal training in medi-
cation history-taking. In the 2006 ASHP national
hospital pharmacy survey, one-third of pharma-
cists stated that there were not enough pharmacy
resources to meet medication reconciliation
demands; only 19% of those surveyed stated phar-
macists provided medication education at dis-
charge to more than 25% of their patients.9

This report has several limitations. The survey
used was not comprehensive, and only represents
a convenience sample of hospitalists attending
a national meeting. Nearly 300 physicians

TABLE 4
Survey Results – Barriers to Implementation

Barrier to Implementation Yes No Unsure

Patient not knowing meds 87% 2% 0%

Process takes too long 53% 28% 8%

Med list not available 80% 9% 0%

Process not worth effort 16% 60% 12%

Cumbersome hospital systems 52% 33% 4%

Formulary differences 59% 24% 5%

Language barriers 31% 53% 4%

No access to outside records 63% 23% 2%

Lack of job clarity in process 38% 48% 3%

Availability of med list at discharge 27% 57% 3%

Response totals may not always total 100% due to some answers being left blank. Percentages

reported are of the total of 295 surveys.

TABLE 5
Subgroup Analysis of Barriers to Implementation by Process Type

Barriers (Selected Questions) Paper Only [P]

Computer

Only [C]

Paper and

Computer [PC]

P values (2-tailed)

P vs. C P vs. PC C vs. PC

Process takes too long

Yes 77/134 (57) 19/31 (61) 55/91 (60) 0.69 0.65 0.92

No 43/134 (32) 11/31 (35) 28/91 (31) 0.75 0.87 0.68

Unsure 14/134 (10) 1/31 (3) 8/91 (9) 0.21 0.80 0.27

Process not worth effort

Yes 24/133 (18) 3/31 (10) 17/91 (19) 0.28 0.85 0.25

No 93/133 (70) 22/31 (71) 62/91 (68) 0.91 0.75 0.76

Unsure 16/133 (12) 6/31 (19) 12/91 (13) 0.30 0.82 0.41

Cumbersome hospital systems

Yes 86/133 (65) 16/31 (52) 46/92 (50) 0.18 0.03 0.85

No 42/133 (32) 13/31 (42) 42/92 (46) 0.29 0.03 0.70

Unsure 5/133 (4) 2/31 (6) 4/92 (4) 0.62 0.82 0.64

Results are tabulated only out of those surveys with answers for the particular question. Percentage results are listed in parentheses.

Response totals may not always total 100% due to rounding.
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responded, representing both teaching and private
hospital settings. We consider the response rate of
37% reasonable for a survey of this nature, and
the variety of processes described is likely indica-
tive of the overall status of medication reconcilia-
tion implementation. The over-representation of
certain institutions in our survey is possible,
especially those with large or influential hospital
medicine programs. Our survey did not ask
respondents to name their home institutions. In
addition, this design is open to a convenience
sample bias, in that surveying only national
meeting attendees (rather than the entire SHM
membership) risks overinclusion of those hospital-
ists involved in leadership roles and quality

improvement projects. Despite this, the variety of
processes described is likely indicative of the overall
status of medication reconciliation implementation
in mid-2006. It is possible that processes have
becomemore uniform nationwide in the interim.

Our survey results reflect the complexity sur-
rounding medication reconciliation. It appears that
full implementation has not yet occurred every-
where, significant barriers remain, and outcome
measurement is limited. Importantly, physicians,
nurses, and pharmacists do not have standardized
roles. Responsibility for medication reconciliation
has predominantly been added to the existing duties
of inpatient physicians and nurses, with limited
involvement of pharmacists. Hospitalists are well-

TABLE 6
Subgroup Analysis of Barriers to Implementation by Hospital Type

Barrier to Implementation

(Selected Questions)

Academic

Centers [AC]

Community
Teaching

Hospitals [CT]

Non-Teaching

Hospitals [NT]

P values

AC vs. CT AC vs. NT CT vs. NT

Process takes too long

Yes 37/58 (64) 49/78 (63) 70/124 (56) 0.90 0.31 0.37

No 15/58 (26) 24/78 (31) 42/124 (34) 0.53 0.28 0.66

Unsure 6/58 (10) 5/78 (6) 12/124 (10) 0.39 0.88 0.32

Process not worth effort

Yes 7/58 (12) 16/78 (21) 23/123 (19) 0.17 0.24 0.73

No 42/58 (72) 52/78 (67) 84/123 (68) 0.53 0.59 0.88

Unsure 9/58 (16) 10/78 (12) 16/123 (13) 0.50 0.59 0.84

Cumbersome hospital systems

Yes 36/58 (62) 46/79 (58) 69/123 (56) 0.64 0.45 0.78

No 19/58 (33) 32/79 (41) 46/123 (37) 0.34 0.60 0.57

Unsure 3/58 (5) 1/79 (1) 8/123 (7) 0.16 0.61 0.049

Formulary differences

Yes 37/58 (64) 61/78 (78) 74/123 (60) 0.07 0.61 0.009

No 16/58 (28) 14/78 (18) 41/123 (33) 0.17 0.50 0.02

Unsure 5/58 (8) 2/78 (3) 8/123 (7) 0.19 0.81 0.22

Language barriers

Yes 28/58 (48) 28/77 (36) 34/123 (28) 0.16 0.009 0.24

No 28/58 (48) 46/77 (60) 82/123 (67) 0.17 0.016 0.32

Unsure 2/58 (3) 3/77 (4) 7/123 (5) 0.76 0.54 0.74

No access to outside records

Yes 38/58 (66) 60/79 (76) 87/123 (71) 0.20 0.50 0.44

No 18/58 (31) 18/79 (23) 33/123 (27) 0.30 0.58 0.52

Unsure 2/58 (3) 1/79 (1) 3/123 (2) 0.39 0.68 0.58

Lack of job clarity in process

Yes 26/58 (45) 31/79 (39) 49/121 (40) 0.48 0.53 0.89

No 28/58 (48) 46/79 (58) 68/121 (56) 0.25 0.32 0.78

Unsure 4/58 (7) 2/79 (3) 4/121 (3) 0.28 0.22 0.75

Availability of med list at discharge

Yes 20/58 (34) 24/79 (30) 35/120 (29) 0.62 0.50 0.88

No 36/58 (62) 54/79 (68) 78/120 (65) 0.47 0.70 0.66

Unsure 0/58 (0) 1/79 (1) 7/120 (6) 0.45 0.06 0.08

Results are tabulated only out of those surveys with answers for the particular question. Percentage results are listed in parentheses.

Response totals may not always total 100% due to rounding.
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positioned to lead the ongoing implementation of
medication reconciliation processes and should take
advantage of their systems knowledge to effectively
partner with other physicians, nurses, and pharma-
cists to achieve success inmedication reconciliation.
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Psychosocial Correlates of Exercise 
in Women With Self-Reported 

Depressive Symptoms 

Lynette L. Craft, Frank M. Perna, Karen M. Freund, 
and Larry CUlpepper 

Background: Exercise effectively reduces symptoms of depression, However, cor
relates of regular exercise in depressed women are unknown. This study assessed 
psychosocial determinants of exercise in a sample of women with depressive 
symptoms. Methods: Sixty-one women completed demographic, depression, 
and exercise-related questionnaires, Results: The average Primary Health Ques
tionnaire-9 (PHQ-9) depression score was 12.1 (SD = 5.0), indicating moderate 
depressive symptoms. In the previous week, the women reported 12,8 metabolic 
equivalents (METs) of exercise. Low levels of self-efficacy and social support for 
exercise were also reported. Depressive symptoms were positively associated with 
barriers to exercise (r = .35, P < .01). and barriers were inversely related to exercise 
METs (r = -.37, P < .05). Baniers to activity and education level were significant 
determinants of exercise. Conclusions: Women with depressive symptoms report 
minimal exercise involvement, numerous barriers to exercise, and low exercise 
self-efficacy and social support for exercise. 

Keywords: physical activity, mental health, women's health 

It is estimated that roughly 18 million adults or 9.5% of the US population age 
18 years and older suffer from clinical depression. I Depression is also a risk factor 
for several chronic diseases such as cardiovascular disease, diabetes, and obesity, 
further contributing to the overall health impact of this disorder.i? Depression is 
twice as prevalent in women as men, with the lifetime prevalence of major depres
sion estimated as high as 23% in middle-aged women." In primary care settings, 
approximately 5% to 28% of patients suffer from major or minor depressive disor
ders." Although many individuals do not meet diagnostic criteria for clinical depres
sion, subclinical depressive symptoms can also negatively impact physical health 

Craftis withthe Deptof Preventive Medicine, Feinberg Schoolof Medicine. Northwestern University, 
Chicago. IL606I I. Pemaand Freund are withtheSection of General Internal Medicine andWomen's 
Health, Interdisciplinary Research Center, andCulpepper the Dept of Family Medicine, Boston Uni
versity School of Medicine, Boston, MA02118. 
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and are associated with morbidity." Consequently, depression (even at subclinical 
levels) signifies a threat to the psychological and physical well-being of millions 
of women and is an area of women's health that warrants further examination. 

Exercise has been shown to be an effective adjunct to traditional treatments for 
depression. It is as effective as psychological therapies for depression and might 
be as effective as antidepressant medication for some.v" Several meta-analyses 
conducted on this literature confirm that exercise involvement is associated with a 
reduction in the symptoms of depression, that exercise is effective for many types 
of patients, and that the exercise session need not be lengthy or intense to produce 
positive effects. 12· 15 Overall effect sizes from these meta-analyses range from -0.72 
to -lA, indicating moderate to large effects. 

Research suggests that long-term exercise programs (ie, at least 9 weeks) and 
programs promoting current public health recommendations for physical activity 
are more effective in alleviating symptoms of depression than exercise programs 
of shorter duration.P-" Therefore, exercise interventions will be most effective for 
those who are able to maintain exercise involvement on a regular basis (ie, at least 
3 to 5 days a week). Cross-sectional research in this field suggests that depressed 
patients are more sedentary and have reduced physical work capacities as compared 
with nondepressed patients.":" However, little is known about the psychosocial 
determinants of exercise among women reporting depressive symptoms. 

In the general population, fatigue, lack of time, lack of an exercise partner, 
self-consciousness, and care-giving issues are commonly sited as reasons for not 
exercising regularly. 19.20 Women with depressive symptoms might face barriers to 
exercise that are similar to nondepressed women; however, it is also possible that 
they perceive additional barriersspecific to their illness (ie, psychomotor retardation, 
lack of motivation, etc). Likewise, in healthy samples, addressing key factors specific 
to the individual (eg, exercise self-efficacy, social support for exercise, perceived 
barriers to exercise) can also increase rates of adherence to exercise programs by up 
to 25%.21.23 Previous research supports the use ofcognitive behavioral strategies such 
as self-monitoring, goal setting, and feedback to improve exercise adherence. 23·25 

Of note, perhaps the most important factor predictive of exercise behavior is brief, 
but frequent, supportive contact with the participant.2J•24,26,27 

We aimed to ascertain the degree to which commonly endorsed exercise 
determinants are relevant for women reporting depressive symptoms. With a better 
understanding of the determinants of exercise in this group, strategies to promote 
exercise involvement and improve exercise adherence can be developed and imple
mented. A better understanding ofbarriers to and promoters ofexercise involvement 
in this group should, in turn, improve the likelihood that exercise can be effectively 
incorporated as a beneficial adjunct treatment for clinical depression. Therefore, the 
purpose ofthe current study was to gather initial descriptive data regarding exercise 
determinants from a diverse sample of women with depressive symptoms. It was 
hypothesized that depressive symptoms would be associated with the number of 
perceived barriers to exercise. Furthermore, we hypothesized that barriers would 
be inversely associated with exercise involvement. Finally, we also anticipated that 
barriers to exercise, social support for exercise, and exercise self-efficacy would be 
significantly associated with exercise involvement in this group. 
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Method 

Participants 

Before data collection, all participants signed an informed consent statement as 
approved by the Institutional Review Board at Boston University School of Medi
cine. Women between the ages of 18 and 65 years, self-identifying as experiencing 
depressive symptoms, were recruited for this study. To be eligible for participa
tion, women had to score 5 (indicating mild depressive symptoms) or greater on 
the Primary Health Questionnaire-9 (PHQ-9) and could be currently sedentary or 
physically active. Women were excluded from participation if they self-reported 
the presence of a comorbid mental health diagnosis (eg, anxiety disorder, bipolar 
disorder, schizophrenia) or any physical health problem that prevented them from 
exercising. Women were recruited from the greater Boston area and were referred 
to the study by primary care physicians, psychologists, or responded to posted 
study flyers. Women from primary care clinics in a community hospital (Boston 
Medical Center) were specifically targeted for enrollment in an attempt to obtain 
a sample of women that was representative of women reporting depressive symp
toms in primary care settings and more racially and socioeconomically inclusive 
than previous exercise and depression research. Each woman received $5.00 for 
her participation. Sixty-one women were included in the study, and sample char
acteristics are presented in Table 1. 

Questionnaires 

Demographic Questionnaire. All participants completed a basic demographic 
questionnaire that assessed variables such as age, marital status, race, family income 
level, medical history, comorbid mental health diagnoses, and current treatment 
for depression. 

The Primary HealthQuestionnaire·9 (PHQ·9). Presence of depressive symptoms 
was confirmed using the PHQ-9. The PHQ-9 is a reliable and valid self-administered 
9-item depression module based on DSM-IV criteria and is commonly used in 
primary care settings to screen for depression." Participants are asked to indicate 
how often in the past 2 weeks they had been bothered by each of the 9 DSM-IV 
criteria-based symptoms. Items are ranked from 0 (not at all) to 3 (nearly every 
day). Scores of 5 to 9 represent mild, 10 to 14 moderate, 15 to 19 moderately 
severe, and 20 or greater severe depression." A cut-score of 10 is used to signify 
clinically relevant symptoms. Compared with a mental health professional inter
view, the PHQ-9 has demonstrated good sensitivity (88%) and specificity (88%) 
in the diagnosis of major depression, and in the general population, it has been 
found valid in the diagnosis of major depression and its subtypes and sensitive 
to changes in depression over time." Furthermore, it is highly correlated with 
other self-report measures used to assess depression such as the Beck Depression 
Inventory" and is appropriate for use with racially and ethnically diverse women 
including Caucasians, African Americans, and Latinas." Internal consistency for 
this sample was satisfactory, with Cronbach a =.76. 
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Table 1 Sample Characteristics (N =61) 

Characteristic % 

Age mean =38.6 Y(SO =9.7) 
Ethnic background 

Caucasian 50.0 
African American 45.0 
Latina 5.0 

Marital status 
single 51.7 
married/partnered 26.7 
separated/divorced 21.6 

Employment 
full-time 49.2 
part-time 16.4 
not employed 34.4 

Income 
<20,000 56.7 
21,000-30,000 11.7 
31,000-55,000 13.3 
56,000-75,000 8.3 
>75.000 10.0 

Education 
not a high school graduate 6.6 
high school graduate 19.7 
some college 34.4 
college graduate 31.1 
some graduate school 8.2 

Percentage of participants with mild, moder
ate, moderately severe, and severe symptoms of 
depression 

PHQ-9 Score 5-9 33.3 
PHQ-9 Score 10-14 41.7 
PHQ-9 Score 15-19 15.0 
PHQ-9 Score ",20 10.0 

Current treatment for depressive symptoms 
medication 50.8 
psychotherapy 31.7 

Godin Leisure Time Exercise Questionnaire (LTEQ). The LTEQ is a reliable 
and widely used self-report instrument that surveys frequency of mild, moderate, 
and vigorous leisure-time physical activity for the past 7 days." The questionnaire 
yields number of bouts per week of light, moderate, and strenuous activity. Work 
output can be estimated by assigning metabolic equivalent values (3, 5,9 METs) 
to each exercise category and multiplying by frequency of occurrence. Total METs 
in the previous week was used as the outcome of interest. 
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The Perceived Barriers to Physical Activity Scale (PBPA). Perceived barriers 
were assessed with an 8-item questionnaire that has been found to predict exercise 
behavior in general epidemiologic investigations." Items were rated on a 5-point 
Likert scale (never to very often) to reflect the frequency with which a perceived 
barrier (eg, no one to exercise with, other people discourage me, feeling too tired) 
interfered with or prevented a respondent from exercising. Furthermore, we calcu
lated the total number of barriers that were rated a 3 or higher (indicating that the 
barrier sometimes, often, or very often interfered) for each participant. 

The Social Support Scale for Exercise Behavior (SSEB). This inventory has 29 
items and measures family and friend support for exercise, which has been associ
ated with exercise involvement." Three subscales are generated from the question
naire: anticipated family and friend involvement, family rewards and punishments, 
and friends exercising together. For each item, participants are asked to rate from 
I (never) to 5 (very often) how frequently a supportive behavior occurred in the 
previous 3 months. Examples of supportive behaviors are "offered to exercise with 
me," "discussed exercise with me," and "gave me encouragement to stick with my 
exercise program." Scores are summed, and higher scores are indicative of higher 
social support. Cronbach alphas for the 3 subscales in this sample were: anticipated 
family and friend involvement, a = .81; friends exercising together, a =.92; and 
family rewards and punishments, a =.62. Because of the low reliability of the family 
rewards and punishments subscale, it was not used in statistical analyses. 

Self-Efficacy for Exercise Behavior (SEEB). The SEEB is a 14-item question
naire that assesses 2 factors associated with exercise maintenance: making time 
for exercise and resisting relapse." Participants are asked to rate on a scale from I 
(sure J could not do it) to 5 (sure J could do it) their confidence in their ability to 
motivate themselves to do a variety of exercise behaviors consistently for at least 6 
months. Examples of items include "stick to your exercise program when you have 
excessive demands at work," "exercise even though you are feeling depressed," 
and "stick to your exercise program even when the weather is bad." Scores are 
summed, and higher scores indicate higher levels of exercise self-efficacy. The 
2 subs cales demonstrated acceptable internal consistency in this sample: making 
time for exercise, a =.85, and resisting relapse, a = .91. 

Procedure 

Potential participants met with a member of the research staff and signed the 
informed consent statement. Next, the PHQ-9 was completed. Women scoring 
5 or greater were next asked to complete the demographic questionnaire, which 
included questions regarding the presence of comorbid mental health diagnoses 
and significant physical health problems. Finally, for those deemed eligible for 
participation (ie, scoring 5 or greater on the PHQ-9 and indicating no comorbid 
mental health diagnoses or physical health problems contraindicating exercise), 
the remaining exercise-related questionnaires were completed. The research staff 
member was present to assist the participant with questionnaire completion and 
answer any questions that arose. 
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Analyses 

Descriptive statistics were computed for study variables. Pearson correlations 
were also calculated to examine relationships among exercise (METs), depressive 
symptoms, and psychosocial variables. Finally, linear regression analyses were 
conducted to identify significant determinants of exercise after controlling for 
baseline depression score, age, and family income. 

Results 

Seventy-five women met the initial eligibility criteria of scoring 5 or greater on 
the PHQ-9. However, II women were excluded from participation because of the 
self-report of a comorbid mental health diagnosis [generalized anxiety disorder (n 
=: 5), posttraumatic stress disorder (n = 4), bipolar disorder (n = 2)]. In addition, 
3 participants were exercising substantially more (>3 SD above the mean) than 
the rest of the sample. Therefore, these 3 participants were also removed from the 
statistical analyses, resulting in a final sample size of 61 women. 

The PHQ-9 depression scores in this sample ranged from 5 to 23, with an 
average score of 12.1 (SD = 5.0), indicative of moderate depressive symptoms. 
Approximately one-third (33%) of the women were experiencing subclinical levels 
of depressive symptoms (ie, PHQ-9 score < 10). In the previous week, the women 
reported an average of only 0.28 bouts (SD = 0.99) of strenuous activity, 1.6 bouts 
(SD = 1.4) of moderate activity, and 0.82 bouts (SD = 1.9) of mild activity of at 
least 15 minutes in length in their leisure time. The average METs reported for the 
previous week were 12.8 (SD = 15.6, median = 10.0). Forty-eight percent were 
exercising 30 minutes or less per week, and 84.4% were not meeting the American 
College of SPOt1S Medicine's current physical activity recomrnendations.P 

Correlations among study variables were examined to determine relationships 
among depression. exercise, and psychosocial determinants. No significant correla
tions were found between depressive symptoms and number of bouts of moderate 
and vigorous activity (r = -.12, P = ,41) or between depressive symptoms and total 
METs expended (r = -.11, P = .46). However, there was a significant correlation 
between severity of depression and number of barriers to exercise (r= .35, P < .01). 
Furthermore, number of perceived barriers to exercise and total METs expended 
were inversely correlated (1' = -.37, P < .05). In addition, number of perceived 
barriers 10 exercise was inversely correlated with exercise self-efficacy (resisting 
relapse: 1'=-.28, P < .05; making time: 1'=-.36, P < .01). Thus, the data suggest that 
perceived barriers might play an important role in the relationship between depres
sive symptoms and activity involvement. Correlations are presented in Table 2. 

The most frequently reported barriers to exercise were feeling too tired (84.1%), 
a lack of time (61.9%), feeling self-conscious about one's looks when exercising 
(54.0%), and not having an exercise partner (52.4%). Seventy percent of the women 
indicated that they had 3 or more barriers that sometimes, often, or very often 
interfered with their attempts to exercise. When types of perceived barriers were 
examined relative to severity of depressive symptoms, a similar pattern emerged 
(see Table 3). The women in this study also indicated lower self-efficacy to make 
time for exercise (sample mean = 23.9, SD = 8.0 versus norm mean =28.2, SD = 
6.7 and lower friend social support (sample mean - 9.6, SD - 8.3 versus norm 



Table 2 Correlations Among Exercise, Depressive Symptoms, 
and Psychosocial Variables 

2 3 4 5 6 7 
I. METs/wk -.11 -.37" .09 .10 00 -.08 
2. Depression score .351

' -.15 -.21 -.04 .16 
(PHQ-9) 
3. Number of barriers -.28" .06 .18 
10 exercise 
4. Exercise self .29" -.06 
efficacy-resisting 
relapse 
5. Exercise self .22 -.17 
efficacy-making lime 
6. Social support .49b 

family involvement 
7. Social support
friend involvement 

• Correlation is significant at the .05 level. 

b Correlation is significant at the .01 level. 

Table 3 Most Frequently Reported Barriers 
to Exercise by Symptom Severity 

Percentage of 
Barrier participants 

Mild (N =20) 
feeling too tired 
110t enough time 
lack of exercise partner 
feeling self-conscious 

Moderate (N = 26) 
feeling too tired 
nOI enough time 
lack of exercise partner 
feeling self-conscious 

Moderately severe (N =9) 
feeling too tired 
Jack of exercise partner 
not enough time 
feeling self-conscious 

Severe (N == 10) 
feeling too tired 
feeling self-conscious 
lack of safe place to exercise 
not enough time 

80% 
65% 
50% 
50% 

96% 
68% 
56% 
56% 

75% 
75% 
63% 
63% 

100% 
83% 
66% 
50% 
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mean =13.6, SD:;: 5.3) and family social support (sample mean =21.8, SD =15.3 
29.34 versus norm mean « 26.1, SD =10.9) as compared with published norms.

Finally, linear regression analyses were conducted to identify significant deter
minants of time spent in physical activity. After controlling for factors known to be 
associated with both depression and leisure-time activity (age, severity of depressive 
symptoms, and family income), number of barriers to exercise (f3 = -0.31, P :;: .05), 
education level ({3:;: 0.43, P = .01), and length of current depressive episode (f3 = 
-0.32, p:;: .07) were the best determinants of exercise (total METs), accounting 
for 28.5% of the variance. 

Discussion 
This study is novel in the attempt to gather information regarding psychosocial 
correlates of exercise among a sample of women with self-reported symptoms of 
depression. Our current understanding of exercise determinants results from research 
conducted in the general population, with healthy samples. Consequently, less is 
known regarding psychosocial correlates of exercise among women with depressive 
symptoms. Such information is extremely important given the current interest in 
using exercise as an adjunct treatment for depressive symptoms. 

Consistent with previous cross-sectional research on depressed women and 
epidemiological research of physical activity patterns in the United States, 17.18.36 
the vast majority of participants were sedentary. Exercise recommendations from 
physicians, therapists, and other mental health clinicians are likely to go a long way 
toward impacting behavior change. In primary care settings, brief exercise counsel
ing advice, as well as telephone contact, is associated with a reduction in perceived 
barriers to exercise and improvements in fitness and exercise adherence.":" 

The women in this study endorsed barriers to exercise that are quite similar to 
those reported by the general population, with fatigue and a lack of time the most 
commonly cited barriers. Moreover, in support of our hypothesized relationships 
between depressive symptoms, barriers, and exercise, most women in the study 
reported more than 3 barriers that interfere with exercise attempts, and greater 
depressive symptoms were associated with more perceived barriers to exercise. 
Furthermore, the number of perceived barriers and length of current depressive 
symptoms were indicative of time spent in exercise. 

Perceptions of self-efficacy and social support for exercise were also low in 
this group. That is, participants felt little confidence to engage in regular exercise 
and identified few instances of support for exercise attempts from either family 
members or friends. These findings might reflect negative evaluations that are com
monly activated among individuals with depression. That is, depressed individuals 
are often subject to a negative perceptual bias in which they interpret situations 
and social interactions in a manner that is consistent with their own perception of 
themselves, the world, and their future as negative and bleak." Future research is 
needed to clarify whether perceptions of low social support for exercise are the 
result of such a perceptual bias or an actual lack of social support (which might 
also be a consequence of depression). 

These are important findings in light of research from the general population, 
which consistently implicates barriers, self-efficacy, and social support as predic
tive of exercise involvement,21.23,25,4o.42 Not surprisingly, women with more severe 
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symptoms or those who have been experiencing symptoms for a greater length of 
time might find exercise particularly difficult to initiate in light of the barriers they 
perceive. Thus, these findings highlight the importance of assessing and addressing 
these psychosocial constructs (barriers, efficacy, and social support) when encour
aging women with depressive symptoms to begin exercise programs. Similarly, 
exercise interventions aimed at reducing symptoms of depression should incorporate 
exercise counseling that focuses on identifying and reducing barriers to exercise. 
Furthermore, interventions should promote a supportive mastery climate and cogni
tive restructuring to enhance feelings of self-efficacy and social support. 

There are several limitations to the current study that should be considered. 
First, depressive symptoms were self-reported and then verified by a widely used 
and validated screening tool. Although depression is commonly identified in this 
way in larger epidemiological investigations, it remains preferable to have a trained 
clinician confirm a formal diagnosis of depression. Consequently, this lack of a 
formal mental health diagnosis represents a limitation of this investigation, and 
findings might not generalize to women diagnosed with clinical depression. How
ever, in light of the impact that subclinical depression can have on both mental and 
physical health, we believe that our sample represents an important cross-section 
of women seeking treatment in primary care settings and, therefore, contributes to 
our understanding of the relationships among exercise, depressive symptoms, and 
psychosocial correlates, 

Most of the minority women who participated in the study were of African 
American descent. As such, several other racial/ethnic minority groups are under
represented in this sample. Social and cultural factors might differ among various 
ethnic groups and, as a result, have a differing impact on depressive symptoms 
and involvement in regular physical activity. The small sample used in this study 
did not allow us to analyze the data for minority women separately. Thus, more 
research is needed to examine the relationships among these variables in minority 
populations. In addition, the cross-sectional nature of the data prevents us from 
making causal associations. The data represent 1 sample of women with depres
sive symptoms at one time point. The relationships examined might change over 
time or during the course of a depressive episode. For example, it is impossible to 
determine whether depressive symptoms cause patients to perceive more barriers 
to exercise or if barriers to exercise contribute to women feeling more depressed. 
Although the women did report a range of severity of depressive symptoms, the 
average level of depressive symptoms was moderate. For women with more severe 
symptoms, it might be difficult to initiate exercise until traditional treatments (ie, 
medication) have had an effect. Therefore, the current findings might best char
acterize the attitudes and beliefs toward exercise of women who are experiencing 
mild to moderate symptoms of depression. 

We employed commonly used measures of exercise determinants and found 
theoretically expected relationships between these psychosocial determinants and 
exercise, but women with depressive symptoms might have distinct barriers and 
attitudes toward exercise that are not tapped by these general measures. Elicitation 
studies with depressed women might yield measures that are more relevant and 
more strongly associated with exercise than general measures. Furthermore, we did 
not directly compare the women in this study to a group of nondepressed women. 
As such, it is unclear whether the findings we report arc specific to women with 
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depressive symptoms. Although we have tried to make comparisons to the general 
population or nondepressed women when possible, we acknowledge that this is a 
limitation of our study, and additional research that directly compares depressed to 
nondepressed women is needed. Finally, relatively few of the women in the sample 
(-15.6%) were meeting current public health recommendations for physical activ
ity. As a result, it is difficult to understand the ways in which women who are able 
to initiate and maintain exercise programs, in spite of their depressive symptoms, 
differ from the sedentary women in this sample. More research is needed to expose 
the correlates and predictors of activity among women with depressive symptoms 
adhering to exercise programs. Such information would be invaluable in counseling 
depressed women regarding exercise behavior change. 

In summary, this study represents the first attempt to identify determinants of 
exercise in a diverse group of women with self-reported depressive symptoms. Our 
findings imply that, consistent with psychosocial determinants of activity in the 
general population, there are important relationships between perceived barriers, 
social support, exercise self-efficacy, and actual time spent engaged in exercise 
in this sample. Consequently, these particular determinants of exercise should be 
discussed when encouraging patients with depressive symptoms to initiate and 
maintain programs of regular exercise, keeping in mind that patients might need 
assistance in identifying barriers as well as solutions for reducing or eliminating 
barriers and enhancing self-efficacy and social support. 
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Purpose: Assess agreement between reported sex and drug use behaviors from 
audio computer-assisted self-interviewing (ACASI) and interviewer-administered 
questionnaire (IAQ). Method: Participants (N = 180) enrolled in an HIV intervention 
trial in Russia completed ACASI and IAQ on the same day. Agreement between 
responses was evaluated. Results: Of the 13 sex behavior questions, 10 items had 
excellent agreement (kappas/ICC 0.80–0.95) and 3 items had moderate agreement 
(kappas/ICC 0.59–0.75). The 3 drug behavior questions had excellent agreement 
(kappas/ICC 0.94–0.97). Among HIV-specific questions asked of HIV-positive par-
ticipants (n = 21) only, 2 items had excellent agreement (kappas 1.0) and 3 items had 
moderate agreement (kappas 0.40–0.71). Conclusions: Assessment of drug and 
sex risk behaviors by ACASI and IAQ had generally strong agreement for the major-
ity of items. The lack of discrepancy may result from these Russian subjects’ per-
ception that computers do not ensure privacy. Another potential explanatory factor 
is that both interviews were delivered on the same day. These data raise questions 
as to whether use of ACASI is uniformly beneficial in all settings, and what influence 
cultural factors have on its utility. Key words: HIV infections, interview methods, 
prevention & control, Russia

Obtaining information on self-reported risk 
behaviors related to HIV transmission has 
been both a critical and a challenging factor 

throughout the HIV epidemic. In HIV-related stud-
ies, patients may need to disclose sensitive, embar-
rassing, or even illegal information about sex and 
drug-related activities. Some individuals may deny 
engaging in what are perceived to be undesirable 
behaviors, resulting in social desirability bias.1 This 
bias could over- or underestimate the effective-
ness of intervention programs. Therefore, truthful 
reporting of risk behaviors is crucial for unbiased 
assessments.

Computer-assisted self-interview (CASI) and au-
dio computer-assisted self-interviewing (ACASI) 
allow patients to complete questionnaires on their 
own via a computer. In an ACASI system, patients 
read the questions on a screen and listen to them 
through headsets, reducing potential literacy bar-
riers.2 Traditional methods of collecting sensitive 

information, such as interviewer-administered 
questionnaires (IAQ), require direct or indirect in-
volvement by research staff. Research participants 
are thought to overreport desirable behaviors or 
underreport undesirable behaviors when inter-
views are done in person.2

Newer methods, such as CASI and ACASI, may 
increase privacy and reduce reporting bias com-
pared to IAQ,3 although in the United States the 
evidence is mixed.2 For example, among sexually 
transmitted infection clinic patients who com-
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pleted both ACASI and IAQ, participants reported 
higher rates of sex risk behaviors to ACASI but 
there was no difference in rates of drug risk behav-
iors4; similar results were found among sexually 
transmitted infection clinic patients who were ran-
domized to ACASI or IAQ.5 Studies of drug users 
generally have shown more reporting of sensitive 
behaviors to ACASI than IAQ.6–8

Use of CASI and ACASI systems has been in-
creasing internationally in diverse populations 
such as adolescents in Vietnam,9 Kenya,10 and 
India11; alcohol and drug users in Brazil12; women 
in Zimbabwe13 and Kenya14; urban market workers 
in China15; and community volunteers in China, 
India, Peru, Russia, and Zimbabwe.16 All of these 
studies compared reporting by ACASI to IAQ. 
Four found higher prevalence of sensitive behav-
iors among those using ACASI. Adolescents in 
Vietnam who were randomized to ACASI were 
more likely to report risky sexual practices than 
those who were randomized to IAQ.9 Adolescent 
girls in Kenya who were randomized to ACASI re-
ported significantly different sexual practices than 
girls who were randomized to IAQ.10 Drug users in 
Brazil who were randomized to ACASI were more 
likely to report multiple drug use and risky sexual 
behaviors compared to those who were random-
ized to IAQ.11 Finally, breastfeeding women in 
Kenya who were assigned to complete both ACASI 
and IAQ in a randomized crossover design were 
more likely to report sensitive behaviors such as 
less time breastfeeding or earlier introduction of 
complementary foods to ACASI.14

The other three studies found mixed results. In 
India, adolescent girls were more likely to under-
report sensitive sexual behaviors in ACASI than 
in IAQ. Adolescent boys’ responses depended 
upon the type of sexual behavior; some were over-
reported in ACASI compared to IAQ, some under-
reported, and some the same.11 In Zimbabwe, 76% 
of women had no differences between ACASI and 
IAQ responses.13 Urban market workers in China 
were more likely to report engaging in lifetime 
sexual intercourse during IAQ than ACASI, but 
there were no differences in the number of lifetime 
sexual partners or in responses to sexually trans-
mitted disease (STD)-related questions.15 Finally, in 
a multi-country comparison of computer-assisted 
personal interviewing and ACASI, concordance 
varied by country, although most participants’ 
responses did not differ by mode.16 In all of these 

studies, participants completed both ACASI and 
IAQ but were randomized to which they com-
pleted first.

Russia has the fastest growing HIV epidemic in 
Europe, with an estimated 940,000 infected since 
the mid 1990s.17 HIV transmission was initially 
predominantly through injection drug use18 but 
is spreading to the general population via sexual 
transmission.17,19 Given the importance of the HIV 
epidemic in Russia, further research about disease 
transmission in this country will require under-
standing the advantages and disadvantages of 
research methodologies assessing risky behaviors.

The objective of this study was to assess the 
agreement between responses obtained from 
ACASI and those obtained from face-to-face inter-
views in Russian participants who completed both 
interview modes. Specifically, our goal was to eval-
uate whether participants would be more likely 
to overreport desired behaviors and underreport 
undesirable behaviors in face-to-face interviews 
compared to ACASI. Given the awareness of past 
collection of personal information on individuals 
with detrimental consequences or incomplete pri-
vacy assurances in some Eastern European coun-
tries, it was hypothesized that the use of recording 
devices would not yield more revealing informa-
tion in the Russian setting. We compared responses 
to sexual and drug use behavior questionnaires 
collected as part of the Russian PREVENT Study 
(Partnership to Reduce the Epidemic Via Engage-
ment in Narcology Treatment).20

METHOD

Study Design and Participants

The Russian PREVENT study was a random-
ized controlled trial of men and women with 
alcohol and/or drug dependence recruited from 
two inpatient substance abuse treatment facilities 
(narcology hospitals) near St. Petersburg, Russia. 
Trained physician research associates approached 
patients after initial detoxification to assess eli-
gibility, offer participation, and conduct assess-
ments. Criteria for participant eligibility included 
the following: age 18 years and older, a primary 
diagnosis of alcohol or drug dependence, no al-
cohol and other abused substances for at least 48 
hours, reported unprotected anal or vaginal sex in 
the past 6 months, willing to undergo HIV testing 
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as per standard narcology hospital counseling and 
testing protocol or previously diagnosed as HIV 
infected, able to provide reliable contact informa-
tion including a home telephone number, and an 
address within 150 kilometers of St. Petersburg. 
Patients not fluent in Russian or with cognitive 
impairment based on the research associates’ clini-
cal judgment were excluded from the study. All 
participants provided written informed consent 
prior to enrollment in the study. The Institutional 
Review Boards of Boston Medical Center and St. 
Petersburg Pavlov State Medical University ap-
proved this study. PREVENT had 181 enrolled 
participants, but 1 person was missing ACASI 
responses and therefore was dropped from these 
analyses. The current analyses focus on data col-
lected at the baseline assessment.

Participant Assessment

Participant recruitment and follow-up occurred 
from October 2004 through December 2005. Base-
line assessments measured risk behaviors by IAQ 
and an ACASI system. Interviewers were blinded 
to intervention group. All interviews were con-
ducted in Russian, including those done by the 
ACASI system. Participants were compensated the 
equivalent of US $5 for the baseline assessment.

Instrument Design and Data Collection

Programmers at the Boston University School 
of Public Health Data Coordinating Center devel-
oped the ACASI system in Microsoft Access. Paper 
forms were created in English, translated into 
Russian by the Russian investigators, and back-
translated by the Data Coordinating Center. The 
audio track was recorded with a male and a female 
voice, and the participants were allowed to choose 
which they preferred. Participants completed both 
the IAQ and the ACASI on the same day. There was 
not a protocol for a consistent pattern to whether 
the ACASI or the IAQ occurred first.

Interventionists (two psychiatrists and a psy-
chologist trained in HIV and addiction) were 
trained to deliver the intervention by US collabora-
tors using a standard curriculum. The lead inter-
ventionist underwent an initial training in English 
in the United States. A subsequent 3-day training 
in St. Petersburg with simultaneous translation 
allowed multiple role-playing sessions to be ob-

served and critiqued by a behavioral psychologist 
on the US study team.

Questions about sex and drug risk behaviors 
came from the RESPECT study (has primary sex 
partner, has secondary sex partner, mean number 
of times unprotected vaginal sex with primary 
partner past 3 months, mean number of times 
unprotected vaginal sex with secondary partner 
past 3 months21) and the Risk Assessment Battery 
([RAB]; heterosexual, multiple sex partners past 
6 months, 4+ opposite sex partners past 6 months, 
same sex partner ever, buy sex, sell sex, used 
condoms past 6 months, unsafe drug use past 
6 months, shared needles past 6 months, mean 
Drug Risk Assessment score22). Questions on HIV 
disclosure, asked only of HIV-infected subjects, did 
not come from a specific instrument.

Statistical Analysis

Descriptive statistics such as means, medians, 
standard deviations, and proportions were used to 
describe the study population. Agreement between 
responses obtained from IAQ and ACASI was as-
sessed using the kappa statistic for dichotomous 
variables and the intraclass correlation coefficient 
(ICC) for continuous variables. We used the fol-
lowing guidelines to interpret values of kappa 
and ICC: <0.4, poor agreement; 0.4–0.75, moderate 
agreement; >0.75, excellent agreement.23 In addi-
tion, we compared participant responses from the 
two interview methods using McNemar’s test for 
paired dichotomous variables and the Wilcoxon 
signed rank test for paired continuous variables. 
Exact p values were used for McNemar’s test when 
the number of discordant pairs was <20. Additional 
exploratory analyses were conducted stratifying by 
drug diagnosis (yes vs. no) and HIV status (posi-
tive vs. negative). All analyses included only data 
collected at the baseline visit.

RESULTS

Study participants, described in Table 1, in-
cluded the following: 75% male, 94% high school 
graduates, 33% married, and 15% HIV infected. 
Responses to sex behavior questions by ACASI and 
IAQ are presented in Table 2. Of the 13 sex behavior 
questions, 10 out of 13 (77%) items (heterosexual, 
primary or secondary sex partners, multiple sex 
partners, 4+ opposite sex partners, same sex part-
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Table 1. Baseline characteristics of Russian narcol-
ogy patients from the PREVENT cohort (N = 180)

Characteristic

Median age, years (IQR)  30 (26–40)
Male 135 (75)
Employed full time  89 (49)
High school graduate 169 (94)
Married  60 (33)
Diagnosis
 Alcohol
 Heroin
 Alcohol and heroin

107 (59)
 58 (32)
 15 (8)

HIV infected  27 (15)

Note: Data are number (%) unless otherwise specified. IQR 
= interquartile range.

Table 2. Baseline sex behaviors reported by audio computer-assisted self-interviewing (ACASI) and 
interviewer-administered questionnaire (IAQ) interview modes from 180 Russian narcology patients

IAQ ACASI Agreementa

McNemar 
p value

Wilcoxon signed 
rank test p value

Heterosexual 96% 97% 0.95 0.56
Primary sex partner 79% 76% 0.86 0.02
Secondary sex partner 69% 67% 0.83 0.17
Multiple sex partners, past 6 months 69% 69% 0.91 0.71
4+ opposite sex partners, past 6 months 28% 26% 0.82 0.37
Same sex partner, ever  7%  9% 0.89 0.08
Buy sex 19% 19% 0.80 0.76
Sell sex  9% 12% 0.85 0.03
STDs, ever 43% 43% 0.90 0.74
Used condoms, past 6 months 60% 56% 0.80 0.06
Prior to this hospitalization, ever tested for 

HIV
89% 84% 0.59 0.03

Number of times unprotected vaginal sex 
with primary partner, past 3 months 
(n = 122b)

 Mean (SD)
 Median (IQR)

26.2 (23.7)
17.0 (8–39)

26.5 (23.6)
20.0 (8–40)

0.75 0.95

Number of times unprotected vaginal sex 
with secondary partner, past 3 months 
(n = 103b)

 Mean (SD)
 Median (IQR)

9.1 (12.2)
5.0 (1–10)

10.0 (14.7)
5.0 (2–10)

0.74 0.85

Note: STDs = sexually transmitted diseases; IQR = interquartile range.
aAgreement for categorical variables measured with the kappa statistic and for continuous variables with the intraclass correla-

tion coefficient.
bNumber of matched pairs with data for both questions.

ner, sex trade, any sexually transmitted diseases, 
any condom use) had excellent agreement (kappas 
0.80–0.95). Three out of 13 (23%) items (prior HIV 
testing and number of unprotected sex episodes 
with primary and secondary partners) had moder-
ate agreement (kappas/ICC 0.59–0.75).

The question “Prior to this hospitalization, have 
you ever been tested for HIV?” had a kappa sta-
tistic of 0.59. Of the 17 subjects with discordant 
responses on the ACASI and IAQ for this question, 
13 people (76%) responded “yes” in the ACASI 
and “no” in the IAQ and 4 people (24%) responded 
“no” in the ACASI and “yes” in the IAQ, a statisti-
cally significant finding (McNemar p < 0.03). The 
question “Do you have a primary sex partner?” 
had a kappa of 0.86, suggesting excellent agree-
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ment. Among the nine discordant responses for 
this question, eight people (89%) responded “yes” 
in the ACASI and “no” in the IAQ and one person 
(1%) responded “no” in the ACASI and “yes” in 
the IAQ. McNemar’s test was significant (p < 0.02), 
indicating that in instances of discordance par-
ticipants were more likely to respond affirmatively 
with the ACASI.

Responses to drug use behavior questions by 
ACASI and IAQ are presented in Table 3. All three 
of the responses, which pertained to unsafe drug 
use, needle sharing, and the Drug Risk Assess-
ment score, had excellent agreement (kappas/ICC 
0.94–0.97).

The 21 HIV-infected participants were asked 
about disclosure of their serostatus; the 159 HIV-
negative participants were not asked these ques-
tions (Table 4). Two (60%) questions had excellent 
agreement and three (40%) questions had moder-
ate agreement. Twenty participants (95%) had 
concordant responses to the ACASI and IAQ when 
asked if they had ever told anyone if they were 
HIV infected and if they had told family members 
of their serostatus. The question about disclosing 
to friends had a kappa statistic of 0.70. The ques-
tion about disclosing to any sexual partners in the 
past 6 months had a kappa statistic of 0.71. For 
each of the three discordant responses to these 
questions, participants responded “no” in the 
ACASI and “yes” in the IAQ. Finally, the question 
about disclosing to all sexual partners in the past 
6 months had a kappa statistic of 0.40 and a signifi-
cant McNemar’s test p value (p < 0.01). Among the 
seven discordant responses, each responded “no” 
in the ACASI and “yes” in the IAQ.

Table 3. Baseline drug use behaviors reported by audio computer-assisted self-interviewing (ACASI) and 
interviewer-administered questionnaire (IAQ) interview modes from 180 Russian narcology patients

IAQ ACASI Agreementa

McNemar 
p value

Wilcoxon signed 
rank test p value

Unsafe drug use, past 6 months (n = 178b) 30% 31% 0.97 0.16
Shared needles, past 6 months (n = 80b) 67% 70% 0.94 0.32
Drug Risk Assessment Score (n = 80b)
 Mean (SD)
 Median (IQR) 11.0 (7.2)

11 (4–17)
11.5 (6.9)
12 (5.5–17)

0.94 0.70

aAgreement for categorical variables measured with the kappa statistic and for continuous variables with the intraclass correla-
tion coefficient.

bNumber of matched pairs with data for both questions.

In secondary analyses stratified by drug diagno-
sis and HIV status, agreement between the two in-
terview modes appeared similar across subgroups 
(data not shown).

DISCUSSION

ACASI systems are used in research studies to 
improve truth telling concerning risky and poten-
tially stigmatized behaviors.2 ACASI has been used 
increasingly in recent years in HIV-related research 
studies in lieu of IAQ to improve privacy and re-
duce participants’ inclination to give socially desir-
able responses. Seven published studies performed 
outside the United States compared responses to 
ACASI versus IAQ. Three found increased report-
ing of socially undesirable or stigmatized behav-
iors via ACASI.9,10,12 These studies performed in 
Brazil, Vietnam, and Kenya compared the ACASI 
information to interview by randomizing par-
ticipants to one method or the other. Four found 
mixed results.11,13,14,15 In all of these studies, par-
ticipants completed both ACASI and IAQ but were 
randomized to which they completed first.

For the most part, no strong reporting bias in 
responses to sexual and drug behavior questions 
was observed based on assessment methodology 
in this study of Russians with alcohol and/or 
drug dependence. There was excellent agreement 
between responses from ACASI and IAQ for the 
majority of responses.

A moderate level of agreement was observed 
on some questions related to HIV testing overall 
and on serostatus disclosure among HIV-infected 
participants. All participants were asked, “Prior 
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Table 4. Baseline HIV disclosure behaviors reported by audio computer-assisted self-interviewing (ACASI) 
and interviewer-administered questionnaire (IAQ) interview modes.

IAQ ACASI Agreementa

McNemar 
test p value

Told anyone you are HIV infected 95% 95% 1.0 1.0
Disclosed HIV status to family 95% 95% 1.0 1.0
Disclosed HIV status to friends 62% 57% 0.70 0.56
Disclosed HIV status to any sex partners in past 6 months 67% 52% 0.71 0.08
Disclosed HIV status to all sex partners in past 6 months 43% 33% 0.40 <0.01

Note: Questions asked only of participants who tested positive for HIV (n = 21).
aAgreement measured with the kappa statistic.

to this hospitalization, have you ever been tested 
for HIV?” Participants with discordant responses 
were more likely to report “yes” to ACASI and 
“no” to the interviewer (McNemar p < 0.03). The 
HIV epidemic is of more recent onset in Russia 
compared to other countries. This area of discor-
dance between interview approaches may be due 
to perceived stigma of being HIV infected and 
increased willingness to report a private experi-
ence such as HIV testing to ACASI. Additionally, 
the 21 HIV-infected participants were asked ques-
tions about disclosing their serostatus. When asked 
about disclosing to any or all sexual partners in the 
past 6 months, discordant participants were more 
likely to report “yes” to the interviewer and “no” 
to the ACASI. This discordance may be due to 
overreporting desirable behaviors to interviewers 
or to increased willingness to report less desirable 
behaviors to ACASI.

Overall, however, we observed strong agree-
ment in the majority of items between the two 
interview modes. Two factors may explain this 
observation. The first is the study design, where 
participants completed both interview modes on 
the same day rather than being randomly assigned 
to a single interview mode. The participants, who 
already answered questions about their substance 
use and sexual behaviors to one mode of interview 
(IAQ or ACASI), may have provided consistent 
responses because they believed their answers 
would be compared.

A second factor is the potential perception of the 
study participants that computers do not ensure 
privacy. In Russia, databases with personal data on 
individual bank accounts, mobile phone numbers, 
passport information, and more are available for 
sale on the street. Many Russians do not believe 

that personal data reported to a computer and 
stored in the electronic form are more confiden-
tial and safer compared to paper form, especially 
because electronic information can be easily cop-
ied and distributed. In another study comparing 
ACASI and IAQ, only 23% of Russians responded 
“yes, absolutely” when asked whether the com-
puter ensures sufficient privacy compared to 40% 
of participants in China, India, and Peru.16 This 
finding may be indicative of a larger mistrust of 
computers in Russia. Assessing study participants’ 
preference of ACASI or IAQ would provide insight 
about use of this methodology in Russia.

In contrast to previous studies in the United 
States and other settings comparing ACASI and 
IAQ, this study observed generally strong agree-
ment between responses to the two interview 
modes. The ACASI does not appear to substan-
tially reduce reporting bias, compared to an IAQ, 
among inpatients in a substance abuse treatment 
facility in Russia. The advantages of advanced 
research techniques such as ACASI in one cultural 
setting may not be generalizable to other cultural 
settings. Based on this experience, the need to use 
the ACASI methodology in Russia for assessing 
risky behaviors is not compelling. Further studies 
utilizing a randomized controlled study design 
to compare responses from ACASI and IAQ in 
Russia would need to demonstrate a clear benefit 
of the ACASI methodology in order to make the 
case for these “advanced” methods to be utilized 
in Russia.
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ORIGINAL INVESTIGATION

Relations of Thyroid Function to Body Weight

Cross-sectional and Longitudinal Observations in a Community-Based Sample

Caroline S. Fox, MD, MPH; Michael J. Pencina, PhD; Ralph B. D’Agostino, PhD; Joanne M. Murabito, MD;
Ellen W. Seely, MD; Elizabeth N. Pearce, MD; Ramachandran S. Vasan, MD

Background: Overt hypothyroidism and hyperthyroid-
ismmaybeassociatedwithweightgainandloss.Weassessed
whethervariations in thyroid functionwithin the reference
(physiologic) range are associated with body weight.

Methods: Framingham Offspring Study participants
(n=2407) who attended 2 consecutive routine exami-
nations, were not receiving thyroid hormone therapy, and
had baseline serum thyrotropin (TSH) concentrations of
0.5 to 5.0 mIU/L and follow-up concentrations of 0.5 to
10.0 mIU/L were included in this study. Baseline TSH con-
centrations were related to body weight and body weight
change during 3.5 years of follow-up.

Results: At baseline, adjusted mean weight increased pro-
gressively from 64.5 to 70.2 kg in the lowest to highest TSH
concentration quartiles in women (P� .001 for trend), and
from 82.8 (lowest quartile) to 85.6 kg (highest quartile)

in men (P=.007 for trend). During 3.5 years of follow-up,
mean (SD) body weight increased by 1.5 (5.6) kg in women
and 1.0 (5.0) kg in men. Baseline TSH concentrations were
not associated with weight change during follow-up. How-
ever, an increase in TSH concentration at follow-up was
positively associated with weight gain in women (0.5-2.3
kg across increasing quartiles of TSH concentration change;
P� .001 for trend) and men (0.4-1.3 kg across quartiles of
TSH concentration change; P=.007 for trend).

Conclusions: Thyroid function (as assessed by serum
TSH concentration) within the reference range is asso-
ciated with body weight in both sexes. Our findings raise
the possibility that modest increases in serum TSH con-
centrations within the reference range may be associ-
ated with weight gain.

Arch Intern Med. 2008;168(6):587-592

O BESITY IS ASSOCIATED WITH

an increased risk for dia-
betes,1-3 vascular dis-
ease,4 all-cause mortal-
ity,5 and cancer.6 The

prevalence of obesity has increased sub-
stantially in the United States,7,8 suggest-
ing a need to understand risk factors for
weight gain. There are multiple known pre-
dictors of obesity and weight gain, includ-
ing a low level of physical activity,9 in-
creased caloric intake,10 parity,11 smoking
cessation,11 inflammation,12 depression,13

and genetic factors.14 In addition, meta-
bolic factors are associated with body
weight, including biomarkers of adiposity

(adipocytokines)15 and a lower resting meta-
bolic rate.16 In this context, it is notewor-
thy that thyroid dysfunction is well recog-
nized as a cause of weight change. Weight
loss is a frequent manifestation of hyper-
thyroidism, and hyperthyroid patients who
are treated adequately gain nearly 4 kg/y.17

Conversely, weight gain is a common com-

plaint in patients with hypothyroidism, and
treatment with thyroid hormone is associ-
ated with modest weight loss.18

However, trials of subclinical hypothy-
roidism have not resulted in significant
weight loss,18,19 raising the question of
whether body weight varies with variation
in thyroid function within the reference
(physiologic) range. Some studies have re-
lated thyroid function and body weight in
small, selected samples of obese individu-
als20,21 or those with thyroid disease.22

Some,20,21 but not all,22 have reported an as-
sociationbetweenthyroidfunctionandbody
weight. Although variation in thyroid func-
tion within the reference range has been re-
lated to weight change in population-
basedsamples,prior studieswere limitedby
the use of self-reported weight gain23 and
the lack of an adequate control for baseline
weight24 (a known risk factor for weight
gain25) in multivariable analyses. Thus, it is
not known whether variation in thyroid
function within the reference range is as-
sociatedwithbodyweight,orwhethersubtle
changes in thyroid function are associated
with changes in weight over time. In this
study, we determined the relations be-
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tween thyroid function, as assessed by measurement of se-
rum thyrotropin (TSH) concentrations, and body weight
and weight change in a large community-based cohort. We
hypothesized, based on knowledge of the fundamental role
of thyroid hormone in regulating metabolism, that higher
levels of serum TSH within the reference range may be as-
sociated with lesser degrees of thyroid hormone activity,
and consequently with greater cross-sectional body weight.
Furthermore, we postulated that incremental changes in
serumTSHconcentrationsover timemaybeassociatedwith
longitudinal weight gain.

METHODS

STUDY SAMPLE

Participants for this study were drawn from the Framingham
Heart Study. Beginning in 1948, 5209 men and women aged
28 to 62 years were enrolled.19 Offspring of the original cohort
and their spouses (n=5124) were enrolled in the Offspring Study
cohort starting in 1971. The selection criteria and design of the
Offspring Study have been described previously.26,27 The study
sample for the present study consisted of 3583 Offspring Study
cohort participants who attended the third (baseline; 1983-
1987) and fourth (follow-up; 1987-1991) examinations. Of these,
2407 were available for the final analyses after the following ex-
clusions: use of thyroid hormone therapy at baseline (n=121)
and at follow-up (n=40); missing covariates (n=92); missing se-
rum TSH values (n=736); serum TSH concentration of less than
0.5 mIU/L (n=52) or higher than 5.0 mIU/L at baseline (n=108);
or serum TSH concentrations of less than 0.5 mIU/L (n=20) or
higher than 10.0 mIU/L at follow-up (n=7). Eligibility thresh-
olds based on serum TSH values were slightly more liberal at the
follow-up examination to ensure inclusion of participants who
had moderate changes in serum TSH concentrations over time.
The participants with available serum TSH values were similar
to those with missing values with respect to body weight and
body mass index. More women than men had missing TSH val-
ues (24.5% vs 19.7%; P� .001). Men with missing serum TSH
values were slightly older than men with serum TSH values (51.0
vs 48.0 years; P� .001); there were no differences among women.

SERUM TSH ASSAY

Concentrations of TSH were measured on fasting morning
samples using a chemoluminescence assay (London Diagnos-
tics, Eden Prairie, Minnesota) with a lower limit of detection
of 0.01 mIU/L. The interassay coefficients of variation were 5%
(at 1 mIU/L) and 11% (at 0.04 mIU/L) as previously de-
scribed.28 Serum-free thyroxine levels were not measured.

RISK FACTOR ASSESSMENT

At each examination, weight was measured to the nearest pound
with the participant wearing only a gown without shoes or slip-
pers and standing in the middle of the scale (Detecto scale;
Worchester Scale Co Inc, Webb City, Massachusetts) with the
weight equally distributed on both feet. The scale is calibrated
with a 22.5-kg weight monthly and professionally calibrated
annually. Smoking status was defined by tobacco use in the year
preceding the examination. For longitudinal analyses, the fol-
lowing 3-level smoking variable was defined: never, current,
or quit in the interim. Women were considered to be post-
menopausal if their menstrual periods had stopped for at least
1 year; a separate 3-level variable was constructed for base-
line, interim, or no menopause for longitudinal analyses.

STATISTICAL ANALYSIS

We decided a priori to perform all analyses separately in men and
women because of the well-known differences in thyroid dis-
ease prevalence in women compared with men.29 Our TSH assay
varied over time; therefore, statistical calibration to the Third Na-
tional Health and Nutrition Examination Survey (NHANES III)
data29 was carried out using log-normal transformations within
sex-specific age groups. Briefly, we divided women and men in
our sample into 5-year age groups (30-34, 35-39, 40-44, etc) and
standardized their log-transformed values within each group. Then
we imposed NHANES III–based means, medians, and standard
deviations corresponding to the log-transformed values. This was
achieved by first multiplying the log-transformed standardized
values by the standard deviation of the log-transformed log-
normal variable calculated as

where µ and � denote the NHANES III–based log-normal means
and standard deviations and � is the shift variable calculated using
the NHANES III–based median, minimum, and maximum:

(Minimum�Maximum−Median Squared)/
(Minimum�Maximum−2 �Median)

and adding the corresponding mean calculated as

The resulting number was then exponentiated and a shift pa-
rameter � was added to obtain the final value. This method pre-
served not only the age-group and sex-specific means and stan-
dard deviations but also the medians.

We analyzed TSH concentrations as a continuous variable and
as quartiles. When used as a continuous variable, TSH concen-
tration was natural logarithmically transformed because of its
skewed distribution; results are presented as weight change per
1-unit increase in log TSH concentration. To formally test for dif-
ferences between women and men, we pooled the sexes and fit a
sex interaction term in the multivariable models on sex-
standardized weight. For quartile-based analyses, we examined
sex-specific quartiles of serum TSH concentrations in relation to
weight and weight change. Continuous and quartile-based analy-
ses of TSH concentrations consisted of the following 3 models:

1. Cross-sectional association of serum TSH concentra-
tions and body weight at the baseline examination using mul-
tivariable linear regression models, adjusting for age, smok-
ing, and menopausal status.

2. Relations of baseline serum TSH concentrations to the
longitudinal change in body weight at follow-up, adjusting for
age, 3-level smoking status, 3-level menopause status, and base-
line weight using multivariable linear regression.

3. Sex-specific association between change in serum TSH
concentration and change in body weight at follow-up, adjust-
ing for age, 3-level smoking status, 3-level menopause status,
and baseline weight using multivariable linear regression.

Secondary analyses were performed to determine whether par-
ticipants in the highest decile of weight change were more likely
to have elevated serum TSH values at follow-up compared with
the rest of the sample. For these analyses, we relaxed our eligi-
bility criteria to permit inclusion of participants regardless of their
serum TSH value to increase the clinical relevance; however, par-
ticipants reporting use of thyroid hormone therapy were not in-
cluded because we were unable to assess recent medication
changes. Two sex-specific analyses were performed, adjusting only
for age: determination of the log-transformed mean serum TSH

√log[(σ/µ − λ)2 + 1],

log[(µ − λ)2/√σ2 + (µ − λ)2].
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concentration at follow-up in participants in the upper decile of
weight change at follow-up compared with the remainder of the
sample; and determination of the odds ratio of having a serum
TSH concentration higher than 5.0 mIU/L among participants in
the upper decile of weight change at follow-up compared with
the participants in the lower 9 deciles.

For all analyses, a 2-tailed P� .05 was considered signifi-
cant. We used SAS, version 9.1 statistical software to perform
all computations.30

RESULTS

Overall, data for 1117 women and 1290 men were avail-
able for analysis. The average interval between the base-
line and follow-up examinations was 3.5 years. The
women weighed an average of 66.6 kg at the baseline ex-
amination and 68.0 kg at follow-up (Table). The men
weighed an average of 84.1 kg at baseline and 85.1 kg at
follow-up. The prevalence of obesity at baseline was
14.3%. The mean baseline serum TSH concentration was
1.91 mIU/L in women and 1.70 mIU/L in men.

CROSS-SECTIONAL RELATIONS OF BASELINE
SERUM TSH CONCENTRATIONS

AND BODY WEIGHT

In analyses modeling TSH concentration as a continu-
ous variable, an increase of 1 U of log TSH concentra-
tion was associated with a 4.2-kg greater weight in women
(P� .001) and 1.9-kg greater weight in men (P=.01); the
sex interaction term was of borderline statistical signifi-
cance (P=.07). In quartile-based analyses, there was a
similar strong and graded positive relation between in-
creasing quartiles of serum TSH concentrations and higher
body weight at baseline. Women with the lowest quar-
tile of TSH concentration had a mean weight of 64.5 (95%
confidence interval [CI], 62.9-66.1) kg, whereas women
in the highest quartile of TSH concentration had a mean
weight of 70.2 (95% CI, 68.5-71.8) kg (Figure1; P� .001
for trend). Men in the lowest quartile of TSH concentra-
tion had a mean weight of 82.8 (95% CI, 81.4-84.2) kg,
whereas those in the highest quartile had a mean weight
of 85.6 (95% CI, 84.2-86.9) kg (P=.007 for trend).

BASELINE SERUM TSH CONCENTRATION
AND WEIGHT CHANGE AT FOLLOW-UP

There was no relation between log TSH concentration
(modeled as a continuous variable) and weight change
during follow-up in women (P=.25) or men (P=.90), and
no sex interaction was observed (P=.33 for the interac-
tion term). In the quartile-based analysis, baseline se-
rum TSH concentration was not related to weight change
during the 3.5 years of follow-up in either sex (Figure2).

CHANGE IN SERUM TSH CONCENTRATION
AND WEIGHT CHANGE AT FOLLOW-UP

At follow-up, the changes in serum TSH concentrations
(�TSH) ranged from −2.45 to 7.49 mIU/L in women and
−3.02 to 6.79 mIU/L in men. In women, weight in-
creased by 2.3 kg for every 1-unit increment in log TSH
concentrations in women (P� .001) and by 1.1 kg in men

(P=.002); the sex interaction term was of borderline sig-
nificance (P=.049). When the analyses were limited to
those with a TSH concentration of less than 5 mIU/L at
follow-up, resulting in the exclusion of an additional 15
men and 16 women, results were minimally attenuated:
weight increased by 1.9 kg per every 1-unit increase in
log TSH concentration (P� .001) in women and by 1.0
kg per every 1-unit increase in log TSH concentration
(P=.007) in men. In the quartile-based analysis, there was
a strong, graded positive relation between �TSH con-
centration and weight change (Figure 3); the mean
weight change increased from 0.5 kg in the lowest quar-
tile of �TSH concentration to 2.3 kg in the highest quar-
tile (P� .001 for trend) in women, and from 0.4 kg in
the lowest quartile of �TSH concentration to 1.3 kg in
the highest quartile (P=.007 for trend) in men. When
serum TSH concentration at follow-up was limited to a
serum TSH concentration of less than 5.0 mIU/L, the re-
sults were not materially changed (data not shown).

UPPER DECILE OF WEIGHT CHANGE OVER TIME
AND SERUM TSH CONCENTRATION

AT FOLLOW-UP

In a secondary analysis of participants at follow-up, in-
cluding those with abnormal serum TSH values who were
not taking thyroid hormone therapy (n=2632), we com-
pared the participants in the upper decile of weight change
(from baseline to follow-up) with the rest of the group.
In women, those in the upper decile of weight change
(n=130) gained a mean of 12.0 (range, 7.7-48.2) kg; the
mean serum TSH concentration in this group at fol-
low-up was 2.86 mIU/L, compared with 2.41 mIU/L in
the rest of the sample. After adjustment for age, the dif-

Table. Characteristics of Study Sample at Baseline
and Follow-upa

Characteristic
Women

(n = 1117)
Men

(n = 1290)

Baseline
Age, y 48 (10) 48 (10)
Weight, kg 66.6 (13.6) 84.1 (12.5)
BMI 25.3 (5.1) 27.2 (3.6)
Serum TSH concentration, mIU/Lb 1.91 (0.88) 1.70 (0.79)
Current smoking, % 30 28
Postmenopausal, % 50

Follow-up
Weight, kg 68.0 (14.5) 85.1 (13.0)
Weight change, kg 1.5 (5.6) 1.0 (5.0)
BMI 26.0 (5.4) 27.7 (3.8)
Serum TSH concentration, mIU/L 1.96 (1.04) 1.83 (0.96)
Serum TSH change, mIU/Lc 0.06 (0.86) 0.13 (0.81)
Current smoking, % 25 24
Postmenopausal, % 59

Abbreviations: BMI, body mass index (calculated as weight in kilograms
divided by height in meters squared); TSH, thyrotropin.

aUnless otherwise indicated, data are expressed as mean (SD).
bThe 25th, 50th, and 75th percentiles of serum TSH concentrations

among women were 1.21, 1.76, and 2.44 mIU/L, respectively; among men,
1.13, 1.53, and 2.09 mIU/L, respectively.

cThe 25th, 50th, and 75th percentiles of change in serum TSH
concentrations among women were −0.34, 0.02, and 0.42 mIU/L,
respectively; among men, −0.29, 0.09, and 0.46 mIU/L, respectively.
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ference in log serum TSH concentration was higher among
women who gained more weight (P=.02). More women
in the highest decile of weight change had elevated TSH
concentrations at follow-up (serum TSH concentration,
�5.0 mIU/L) compared with the rest of the sample (9.2%
vs 5.7%), although this difference was of borderline sta-
tistical significance (P=.06). In men, the mean serum TSH
concentration among those in the highest decile of weight
change was 1.87 mIU/L (mean weight change, 9.6 [range,
6.8-21.8] kg) compared with 2.04 mIU/L in the rest of
the sample (P=.64). In men, 2.2% of those in the high-
est decile of weight change had a serum TSH concentra-

tion higher than 5.0 mIU/L at follow-up compared with
2.7% of the remainder of the sample (P=.80).

COMMENT

PRINCIPAL FINDINGS

In our community-based sample of participants with thy-
roid function within the reference range, we observed that
the baseline serum TSH concentration was strongly and
linearly associated with cross-sectional weight in women
and men. During 3.5 years of follow-up, baseline serum
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Figure 1. Mean (SE) multivariable-adjusted body weight according to the quartile of serum thyrotropin (TSH) concentration at baseline among women (A) and
men (B), adjusted for age, smoking status, and menopausal status (in women). Error bars represent standard error. The quartiles of TSH concentrations for men
and women are given in the footnote to the Table.
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TSH concentrations were not associated with change in
weight. However, change in serum TSH concentrations
over time (within the reference range) was strongly and
linearly associated with weight gain. Models analyzing
TSH concentration as a continuous variable yielded re-
sults consistent with quartile-based models.

COMPARISON WITH PREVIOUS STUDIES

Data on the association of thyroid function within the range
of normal variation and body weight are limited. Patients
with overt hypothyroidism lose weight when treated,18 and
patients with hyperthyroidism gain weight when treated.17,31

Among patients with subclinical hypothyroidism, thy-
roid hormone therapy has not resulted in significant weight
loss.18,19 However, these studies have been limited by small
sample sizes and short follow-up.

Therehavebeenfewstudiesof thyroidfunctionandbody
weight among individuals with normal thyroid function.
ADanishstudy27 foundthefollowingpositivecross-sectional
association between body mass index and serum TSH con-
centration:betweenthe lowestandhighestquintilesofTSH
values, body weight differed by 5.5 kg. A direct compari-
sonof these findingsandour results isnotpossiblebecause
these investigators performed sex-pooled analyses and in-
cludedserumTSHvaluesaboveandbelowtheacceptedref-
erence range. Nonetheless, the results are consistent, lend-
ing support to the notion that thyroid function may be an
important determinant of body weight. Among 6164 par-
ticipants fromtheTromsoStudy,womenbutnotmenwere
found to have an association between change in TSH val-
ues and body mass index.24 During 7 years of follow-up,
changes inTSHconcentrationwereassociatedwithchanges
in body weight in sex-pooled analyses; sex-specific analy-
ses were not significant. However, baseline weight was not
accounted for in these analyses, a notable limitation given
the strong cross-sectional association between weight and
TSH concentration. Our data add the important findings
that change in serum TSH concentrations over time may
be associated with change in body weight, and we extend
these findings to women and men after adjustment for sev-
eral potential important confounders.

POTENTIAL MECHANISMS

There are multiple potential explanations for our findings.
There is a well-known association between energy expen-
diture, thermogenesis, and thyroid function.32 Lower se-
rumtriiodothyronineconcentrations(associatedwithhigher
serumTSHconcentrations)wereassociatedwithdecreased
restingmetabolic rate inpostobese individuals.33 Ina study
ofhypothyroidpatients receiving long-termtreatmentwith
thyroid hormone in whom the dose was varied so as to re-
sult inserumTSHconcentrationsof0.1to10.0mIU/L, there
was a strong inverse association between increases in se-
rumTSHconcentrationanddecreases in restingenergyex-
penditure (by as much as 15%).34 The authors estimated
thatthisdifferencecouldresult inanexpenditureofapproxi-
mately 75 to 150 kcal/d, which could result in significant
weightgainover time;unfortunately concomitant changes
in weight were not reported. Given that low resting energy
expenditure is associated with subsequent weight gain,16

thisobservationprovidesaplausiblemechanismfor theas-
sociationofchange inserumTSHconcentrationandweight
gain over time.

It is intriguing that baseline serum TSH concentra-
tions were strongly associated with baseline body weight,
but not with change in body weight over time. Only when
the serum TSH concentration increased over time did we
find an association with increasing body weight. This find-
ing suggests the possibility of an intrinsic body weight set
point that may maintain individuals at a given body weight.
Only when there is a slight perturbation in metabolism,
as detected by an increase in serum TSH concentration,
is an association observed with weight gain.

Our results were stronger in women, although we ob-
served relations similar in directionality in men but with
smaller effect sizes. We believe that these sex-related dif-
ferences in the associations between serum TSH concen-
tration and body weight are probably not related to statis-
tical power; we estimated that we had 92% power to detect
in men an effect size similar to that observed in women.
Other explanations for our sex-specific findings may be re-
lated to the differential effects of thyroid function on body
weight and metabolism in women vs men. Fat oxidation
is higher in men compared with women35; whether this is
mediated in part through thyroid function is unknown. The
preponderance of thyroid disease in women29 suggests a
differential effect of thyroid pathophysiologic mecha-
nisms in men compared with women.

STRENGTHS AND LIMITATIONS

Thestrengthsofour study includeawell-characterized, large
community-based sample. We excluded participants with
serum TSH values outside the range considered physi-
ologic. We had well-characterized covariate data, en-
abling us to perform multivariable-adjusted analyses. Study
limitations include the observational design, so we can-
not infer causality. Indeed, one might question whether
weight gain may cause increases in serum TSH concentra-
tions. However, in a study of subjects admitted to a meta-
bolic ward, those who lost 10% of their body weight had a
decline in serum TSH concentrations from 3. 1 to 2.4 mIU/L,
whereas those who gained 10% of their body weight had
no change in serum TSH concentration.36 Thus, it is un-
likely that the increases in serum TSH concentration in our
study are due to weight gain alone. An additional limita-
tion of our study is that we did not measure free thyroxine
levels. Nonetheless, serum TSH concentrations are gener-
ally considered to be the most sensitive marker of thyroid
function. In our community-based sample, it is unlikely
that other rare causes of hypothyroidism are driving the
associations observed. Our sample was nearly entirely white,
and our results may not be generalizable to other ethnic
groups. Finally, we were unable to account for other co-
variates known to be associated with body weight and
weight change, including diet and physical activity.

CLINICAL IMPLICATIONS

The identification of change in thyroid function as a risk
factor for weight gain might help guide research into the
identification, prevention, and treatment of individuals at
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risk for the development of excess adiposity.37 Confirma-
tion of our findings in other samples is warranted, and in
particular more longitudinal studies are warranted. We at-
tempted to answer the clinical question of whether de-
rangements in thyroid function are present in community-
dwelling individuals who gain excess amounts of body
weight. In doing so, we found that mean serum TSH con-
centrations were higher among women in the upper decile
of weight change, and that these women were at nonsig-
nificantly increased odds of having serum TSH concen-
trations higher than 5.0 mIU/L. Therefore, abnormalities
in thyroid function may play a small role in significant
weight gain among women in an unselected sample.

In conclusion, thyroid function (as assessed by se-
rum TSH concentrations) within the reference range is
associated with body weight in both sexes. Our findings
raise the possibility that modest increases in serum TSH
concentrations within the reference (physiologic) range
may be associated with weight gain.
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BACKGROUND. Patient, provider, and systems barriers contribute to delays in can-

cer care, a lower quality of care, and poorer outcomes in vulnerable populations,

including low-income, underinsured, and racial/ethnic minority populations.

Patient navigation is emerging as an intervention to address this problem, but

navigation requires a clear definition and a rigorous testing of its effectiveness.

Pilot programs have provided some evidence of benefit, but have been limited by

evaluation of single-site interventions and varying definitions of navigation. To

overcome these limitations, a 9-site National Cancer Institute Patient Navigation

Research Program (PNRP) was initiated.

METHODS. The PNRP is charged with designing, implementing, and evaluating a

generalizable patient navigation program targeting vulnerable populations.

Through a formal committee structure, the PNRP has developed a definition of

patient navigation and metrics to assess the process and outcomes of patient

navigation in diverse settings, compared with concurrent continuous control

groups.

RESULTS. The PNRP defines patient navigation as support and guidance offered

to vulnerable persons with abnormal cancer screening or a cancer diagnosis,

with the goal of overcoming barriers to timely, quality care. Primary outcomes of

the PNRP are 1) time to diagnostic resolution; 2) time to initiation of cancer

treatment; 3) patient satisfaction with care; and 4) cost effectiveness, for breast,

cervical, colon/rectum, and/or prostate cancer.

CONCLUSIONS. The metrics to assess the processes and outcomes of patient navi-

gation have been developed for the NCI-sponsored PNRP. If the metrics are

found to be valid and reliable, they may prove useful to other investigators.
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I n recent decades, advances in screening and treat

ment have resulted in improved cancer outcomes.1

However, disparities in cancer outcomes according to

race and income continue.2-4 A recent focus in can-

cer research has been to understand the social, eco-

nomic, cultural, behavioral, and systems barriers to

receiving comprehensive cancer care in a timely

fashion and to eliminate these persistent dispari-

ties.5-7 Patient navigation represents 1 proposed rem-

edy for disparities in cancer outcomes by intervening

to address these barriers to care.8 Several uncon-

trolled studies and small single-site trials have sug-

gested that patient navigation may improve cancer

outcomes.9-11

Patient navigation has been defined as the logistic

and emotional support needed to achieve the comple-

tion of diagnostic and treatment care. Individuals pre-

viously identified as case managers, patient advocates,

community health workers, and schedule coordinators

are now being placed under the umbrella of ‘patient

navigation.’ Although the concepts of patient naviga-

tion can be used for multiple chronic and acute dis-

eases,12 the lack of a common nomenclature with

clearly defined job responsibilities makes comparison

of different navigator models difficult.

Before patient navigation can be extended as a

standard of cancer care, empiric evidence of its benefit

and cost-effectiveness must be demonstrated. To our

knowledge to date, there are no acceptedmeasures of ei-

ther the navigation process or its clinical and economic

outcomes. The development and dissemination of pro-

cess and outcomemeasures will allow communities and

researchers to evaluate the results of these programs.

To our knowledge the Patient Navigation

Research Program (PNRP) sponsored by the National

Cancer Institute’s (NCI) Center to Reduce Cancer

Health Disparities (CRHCD) is the first multicenter

program to examine the role and benefits of patient

navigation. To achieve this aim, the Steering Com-

mittee of the PNRP developed a definition of patient

navigation and a series of common measures to

assess outcomes of care with patient navigation. We

present herein the definitions and measures devel-

oped to assess the benefits of patient navigation.

MATERIALS AND METHODS
Overview of Program
Funded through the NCI with additional support

from the American Cancer Society and the Avon

Foundation, the PNRP is a cooperative effort of 9

sites across the US. Target communities include

racial and ethnic minorities and those of low socio-

economic status who have either abnormal cancer

screening or an incident diagnosis of breast, cervical,

colorectal, or prostate cancer. Investigators in each

site will assess the outcomes in a group of patients

receiving patient navigation, compared with a con-

current control group without navigation.

Definition of Navigation and Role of Navigators
The working definition of patient navigation was pro-

vided by the NCI’s CRHCD in their request for appli-

cations.13 In this definition, patient navigation refers

to the support and guidance offered to persons with

abnormal cancer screening or a new cancer diagno-

sis in accessing the cancer care system; overcoming

barriers; and facilitating timely, quality care provided

in a culturally sensitive manner. Patient navigation is

intended to target those who are most at risk for

delays in care, including racial and ethnic minorities

and those from low-income populations. Further-

more, patient navigation targets specific timepoints

in the cancer care continuum; we operationally

define patient navigation as starting at the time of an

abnormal screening result and ending at the deter-

mination that the screening test was a false-positive

or, for those individuals with a new cancer diagnosis,

continuing through the completion of cancer treat-

ment. The goal of patient navigation is to facilitate

timely access to quality cancer care that meets cul-

tural needs and standards of care for all patients.

Examples of navigation services include: arranging

various forms of financial support, arranging for

transportation to and childcare during scheduled

appointments, identifying and scheduling appoint-

ments with culturally sensitive caregivers, coordinat-

ing care among providers, arranging for interpreter

services, ensuring coordination of services among

medical personnel, ensuring that medical records are

available at each scheduled appointment, and provid-

ing other services to overcome access barriers encoun-

tered during the cancer care process including linkage

to community resources. Navigators work to address

health literacy and to train patients to advocate for

themselves in the healthcare system. They are also

trained to provide emotional support to patients dur-

ing this stressful period. Navigators may also identify

systems issues that serve as barriers to many patients,

and work toward reducing the complexity to the

patient of the multidisciplinary approach to care.

The concept of patient navigation is based on

the care management or case management model,

which has 4 components.14 The first is case identifi-

cation, which is a systematic approach to the identi-

fication of those individuals with abnormal cancer

screening in need of follow-up care or incident can-

cers. The second is identifying individual barriers to
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receiving care. Navigators contact patients and elicit

information regarding the barriers to completion of

recommended care. The third is developing an indi-

vidualized plan to address the barriers that are iden-

tified. The fourth is tracking, which is a systematic

method of following each case through resolution of

the problem. In the case of cancer navigation, this is

to resolution of a diagnostic evaluation when a

benign condition is diagnosed or follow-up to the

completion of primary therapy when a cancer or pre-

malignant condition is diagnosed.

The navigator will focus on assisting patients

and coordinating care of the patients among provi-

ders, community, and the patients and their families.

Given that patient navigators are working primarily

with racial/ethnic minority and low-income patients,

cultural competence is a key feature. Cultural and

linguistic competence is a set of congruent beha-

viors, attitudes, and policies that enable effective

work in cross-cultural situations.15

PNRP sites vary in the prior training, skill sets,

and educational background of navigators and in-

clude lay community peers, health educators and

advocates, medical assistants, social workers, and

nurses. The study has set a minimum requirement of

a high school diploma or General Education

Diploma. In an effort to achieve a core set of knowl-

edge, skills, and competencies across navigators, a

standardized training has been developed. The curri-

culum focuses on basic information regarding cancer

and its diagnosis and treatment, professionalism,

understanding barriers to care, communication skills,

cultural competency, ethical conduct of human sub-

jects research, and developing a local network of

resources to support patients.16

Cancers of Interest
The PNRP program chose breast, cervical, colorectal,

and prostate cancer for several reasons. Each is pre-

valent, particularly in low-income populations,

accounts for significant morbidity and mortality, and

there exists evidence of racial and ethnic outcome

disparities.2 For these cancers, there is a commonly

used screening test and evidence of better outcomes

with earlier-stage disease for cervical, breast, and col-

orectal cancer,17,18 with trials under way to assess the

benefits of prostate cancer screening.19 Each of the 9

sites is addressing 1 or more of the cancers in speci-

fic underserved populations (Table 1).

Definition of Metrics and Methods
Key variables necessary to answer the primary out-

come questions were required of all sites and form

the minimal or ‘common’ dataset for all sites to col-

lect. Multiple secondary analyses and subquestions

have emerged. As each of these questions arose,

common metrics were chosen for these additional

‘optimal’ elements, so that the sites collecting this

additional information could pool their data for anal-

yses of secondary outcomes and research questions.

Metrics were developed by use of those guidelines

that exist within the medical literature or by consen-

sus of the steering committee. The National Com-

prehensive Cancer Network (NCCN) guidelines

formed the major focus of the clinical guidelines on

management for both screening abnormalities and

diagnostic management decisions.20-23 The steering

committee also reviews relevant changes in guide-

lines during the course of the study.24

TABLE 1
Cancer Type and Populations Studied by National Site–NCI Patient Navigation Program

National Site

Cancer Type Populations Addressed

Breast Cervical Colorectal Prostate

African

American Hispanic Asian

American Indian/

Native Alaskan

Boston University Medical Center X X X X X

Denver Health and Hospital Authority X X X X X X X

H. Lee Moffitt Cancer Center X X X X

Northwest Portland Area Indian Health Board X X X X X

Northwestern University X X X X

University of Illinois/Access Community Health Network X X X X

George Washington University X X X

Ohio State University X X X X X

University of Rochester School of Medicine and Dentistry X X X

University of Texas Health Science Center X X X X

NCI indicates National Cancer Institute.
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Eligibility and Exclusion Criteria
Table 2 lists the screening abnormalities and diag-

nostic categories eligible for inclusion into the study.

For each cancer, abnormal findings on screening stu-

dies that require additional testing are included. For

each disease, clinical findings suspicious for cancer,

for example, a breast mass, rectal bleeding, or suspi-

cious cervical lesions that result in referral to a

disease specialist, will also serve as entry criteria.

Lastly, a patient can enroll if presenting with a

cancer diagnosis without prior treatment.

Exclusion criteria included a prior history of can-

cer other than nonmelanoma skin cancer, because

patients who have already experienced the multidisci-

plinary complexity of cancer treatment may be more

likely to be able to navigate the system. Patients with

prior abnormal cancer screenings but without a can-

cer diagnosis are eligible. Patients who have received

patient navigation for a cancer screening abnormality

are excluded because the benefits of their prior navi-

gation may confound the current intervention.

Patients who have experience with case coordination

for another disease process, such as mental health or

diabetes care management, are not excluded; however,

information regarding their prior care coordination

will be collected. Women who are pregnant at study

entry are excluded because delays in care influenced

by pregnancy status, such as postponing cervical

biopsy for cervical lesions until after delivery, will

confound comparisons of the course of follow-up care.

TABLE 2
Patient Navigation Research Program Eligibility Criteria

Cancer Site Test Abnormality

Breast screening

abnormality

Clinical breast examination � Breast mass

� Clinical finding suspicious for cancer

Screening mammogram � BIRADS 0, 3, 4, 5

Screening ultrasound � BIRADS 0, 3, 4, 5

Screening MRI � BIRADS 0, 3, 4, 5

Breast cancer Pathology � DCIS

� Invasive cancer

Cervical screening

abnormality

Cytology � LGSIL*

� HGSIL

� ASCUS, HPV positive*

� ASCUS, no HPV testing*

� AGUS

Clinical examination � Suspicious abnormality

Cervical cancer and

precancerous lesions

Pathology � CIN2

� CIN3

� CIS

� Invasive cervical cancer

Colorectal screening

abnormality

Clinical history and

examination

� Blood in stool or rectal bleeding in patient aged �30 y

� Rectal mass

FOBT � Positive

Sigmoidoscopy or

colonoscopy

� Polyp

� Space–occupying lesion

Double-cntrast barium enema � Space–occupying lesion

Virtual colonoscopy � Space–occupying lesion

Colorectal cancer Pathology � CIS

� Invasive cancer

Prostate screening

abnormality

Clinical examination � Prostate induration

� Prostate nodule

� Prostate asymmetry

PSA � Abnormal PSA

� Abnormal PSA velocity

Prostate cancer Pathology � PIN or CIS

� Invasive cancer

BIRADS indicates Breast Imaging Reporting and Data System; MRI, magnetic resonance imaging; DCIS, ductal carcinoma in situ; LGSIL, low-grade squamous

intraepithelial lesion; HGSIL, high-grade squamous intrapeithelial lesion; ASCUS, atypical cells of undetermined significance; HPV, human papillomavirus;

AGUS, atypical glandular cells of undetermined significance; CIN2, cervical intraepithelial lesion of type 2; CIN3, CIN of type 3; CIS, carcinoma is situ; FOBT,

fecal occult blood test; PSA, prostate-specific antigen; PIN, prostatic intraepithelial neoplasia.

*For women aged �21 years.
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Methods of Case and Control Allocation
The issue of allocating subjects to intervention versus

control arms for an intervention that appears intui-

tively beneficial has ethical considerations. However,

none of the sites in the program had pre-existing

navigation services, nor were there other resources

available for navigation; therefore, the control groups

were not denied a service that would otherwise be

available to them. Each site has developed a method

of allocation of cases and controls to address scien-

tific rigor and logistic needs of working with commu-

nity partners, within the context of these ethical

concerns, and all were approved by their Institutional

Review Board (IRB). Several sites will conduct rando-

mized clinical trials, with randomization at the indi-

vidual level at each site. Some sites have reported

community concerns about not providing all eligible

patients the opportunity for entry into the navigation

arm, and several sites have expressed concern about

contamination when attempting individual randomi-

zation. Several sites that are recruiting from multiple

community healthcare centers have opted to ran-

domize each clinical site to either case or control sta-

tus as a way to address the above concerns. One site,

in response to community concerns and buy-in for

the project, has allocated each site as a navigation

site for 1 type of cancer and control status for

another cancer. Some sites have provided a minimal

education intervention to the control arm, to facili-

tate buy-in from providers and subjects.

Primary Outcomes
Timeliness of diagnosis
Four primary outcomes were selected that are clini-

cally relevant and for which disparities in care

among racial and ethnic minorities and/or low-

income individuals have been documented (Table 3).

The ultimate outcome of an effective cancer inter-

vention is reduction in morbidity and mortality.

Delays in follow-up of abnormal cancer screening

can often result in increased patient morbidity and

mortality.25,26 Our first outcome measures will be the

intermediate outcome of time to completion of diag-

nostic evaluation, because we do not have the power

or the longitudinal design in this study to measure

cancer-specific mortality. Screening abnormality is

defined in our study as the date that the screening

test was conducted (eg, the date of an abnormal clin-

ical breast examination or the date that a prostate-

specific antigen or cervical cytology specimen was

collected). We chose this definition because the date

of report of the abnormal result, date of physician

notification, or date of patient notification can reflect

delays. Diagnostic resolution is defined as comple-

tion of the diagnostic test that results in a diagnosis

or clinical evaluation that determines that no further

evaluation is indicated. For example, a colonoscopy

with biopsy confirming a malignant polyp or a colo-

noscopy in which no malignant lesion is identified

would both serve as a diagnostic resolution.

Timeliness of cancer treatment
Subjects can enter the cancer treatment phase of the

study either from the diagnostic phase, when a can-

cer diagnosis is established, or as a new subject with

an untreated cancer. We will record the date at which

the diagnostic test was performed that established

the cancer diagnosis and the date at which cancer

treatment was initiated (eg, the date of biopsy of a

polyp and the date on which a partial colectomy is

performed).

Quality of life and patient satisfaction
The news of a positive screening test for cancer is

likely to cause immediate quality of life changes,

including emotional distress. We selected the Impact

of Events Scale (IES) as a common validated measure

of health-related quality of life,27 which is widely

used in cancer studies. The IES addresses the dis-

tress, intrusive thoughts, and misgivings precipitated

by the troublesome event of an abnormal screening

result or a diagnosis of cancer and can also be

adapted to refer to a specific screening test result or

diagnosis of cancer without altering its meaning or

measurement properties. The IES will be used to col-

lect data at both the postscreening follow-up and

postdiagnosis treatment phases of a patient’s experi-

ences.

To measure patient self-efficacy in dealing with

cancer and related health services, we chose the

newly developed Communication and Attitudinal

Self-Efficacy Scale (CASE) measure.28 CASE was vali-

dated in a diverse population of general oncology

patients. The CASE has 2 forms: generic and cancer-

focused. The former assesses self-efficacy in dealing

with healthcare in ways that are relevant to follow-

up after a positive screening. The latter form specifi-

cally assesses self-efficacy in dealing with the health-

care challenges after a cancer diagnosis.

TABLE 3
Outcomes to Evaluate Patient Navigation

Primary Outcomes Secondary Questions

Time to completion of diagnosis Time to completion of therapy

Time to initiation of primary therapy Quality of care

Patient satisfaction and quality of life Navigator characteristics

Cost-effectiveness Task and social network analysis
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Although there are many measures of patient

satisfaction, we found none that was specifically rele-

vant to the expected experiences of care and the per-

ceptions of the study participants experiencing

navigation. We are developing a navigation-focused

measure that will assess satisfaction with aspects of

care in which navigation may be expected to have an

impact. To do this, we have adapted domains and

items from existing measures and developed new

items, based on the combined expertise of the 9

research teams. The resulting 29-item instrument

addresses 3 major domains of patient satisfaction

with clinical encounters: interpersonal process, out-

comes, and structural/access issues. We are currently

conducting psychometric evaluation to validate this

new instrument, with data from the first 500 subjects

surveyed by the 9 sites.

In addition to satisfaction with care, we are

developing a measure of satisfaction with the naviga-

tor, consisting of 2 scales. One scale includes 26

items that assess a subject’s perceptions of the effec-

tiveness of his or her navigator’s efforts in overcom-

ing specific barriers to care after a positive screening

test or diagnosis, such as scheduling appointments,

completing forms, and dealing with child care issues.

These items correspond to the content of training

that navigators receive and the specific list of barriers

to care they are trained to investigate and address.

The second scale consists of 9 items that assess the

patient’s subjective satisfaction with the interperso-

nal relationship with the navigator. This new scale

will also be subjected to validation with data from

initial subjects.

We determined that the time frame for meas-

uring patient satisfaction and quality of life would be

within 3 months of the completion of a diagnostic

evaluation for patients with abnormal screening and

within 3 months of the initiation of cancer treatment

for patients with cancer. This time frame was chosen

to reflect the logistical issues of reaching patients to

complete the inventory of items, while remaining

within a time period in which the impact of events

and their satisfaction with the care they received

would remain current issues.

Cost-effectiveness analysis
A cost-effectiveness analysis will compare the costs

of care using a patient navigation model with usual

care against estimates of quality-of-life years. A soci-

etal view of costs will be used to include estimates of

start-up costs for navigation programs, training costs,

and fixed and variables cost of the program, as well

as healthcare expenditures and patient out-of-pocket

costs associated with their medical care. Patient utili-

ties will be derived from a subset of patients in the

navigated and control arm using generic multiattri-

bute utility instruments. The timeframe of the study

is too short to directly measure survival time; this

will be inferred from the distribution of stage at diag-

nosis in each group.

Secondary Outcomes
Completion of therapy
Many sites will collect data regarding therapy com-

pletion and allow us to examine whether navigation

improves rates of completion of radiotherapy and

chemotherapy. Because current data suggest that the

timing of therapies may play a role in effectiveness,

and delays or incomplete therapy may impede effec-

tiveness,29,30 these data will address this potential

benefit of navigation.

Quality of care
By collecting details regarding the staging of each

cancer diagnosis and the therapies completed by

patients, and using evidence-based guidelines on

therapeutic choices,20-23 we can make some assess-

ments of quality of care. For example, we can exam-

ine proportions of eligible women with estrogen

receptor-positive breast tumors in the navigated and

control arms who are offered and who receive

hormonal therapy.

Process of patient navigation
Understanding the content of the work of navigation

is critical to document the exact nature of the inter-

vention (ie, the work activities of the navigators).

Also, in order for other studies to compare their find-

ings with the PNRP, there is a need for common

metrics to measure navigation. Currently, no such

metrics exist to our knowledge. We propose the fol-

lowing methods for other researchers to implement

when evaluating patient navigation programs.

We have developed a common patient log for

navigators to complete to document their work with

patients. The log is based on each direct contact

with the patient and the activities performed on

behalf of the patient. The nature of each patient con-

tact (eg, by telephone, E-mail, or in person, and at

what site) and the duration of the encounter are

recorded. Navigators will document barriers to care

from a predefined list and actions taken by naviga-

tors to address these barriers. Variables also include

the navigator estimate of total time to address each

case. These variables will allow us to compare the

barriers to care across sites, identify barriers that are

not overcome, and identify which actions are asso-
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ciated with improvements in outcomes with naviga-

tion (Table 4).

We are collecting information regarding the navi-

gators themselves, including prior training and expe-

rience and their personal and family experience with

cancer. The demographic data collected about the

navigators are analogous to those collected on

patients, including race and ethnicity, sex, language,

health insurance, housing, and family dependents.

These variables will allow us to assess whether speci-

fic characteristics of navigators are associated with

successful navigation and whether congruence on

demographic characteristics between navigators and

patients promotes improved care.

We plan direct observation of the activities of

navigators to assess the content of their activities.

Each navigator will be assessed twice yearly on an 8-

point competency checklist to ensure that minimum

standards are met across the 9 sites. We hypothesize

that the effectiveness of the patient navigator is related

to networking of resources available to the navigator

to assist in care. This requires that the navigator have

access to a network of resources to support the

patients’ needs. Therefore, we are developing a new

structured observation protocol, using concepts from

task and social network analysis,31-33 that will assess

through direct observation of the navigators 2 dimen-

sions: the individuals and organizational entities with

whom the navigator interacts and the type of task per-

formed out in support of the navigated patient.

Each of the 9 research sites is conducting the

intervention in multiple healthcare settings. Informa-

tion is collected annually concerning each clinical

care center: geographic location, annual clinical vol-

ume, race and ethnicity of patients seen, and onsite

services related to cancer screening and diagnosis.

Other optional variables are collected by some of the

sites for subset analyses. These include comorbidity

using the Charlson comorbidity score34 and a family

history of cancer. Literacy is assessed using the Rapid

Estimate of Adult Literacy in Medicine (REALM)35 or

by self-report of problems in reading instructions

and health information.36

DISCUSSION
Patient navigation was a term first used to describe

the case management of patients in need of cancer

screening or with cancer screening abnormalities.8

This term is now being widely used to describe a

broad array of roles and functions, from traditional

administrative assistant positions, community out-

reach workers, social workers, nurses, and patient

advocates.9 The diversity of job and role descriptions,

coupled with little available data regarding the out-

comes of these programs, hampers the incorporation

of these roles as part of reimbursed, routine care

available to select or all populations. Although sev-

eral state and national bills have already approved

funding for patient navigation programs,37-39 incor-

poration into Medicare or Medicaid services of more

TABLE 4
Data Elements in Navigator Tracking Log

Date of encounter

Length of time

Length of direct encounter time with the patient (categorical by 15-min intervals

to >90 min)

Total navigation time to complete navigation activities outside the time spent

with the patient (categorical by 15-min intervals to >240 min)

Type of encounter

In-person home visit

In-person clinic/hospital visit at site at where navigator is based

In-person at hospital or clinical site other than where navigator is based

In-person at nonclinical site (eg, social service agency, support group)

Phone call with patient

Written message to patient (letter, E-mail)

Communication with family, friends, church

Communication with medical staff

Communication with nonmedical staff

Communication with resource staff

Barriers

Transportation

Housing

Social/practical support

Language/interpreter

Literacy

Childcare issues

Adult care

Location of healthcare facility

Insurance issues

Financial problems

Employment issues

Communication concerns with medical personnel

Fear

Medical and mental health comorbidity

Patient disability

Out of town/country

Perceptions/beliefs about tests/treatment

System problems with scheduling care

Attitudes towards providers

Other barrier name

No barriers identified

Actions

Referrals/direct contact

Accompaniment

Arrangements

Support

Records/record keeping

Education

Scheduling appointments

Directly contacting family

Systems proactive navigation

No actions taken

Other
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widespread patient navigation systems for vulnerable

populations requires stronger evidence of its benefits

and costs.

The NCI PNRP is unique in examining the out-

comes of care in patient navigation for persons

across 4 different types of cancer, and across multi-

ple diverse clinical care sites and populations. The

study will assess the ability of patient navigation to

facilitate timely and quality care from the time of the

initial cancer screening abnormality through the

completion of initial cancer therapy. By developing a

core training program, this program will develop cur-

ricula we anticipate will be useful for navigator pro-

grams throughout the country. By recording and

linking patient navigation activities between the nav-

igator and each patient, we will be able to conduct

secondary analyses on the effectiveness of navigation

as a function of work load and activities of the navi-

gator, and provide critical information regarding the

optimal caseload for a navigator.

The PNRP emphasizes the importance of begin-

ning measurement of time in care at the point of

abnormal screening. To encompass all potential

delays in care, we have defined our endpoints as

time until definitive diagnosis and time to the initia-

tion and completion of initial therapies. Our study

will not have the power to assess changes in the

stage of diagnosis or survival benefits of navigation.

Benefits of navigation will be concluded from

improvements in timeliness of care and complete-

ness of treatment. Other studies have documented

that the timeliness and completion of recommended

therapy are associated with improvements in sur-

vival, especially in the elderly.29,30,40 Our research

study does not address the issues of screening, nor

of survivorship after treatment.

The limitations of our methodology reflect the

limitations inherent in research addressing dissemi-

nation of programs within community settings. The

cooperative group includes both randomized clinical

trials, which assign subjects to the intervention and

control groups, and quasiexperimental designs, with

assignment based on site of care. These differences

reflect community and local needs when conducting

community-based participatory research. Each meth-

odology has its strengths and weaknesses in addres-

sing the questions of interest in the research project.

The randomized trial methodologies benefit from

balance of known and unknown confounders

between the 2 groups studied, but is limited in the

generalizability to those subjects able to be reached

and willing to be randomized. Those sites that

include all subjects based on site of care risk con-

founding by site of care; however, by designing the

intervention as a new standard of care that allows for

the collection of data on all eligible subjects, they

benefit in generalizability by the inclusion of those

very subjects most difficult to reach and for whom

the navigation intervention is designed to provide

support. A second major limitation is the lack of

power to address stage at diagnosis and survival out-

comes and the need to use intermediate outcomes of

the timeliness of completion of care and patient

satisfaction.

The multidisciplinary approach to cancer care

has resulted in significant survival gains, but at the

cost of increased complexity within the healthcare

system. The persistent gap in translating these

improvements in cancer care to vulnerable popula-

tions will result in persistent and even widening

racial disparities in cancer outcomes unless we de-

velop and disseminate specific interventions to facili-

tate the process of care. Patient navigation represents

a novel approach to addressing the barriers to the

completion of cancer care in groups of patients vul-

nerable to inadequate care by virtue of their eco-

nomic, cultural, educational, racial, and/or ethnic

status.
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Study objective: Despite guidelines recommending against opioids as first-line treatment for acute migraine,
meperidine is the agent used most commonly in North American emergency departments. Clinical trials
performed to date have been small and have not arrived at consistent conclusions about the efficacy of
meperidine. We performed a systematic review and meta-analysis to determine the relative efficacy and
adverse effect profile of opioids compared with nonopioid active comparators for the treatment of acute
migraine.

Methods: We searched multiple sources (Cochrane Central Register of Controlled Trials, MEDLINE,
EMBASE, CINAHL, and LILACS, emergency and headache medicine conference proceedings) for randomized
controlled trials comparing parenteral opioid and nonopioid active comparators for the treatment of acute
migraine headache. Our primary outcome was relief of headache. If this was unavailable, we accepted
rescue medication use or we transformed visual analog scale change scores by using an established
procedure. We grouped studies by comparator: a regimen containing dihydroergotamine, antiemetic alone,
or ketorolac. For each study, we calculated an odds ratio (OR) of headache relief and then assessed
clinical and statistical heterogeneity for the group of studies. We then pooled the ORs of headache relief
with a random-effects model.

Results: From 899 citations, 19 clinical trials were identified, of which 11 were appropriate and had
available data. Four trials involving 254 patients compared meperidine to dihydroergotamine, 4 trials
involving 248 patients compared meperidine to an antiemetic, and 3 trials involving 123 patients compared
meperidine to ketorolac. Meperidine was less effective than dihydroergotamine at providing headache relief
(OR�0.30; 95% confidence interval [CI] 0.09 to 0.97) and trended toward less efficacy than the
antiemetics (OR�0.46; 95% CI 0.19 to 1.11); however, the efficacy of meperidine was similar to that of
ketorolac (OR�1.75; 95% CI 0.84 to 3.61). Compared to dihydroergotamine, meperidine caused more
sedation (OR�3.52; 95% CI 0.87 to 14.19) and dizziness (OR�8.67; 95% CI 2.66 to 28.23). Compared to
the antiemetics, meperidine caused less akathisia (OR�0.10; 95% CI 0.02 to 0.57). Meperidine and
ketorolac use resulted in similar rates of gastrointestinal adverse effects (OR�1.27; 95% CI 0.31 to 5.15)
and sedation (OR�1.70; 95% CI 0.23 to 12.72).

Conclusion: Clinicians should consider alternatives to meperidine when treating acute migraine with
injectable agents. [Ann Emerg Med. 2008;52:705-713.]

0196-0644/$-see front matter
Copyright © 2008 by the American College of Emergency Physicians.
doi:10.1016/j.annemergmed.2008.05.036
INTRODUCTION
Migraine headache is a disorder that afflicts millions of

North American patients,1 resulting in nearly 1 million
presentations to emergency departments (EDs) annually.2

Parenteral opioids are used in 51% of all migraine visits to US
EDs and are the therapeutic agent used most commonly in

Canadian EDs.2,3 Meperidine, the individual opioid agent used
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most frequently, is administered in 36% of all US migraine
visits.2

Several consensus guideline statements caution against the
use of opioids as first-line treatment for migraine, citing lack of
efficacy, adverse medication effects, the potential for addiction
or ED recidivism, and development of medication overuse

headache.3-5 Supporting these consensus statements are multiple
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small studies that often fail to demonstrate a clinically
important difference between the opioid and the active
comparator. Two previous systematic reviews of parenteral
treatment for acute migraine combined opioids with other
comparators, thus not addressing the independent efficacy of
opioids.6,7 Because opioids are frequently used for patients with
acute migraine in the context of emergency care, we conducted
a systematic review and meta-analysis to identify and compare
the efficacy of opioids with nonopioid active comparators for
the management of acute migraine headaches.

MATERIALS AND METHODS
Study Design

This was a systematic review and meta-analysis to determine
the efficacy, adverse event profile, and frequency of recurrent
headache after treatment with injectable opioids compared with
other active agents for the treatment of acute migraine.

Our search strategy is summarized in Figure 1. Using this
strategy, we searched the Cochrane Registry of Controlled
Trials, MEDLINE, EMBASE, LILACS, and CINAHL from
earliest indexing until April 2007. We identified unpublished
research by searching through electronically published
abstracts from national meetings of emergency medicine,
neurology, and headache medicine societies from 1985 to
2007. We reviewed all references from identified trials,
guideline statements, and on-topic reviews and consulted
with experts in the fields of emergency and headache

Editor’s Capsule Summary

What is already known on this topic
Despite consensus guidelines recommending
alternatives, parenteral opioids and particularly
meperidine are frequently used in the emergency
department setting to treat acute migraine.

What question this study addressed
This systematic review of 11 eligible studies
addresses whether nonopioid medications provide
better headache relief with fewer adverse effects than
meperidine.

What this study adds to our knowledge
This systematic review found that meperidine is less
effective than antiemetics or dihydroergotamine and
is associated with more sedation and dizziness;
however, meperidine may provide more pain relief
than ketorolac.

How this might change clinical practice
Antiemetics or dihydroergotamine is more effective
than meperidine in the treatment of acute migraine.
medicine. In addition, we searched for similar systematic
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reviews and meta-analyses and used the PubMed “related
articles” feature for all identified trials. The MEDLINE
search was updated in April 2008, and no additional studies
meeting the inclusion criteria were identified.

Studies were selected for inclusion if they were randomized
controlled trials of an injectable opioid versus an active
comparator for the treatment of acute migraine regardless of
language of publication. “Injectable” was defined as
administration through intravenous, intramuscular, or
subcutaneous routes. “Acute migraine” was defined with criteria
established by the International Classification of Headache
Disorders.8 If International Classification of Headache
Disorders criteria were not applied or if the study predated these
criteria, the study was included if a reasonable attempt had been
made to include migraine headaches rather than all benign
headaches. Studies were only included if they presented data on
headache intensity within 2 hours of treatment.

Data Collection and Processing
One author (B.W.F.) screened all abstracts identified by the

search for potential eligibility. If eligibility was possible, the
article was requested and submitted to 2 other authors for
review (M.S.F., M.L.H.). Primary data abstraction was
performed by 2 authors (M.S.F., M.L.H.). Disagreements were
resolved by consensus when possible or by review of a third

1. migraine.mp.†

2. exp migraine/
3. headache$.mp.
4. 1 or 2 or 3
5. exp opioid analgesics/
6. meperidine/ or pethidine/ or (meperidine or

pethidine).mp.
7. hydromorphone/ or hydromorphone.mp.
8. fentanyl/ or fentanyl.mp.
9. butorphanol/ or butorphanol.mp.

10. 5 or 6 or 7 or 8 or 9
11. 4 and 10
12. limit 11 to “therapeutics (sensitivity 2 or more

terms)”

Figure 1. OVID MEDLINE search strategy used to identify
citations for this review of opioids in acute migraine.*

*OVID Medline searches the same MEDLINE database as PubMed.
Variations in suffixes used to access individual field such as subject headings
and textwords are mentioned below. Strategies may be combined by connecting
the line number with “and” or “or” to generate the intersection or union of the
retrieved citations. We followed a similar approach when we searched the

EMBASE (not shown).

†Slashes indicate subject heading (MeSH headings). Dollar sign implies any
words or phrases containing characters to the left of it will be included. “.mp.”
Refers to the field keyword that recruits articles that contain the text to the left
of it in the title, subject heading, or abstract. “exp” Explodes terms to include
records linked to this term within a medical subject heading.
author (B.W.F.).
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Outcome Measures
The primary outcome for this analysis was relief of headache

within 1 hour of medication administration. The original
authors’ definition of relief was used. If the rate of relief was not
reported, we included use of rescue medication instead. If
neither outcome was available, we transformed change in visual
analog scale into a dichotomous outcome as discussed below. As
secondary outcomes, we reported functional disability after
medication administration, recurrence of the headache after
initial treatment, and adverse effects associated with the study
medication.

The Jadad score was calculated for each study, with standard
methodology.9 Two reviewers independently recorded the Jadad
score. Disagreements were resolved by consensus.

Primary Data Analysis
In the primary analysis, we calculated the odds ratio (OR)

and 95% confidence intervals (CIs) for headache relief in the
opioid group versus the comparator for each included study. For
studies reporting only mean change in visual analog scale and
SD, we computed the mean difference per trial and pooled these
by using standardized mean difference. The standard error of
the standardized mean difference was calculated and then
converted to an OR with 95% CI by using an established
methodology.10 If SD was not documented, we requested this
information from study authors. If the corresponding author
did not have this information, we imputed the value and tested
the assumption in sensitivity analysis consistent with
recommendations from The Cochrane Handbook for Systemic
Reviews of Interventions.10 We also calculated relative risk (RR)
for each study and calculated a pooled RR for each comparison
type. Because there is no procedure available to convert
continuous outcomes to the RR directly, in certain cases, we
approximated the RR from the OR by using a described
method.11 We emphasize that this is an approximation because
the method relies on knowing the rate of headache relief in the
comparator population, which we imputed from the remaining
studies of that comparator type.

We grouped studies into the following categories for analysis,
according to the class of the comparator drug:
dihydroergotamine, alone or as part of a 2-drug regimen;
antiemetic alone; or ketorolac. Within the groups, we
determined the clinical and statistical heterogeneity of effect
estimates. We made a conservative choice to pool studies with a
random-effects analysis, although we also examined the fixed-
effects analysis as a sensitivity analysis. We performed all
analyses using RevMan version 4.3 (The Cochrane
Collaboration, Copenhagen, Denmark).

RESULTS
Our search identified 899 abstracts. We requested 23 articles

for full text review and ultimately identified 11 studies involving
12 comparisons that met our entry criteria.12-22 One study

included an arm with meperidine and another with
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butorphanol.11 Because all the other trials included meperidine
or its analog, pethidine, we did not aggregate the butorphanol
data with the other studies. A flow diagram of the process of
study selection is presented in Figure 2.

Table 1 characterizes the included studies. Meperidine was
used in doses ranging from 50 to 100 mg, though most
commonly administered as 75 mg. In 2 studies, a weight-based
dosing regimen was used. In 4 trials, meperidine was compared
with a medication regimen containing dihydroergotamine, in 4
trials it was compared with an antiemetic alone, and in 3 trials it
was compared with ketorolac. In 8 of the studies, meperidine
was coadministered with an antihistamine per common clinical
practice.

Four studies involving 254 patients compared meperidine to
dihydroergotamine regimens. Two studies reported our primary
outcome, proportion with headache relief.13,17 One study
reported mean difference in visual analog scale,12 and the final
study reported only the mean percentage improvement on a
5-point headache relief Likert scale.21 The OR in each of these
studies favored the dihydroergotamine regimen over
meperidine, although this result was statistically significant in
only 2 of the 4 studies. One study reported a sizable benefit of
the dihydroergotamine regimen for headache relief (OR�0.02;
95% CI 0.0 to 0.23).17 We could not find any distinguishing
characteristic of that trial to explain the finding. One study used
a higher dose of meperidine (1.5 mg/kg) and a
dihydroergotamine regimen that did not contain
metoclopramide13; these differences in study design likely
explain why a larger benefit to dihydroergotamine was not
found in that trial. The random-effects pooled estimate favored
dihydroergotamine for headache relief (OR�0.30; 95% CI

Abstracts identified by search: 899

Papers requested for full text review:23 

Randomized 
clinical trials: 19

Included in analysis: 11

-No original data, duplicate report, did 
not study headache, or used only oral
comparators (876)

-Not a randomized clinical trial (4)

-No non-opioid active comparator (6)
-Did not discriminate between 
migraine and other headaches (1)
-No injectable opioid (1)

Figure 2. QUOROM flow diagram for selection of trials.29
0.09 to 0.97); however, the statistical heterogeneity was high
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(I2�73%). The random-effects pooled RR was 0.53 (95% CI
0.24 to 1.17), meaning that meperidine provided headache
relief about half as often as the dihydroergotamine regimens.

Four trials involving 248 patients compared 4 antiemetics to
4 doses of meperidine. One study reported the proportion with
headache relief18 and 3 studies reported use of rescue
medication.14,20,22 In 3 of the studies, the OR favored the
antiemetic, though the OR was statistically significant in only 1
study. The remaining study used methotrimeprazine as its active
comparator,22 an antiemetic that is not commonly used for the
treatment of migraine.2 The random-effects pooled estimate
favored the antiemetics for headache relief (OR�0.46; 95% CI
0.19 to 1.11); statistical heterogeneity was considerable
(I2�51%). The random-effects pooled RR was 0.81 (95% CI
0.66 to 1.00), meaning that meperidine provided headache
relief 81% as often as the antiemetics.

Three trials involving 123 patients compared meperidine to
ketorolac. The OR favored meperidine in all these studies,
though never statistically significantly. The OR for headache
relief using both a random-effects and fixed-effects analysis was
1.75 (95% CI 0.84 to 3.61); there was no significant statistical
heterogeneity (I2�0). The random-effects pooled RR was 1.23
(95% CI 0.90 to 1.68).

As detailed in Table 1, there were many methodological
differences among the studies, including doses of meperidine
ranging from 50 mg through 1.5 mg/kg; a variety of
antihistamines coadministered with meperidine, such as
promethazine, hydroxyzine, and dimenhydrinate; a spectrum of
inclusion criteria, from physician-diagnosed migraine through
formal application of established International Headache
Society criteria; and several different outcomes that were
incorporated in our analysis. Formal multivariate analyses were
limited by insufficient statistical power (once we control for
comparator class), so we examined trends in our data to

Table 1a. Characteristics of included studies.

First Author, y Headache Type, Setting

Cicek, 2004 Vascular headache, ED
Richman, 2002 IHS migraine, ED
Carleton, 1998 Vascular headache, ED
Davis, 1995 Emergency physician–diagnosed migraine, ED
Scherl, 1995 Migraine criteria, clinic
Klapper, 1993 Physician-diagnosed migraine, clinic
Larkin, 1992 Emergency physician–diagnosed migraine, ED
Duarte, 1992 IHS migraine, ED
Stiell, 1991 Migraine score, ED
Belgrade, 1989 Migraine score, ED

Lane, 1989 Emergency physician–diagnosed migraine, ED

IM, Intramuscular; IV, intravenous; Rescue medication, requirement of rescue me
Classification of Headache Disorders.
*N�total number of patients included in the primary efficacy analysis.
†Jadad score is a 5-point scale that measures methodological quality by assessi
above two are generally considered to represent higher quality studies.
‡In the Belgrade study, 22 patients received meperidine, 21 received DHE, and 1
determine whether variables such as study quality, criteria for
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enrollment, medication coadministered with meperidine, dose
of meperidine, and outcome influenced our results. As is not
uncommon in meta-analysis, we found that studies that had a
more rigorous methodology and larger sample size tended to
have an OR closer to 1. Specifically, with regard to enrollment
criteria, the studies that used physician diagnosis of migraine
rather than a “vascular” or migraine score had the most extreme
values. Similarly, studies that reported details of their blinding
and assignment methodology tended to have ORs closer to 1,
though this was not universally true; Lane et al,18 for example,
who reported methodology in detail, had one of the most
extreme OR outcomes. We could not identify any trend in
outcome according to whether or not promethazine,
hydroxyzine, or dimenhydrinate was coadministered with
meperidine. For example, Richman et al,20 who did not
coadminister any medication with the meperidine, reported a
relatively modest OR of 0.66. Lane et al,18 who coadministered
dimenhydrinate with the meperidine and Klapper et al,17 who
coadministered hydroxyzine, had more extreme ORs favoring
the comparator. Similarly, a review of individual study ORs did
not demonstrate a consistent outcome pattern according to dose
of meperidine. Finally, we incorporated a variety of outcomes in
our analysis. As we discuss in the “Limitations” section, this may
have contributed to heterogeneity, but we believe this served to
bias our analysis conservatively.

Functional disability was reported in 2 trials. Carleton et al13

reported 14% of 75 patients randomized to meperidine and
32% of 74 patients randomized to dihydroergotamine were
initially functionally impaired but then able to perform their
usual activities 60 minutes after treatment (difference�18%;
95% CI 5% to 31%). Larkin et al19 reported that 25% of 16
patients randomized to meperidine and 0 of 15 randomized to
ketorolac could return to work unimpaired 60 minutes after

Opioid Dose Administered With Opioid

Pethidine 50 mg IM None
Meperidine 1.5 mg/kg IM None
Meperidine 1.5 mg/kg IM Hydroxyzine 0.7 mg/kg IM
Meperidine 75 mg IM Promethazine 25 mg IM
Meperidine 75 mg IM Promethazine IM
Meperidine 75 mg IM Hydroxyzine 75 mg IM
Meperidine 75 mg IM None
Meperidine 100 mg IM Hydroxyzine 50 mg IM
Meperidine 75 mg IM Dimenhydrinate 50 mg IM

‡
1) Meperidine 75 mg IM 2)

Butorphanol 2 mg IM
1) Hydroxyzine 50 mg IM

2) None
Meperidine 0.4 mg/kg�3 doses Dimenhydrinate 25 mg

on for persistent headache; IHS, International Headache Society’s International

tures such as method of randomization and allocation concealment. Scores

eived butorphanol.
N*

99
29

156
42
27
28
31
50
74

43

46

dicati

ng fea
treatment (difference�25%; 95% CI 3% to 47%).
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Recurrence of headache after treatment outcomes were
reported in 3 studies. Carleton et al13 reported 71% of 65
patients randomized to meperidine and 64% of 72 patients
randomized to dihydroergotamine experienced headache during
the 24 hours after ED discharge (difference�7%; 95% CI –9%
to 23%). Scherl et al21 reported 33% of 12 patients randomized
to meperidine and 54% of 13 patients randomized to
dihydroergotamine used additional pain medication within 24
hours (difference 21%; 95% CI –17% to 59%). Stiell et al22

reported that 30% of 30 patients randomized to meperidine and
10% of 29 patients randomized to the antiemetic returned to
the hospital for further treatment of headache (difference
�20%; 95% CI 0, 40%).

A variety of adverse effects was reported for each comparison
and is listed in Table 2. Compared with dihydroergotamine,
meperidine caused more sedation (OR�3.52; 95% CI 0.87 to
14.19) and dizziness (OR�8.67; 95% CI 2.66 to 28.23).
Compared with an antiemetic, meperidine caused less akathisia
(OR�0.10; 95% CI 0.02 to 0.57).

No study reported long-term follow-up of the patients.
Parenteral butorphanol was compared with

dihydroergotamine�metoclopramide in 1 trial.12 There were
no statistically significant or clinically relevant differences in
efficacy or adverse effects between these 2 comparators.

LIMITATIONS
Some limitations of this review should be acknowledged.

First, despite appropriate and similar patient eligibility criteria
across included studies, it is likely that individuals with
nonmigraine headache were enrolled in the trials. We attempted
to restrict the included studies by using International
Classification of Headache Disorders criteria; however, this was
not always possible. We consider this a conservative bias that
may have underestimated the treatment effect of the

Table 1b. Characteristics of included studies.

Comparator Administered With Comparator

Metoclopramide 10 mg IV None
Droperidol 2.5 mg IM None
DHE 1 mg IM Hydroxyzine 0.7 mg/kg IM
Ketorolac 60 mg IM None
DHE 0.5 mg IV Metoclopramide
DHE 1 mg IV Metoclopramide 10 mg IV
Ketorolac 30 mg IM None
Ketorolac 60 mg IM None
Methotrimeprazine 37.5 mg IM None
DHE 1 mg IV Metoclopramide 1 mg IV

Chlorpromazine 0.1 mg/kg None

DHE, Dihydroergotamine; SMD, standardized mean difference.
*N�total number of patients included in the primary efficacy analysis.
†Jadad score is a 5-point scale that measures methodological quality by assessi
above two are generally considered to represent higher quality studies.
‡In the Belgrade study, 22 patients received meperidine, 21 received DHE, and 1
comparators, given the general efficacy of meperidine as an
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analgesic and the uncertain efficacy of dihydroergotamine and
some antiemetics in nonmigraine headache syndromes.

Second, we retrieved few studies for each of the 3
comparisons. Small numbers prohibit robust conclusions. We
could not therefore explore the effect of study level predictors
such as dose of meperidine or coadministered antihistamines on
pooled results. There was a fair amount of diversity with regard
to these 2 study characteristics reflecting the range of clinical
practice. Also, there is a possibility that our results are
confounded by other external variables such as inclusion criteria,
year of publication, methodologic quality, or outcome reported.
We did notice a tendency toward more extreme ORs in less
methodologically rigorous studies. Similarly, small numbers
prohibit exploring the role of publication bias. Recent evidence
suggests that publication bias is less pervasive in the ED
literature23; however, negative trial results are less likely to be
published and more likely to be excluded from a review of this
nature, potentially biasing the study conclusions. We believe
that our comprehensive search strategy, which included a hand
search of recent conference proceedings to identify unpublished
trials, minimized any such bias.

Third, selection and retrieval bias are always a concern in
systematic reviews. However, all potentially relevant articles
were screened by 2 independent reviewers with standardized
eligibility criteria, decreasing the likelihood of this bias.

Finally, there was a substantial amount of clinical diversity in
all 3 of our analyses and statistical heterogeneity in 2 of these
analyses. Other authors who have performed similar analyses
chose not to calculate the summary effect estimate because of
disparate outcomes reported and statistical heterogeneity.6,7 We
were reassured about the integrity of our conclusions in the
dihydroergotamine and antiemetic analyses by the fact that all
but 1 of the study point estimates lay on the same side of the
Forest plots as the summary ORs (Figure 3). Although

e to Primary Outcome Jadad Score
†

Primary Outcome Used

60 min 4 Rescue medication
30 min 2 Rescue medication
60 min 5 Headache relief
60 min 5 Headache relief
60 min 3 SMD change pain score
60 min 2 Headache relief
60 min 5 Headache relief
60 min 4 Headache relief
60 min 5 Rescue medication
30 min 2 SMD visual analog

scale change
60 min 3 Headache relief

tures such as method of randomization and allocation concealment. Scores

eived butorphanol.
Tim

ng fea
magnitude of effect in the individual studies ranged from
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clinically irrelevant to substantial, it is clear that meperidine is
consistently less efficacious than these comparators. Unlike the
previous work, we analyzed the proportion of patients requiring
rescue medication when headache relief was not available. In the
4 trials that reported this outcome, we believe this to be an
adequate surrogate for headache relief. Also, in the
dihydroergotamine analysis, we transformed change in visual
analog scale to an OR by using a standard procedure to enable
meta-analysis with the other trials. As the transformed values
decreased closer to the null when compared with studies in
which the primary outcome was available, we believed that
inclusion of these estimates was a conservative choice.

DISCUSSION
This systematic review and meta-analysis found that

meperidine was significantly less efficacious than
dihydroergotamine regimens for the treatment of acute
migraine, caused more dizziness and sedation, and was less likely
to result in return to normal functioning. There was a trend
toward decreased efficacy of meperidine versus the antiemetics
and a higher rate of return to the hospital in those who received
meperidine, though the antiemetics caused a higher rate of
akathisia. There were no substantial differences in efficacy or
adverse event profile between meperidine and ketorolac.

Our conclusions are in keeping with guidelines published by
the Canadian Association of Emergency Physicians and by the
US Headache Consortium,4,5 both of which present data from
individual trials to argue that opioids should not be used as
primary treatment for acute migraine. One systematic review,
using many of the same clinical trials, concluded that
dihydroergotamine administered with an antiemetic was as
effective as, if not more effective than, multiple other treatments
for acute migraine, including meperidine.7 A systematic review
of metoclopramide, an antiemetic, versus a host of comparators

Table 2. Summary effect measures of side effects of meperidin
headache.

Side effect Number of Studies n/N

Meperidine vs dihydroergotamine
Any adverse effect 2
Gastrointestinal 3
Sedation 3
Dizziness 3
Meperidine vs antiemetic
Any adverse effect 2
Sedation 4
Dizziness 3
Akathisia, restlessness, or anxiety 3
Meperidine vs ketorolac
Any adverse effect 1
Gastrointestinal 2
Sedation 2

NA, Not applicable.
n�Number of patients reporting adverse effects summed across studies; N�at-r
including meperidine concluded that patients who received
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metoclopramide were equally or more likely to report headache
improvement.6 Overall, the evidence here and elsewhere
suggests that other agents are more effective than meperidine
and produce fewer adverse effects.

Emergency medicine proponents of opioid use argue that these
medications are highly effective, well tolerated, and safe and are
important analgesics in a physician’s armamentarium.24-26

However, the data supporting these arguments primarily included
patients with abdominal or flank pain and not headache patients.
The wide variety of effective migraine-specific agents, such as the
triptans, dihydroergotamine, and the antiemetics, among others,
should relegate opioids to secondary status for the treatment of
acute migraine. In contrast to the opioids, the migraine-specific
agents seem to abort the pathologic process of the acute migraine,
rather than just relieving the pain.27

Meperidine is commonly administered for the treatment
of acute migraine in North American EDs. We have
demonstrated that this practice is suboptimal. It remains
unclear why emergency physicians use meperidine despite
guideline statements to the contrary.2 This may be related to
patient-centered reasons such as familiarity with meperidine,
a history of successful treatment of previous headaches with
meperidine, or desire for an opioid-induced euphoria.
Physicians may have concerns about adverse medication
effects with alternate therapies, may be comfortable with
dosing and administration of meperidine, or may not have
been persuaded by a complicated evidence base. Clinicians
should consider our results when choosing a therapy for an
acute migraine, though they may also be guided by other
factors such as contraindications and a patient’s previous
response to treatment. Some EDs have begun to eliminate
meperidine from their formulary because of concerns about
toxic metabolite accumulation and associated adverse events
such as seizures. The effects of this action on treatment

rsus comparator in the treatment of acute migraine

eridine n/N Comparator I2, % Pooled OR (95% CI)

00 47/99 82 0.49 (0.09–2.64)
20 20/120 64 0.47 (0.10–2.34)
13 21/113 55 3.52 (0.87–14.19)
13 3/113 0 8.74 (2.67–28.64)

1 30/74 78 1.06 (0.22–4.99)
57 54/161 36 0.90 (0.42–1.94)
43 28/146 91 1.23 (0.08–17.91)
35 12/137 0 0.11 (0.02–0.63)

5 7/25 NA 2.37 (0.73–7.68)
1 4/40 0 1.27 (0.31–5.17)
1 5/40 59 1.84 (0.88–3.84)

pulation summed across studies.
e ve

Mep

40/1
10/1
37/1
22/1

34/7
52/1
37/1

0/1

12/2
5/4
9/4
patterns in North American EDs have yet to be reported.
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Future research should measure provider choices and
reasoning in different clinical scenarios and assess the effect
of patient preferences.

Some issues remain unanswered. We did not find
sufficient data to support or refute the contention that
treatment of migraine with opioids was associated with
medication overuse headache or addiction. Also, we did not
identify any clinical trials using parenteral morphine or
hydromorphone for the treatment of migraine or that

                 DHE    MPD  
  Study    (n/N) 

 Odds Ratio (rand
 95% CI

Belgrade   N/A      N/A 
Klapper    1/14    11/14 
Scherl        N/A     N/A 
Carleton   32/78   36/78 

Total (95% CI)
Test for heterogeneity: Chi² = 11.32, df = 3 (P = 0.01), I² 
Test for overall effect: Z = 2.02 (P = 0.04)

 0.1

   KTC     MPD 
Study (n/N)
Study       KTC     MPD 
                      (n/N) 

Larkin      10/15     6/16 
Duarte     10/25    9/25 
Davis       10/20    8/22 

Lane        2/24  7/22 
Richman  5/15     6/14 
Stiell        11/37   10/37 
Cicek       7/50     20/49 

 Odds Ratio (ran
 95% CI

Total (95% CI)
Test for heterogeneity: Chi² = 6.07, df = 3 (P = 0.11), I² =
Test for overall effect: Z = 1.73 (P = 0.08)

 0.1  0.2  0.5  1

 Favors A-E  Fa

 0.2  0.5  1

 Favors DHE  Fa

                  A-E     MPD 
 Study    (n/N) 

 Odds Ratio (ran
 95% CI

Total (95% CI)
Test for heterogeneity: Chi² = 1.18, df = 2 (P = 0.55), I² =
Test for overall effect: Z = 1.50 (P = 0.13)

 0.1  0.2  0.5  1

 Favors KTC  Fa

Figure 3. Forest plots of meperidine versus active comparat
relief. A, A comparison of dihydroergotamine regimens versu
comparison of anti-emetics versus meperidine. C, A compar
regimens; MPD, meperidine; A-E, anti-emetics; KTC, ketorola
compared sumatriptan to an opioid. Thus, the relative
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efficacy and adverse effect profile of these medications remain
unknown. In the studies we identified, dihydroergotamine
was often coadministered with metoclopramide, an agent
with known efficacy in migraine.6,28 It is unclear which agent
was driving the efficacy and whether the 2 combined
provided more headache relief than either alone. Similarly, it
is unknown whether antihistamines coadministered with
meperidine enhance efficacy. We did not have enough power
to address this issue in our analysis; it is a hypothesis that
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will need to be answered in a clinical trial.
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In conclusion, meperidine is less likely to relieve migraine
than dihydroergotamine regimens and is associated with more
adverse effects. There was also a trend toward decreased efficacy
of meperidine compared with antiemetics. Insufficient evidence
exists when comparing meperidine and ketorolac, though
differences in efficacy between the 2 are minimal. Clinicians
should consider alternatives to meperidine when treating acute
migraine with injectable agents.
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ORIGINAL INVESTIGATION

Risk of Thromboembolism With Short-term
Interruption of Warfarin Therapy
David A. Garcia, MD; Susan Regan, PhD; Lori E. Henault, MPH; Ashish Upadhyay, MD;
Jaclyn Baker, MD; Mohamed Othman, MD; Elaine M. Hylek, MD, MPH

Background: Significant uncertainty surrounds the treat-
ment of patients who must discontinue warfarin sodium
therapy before an invasive procedure. In part, the uncer-
tainty results from the lack of published information about
the risk of thromboembolism associated with short-term
warfarin therapy interruption. We aimed to assess the fre-
quency of thromboembolism and bleeding within a large
cohort of patients whose warfarin therapy was tempo-
rarily withheld for an outpatient invasive procedure.

Methods: This prospective, observational cohort study
was performed at 101 sites (primarily community-
based physician office practices) in the United States. En-
rollment was conducted from April 4, 2000, to March 6,
2002. The main outcome measures were thromboembo-
lism or clinically significant hemorrhage within 30 days
of warfarin therapy interruption.

Results: A total of 1293 episodes of warfarin therapy in-
terruption in 1024 individuals were included. The mean
(SD) patient age was 71.9 (10.6) years; 438 (42.8%) were
female. The most common indications for anticoagu-
lant therapy were atrial fibrillation (n=550), venous
thromboembolism (n=144), and mechanical heart valve
(n=132). The most common procedures were colonos-
copy and oral and ophthalmic surgery. Perioperative hep-

arin or low-molecular-weight heparin was used in only
8.3% of cases overall. Seven patients (0.7%; 95% confi-
dence interval [CI],0.3%-1.4%) experienced postproce-
dure thromboembolism within 30 days. None of the 7
patients who experienced thromboembolism received
periprocedural bridging therapy. Six patients (0.6%; 95%
CI, 0.2%-1.3%) experienced major bleeding, whereas an
additional 17 patients (1.7%; 95% CI, 1.0%-2.6%) expe-
rienced a clinically significant, nonmajor bleeding epi-
sode. Of these 23 patients who had bleeding episodes,
14 received periprocedural heparin or low-molecular-
weight heparin. The duration of warfarin therapy inter-
ruption was variable; however, more than 80% of pa-
tients had warfarin therapy withheld for 5 days or fewer.

Conclusions: For many patients receiving long-term an-
ticoagulation who need to undergo a minor outpatient
intervention, a brief (�5 days) periprocedural interrup-
tion of warfarin therapy is associated with a low risk of
thromboembolism. The risk of clinically significant bleed-
ing, even among outpatients undergoing minor proce-
dures, should be weighed against the thromboembolic
risk of an individual patient before the administration of
bridging anticoagulant therapy.

Arch Intern Med. 2008;168(1):63-69

H EALTH CARE PROFESSION-
als face a dilemma when
a war far in sodium–
treated patient needs to
undergo an elective pro-

cedure or minor surgery. In these circum-
stances, the risk of bleeding, if the proce-
dure is performed without stopping
warfarin therapy, must be weighed against
the risk of thrombosis associated with war-
farin therapy interruption. The patient and
physician have 3 options: (1) continue
warfarin therapy, (2) withhold warfarin
therapy for some time before (and after)
the procedure, or (3) temporarily with-
hold warfarin therapy while also provid-
ing a short-acting (bridging) anticoagu-
lant (such as unfractionated heparin or
low-molecular-weight heparin) during the
perioperative period. Current guidelines
from the American College of Chest Phy-
sicians suggest that if the annual risk of
thromboembolism is low, warfarin therapy

may be held for 4 to 5 days before the pro-
cedure and restarted shortly thereafter.1

The 2006 guidelines for the treatment of
patients with atrial fibrillation from the
American College of Cardiology, Ameri-
can Heart Association, and European So-
ciety of Cardiology suggest an interval of
up to 1 week without substituting hepa-
rin. The authors acknowledge that this
level C recommendation is “based on ex-
trapolation from the annual rate of throm-
boembolism”2(p298) and is not evidence
based because no studies are available to
inform this question.2 For patients at
higher risk for thromboembolism, sev-
eral studies3-6 have described outcomes
in patients treated with periprocedural
low-molecular-weight heparin. However,
since none of these studies included a
control arm (ie, patients for whom bridg-
ing therapy was not prescribed), the risk
of thromboembolism associated with
short-term warfarin therapy interruption
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remains unknown. This represents a critical gap in cur-
rent knowledge because the increased risk of hemor-
rhage associated with perioperative heparin is justified
by the theory that such bridging therapy will prevent
potentially devastating thromboembolic events (eg,
stroke) that would otherwise occur. Without knowing
the risk of thromboembolism associated with warfarin
therapy interruption alone, an informed risk-benefit
examination of bridging therapy cannot be performed.
Three small observational studies7-9 of patients with
mechanical heart valves (n=28, n=16, and n=25) have
reported successful warfarin therapy interruption with-
out bridging therapy around the time of a procedure;
however, the small size of these studies prohibits defini-
tive conclusion.

The uncertainty surrounding periprocedural treat-
ment strategies for patients who require warfarin therapy
interruption has led to significant practice variation, even
among experienced health care professionals who per-
form anticoagulation.10,11 For example, in a 2003 sur-
vey11 that involved hypothetical cases, 324 North Ameri-
can health care professionals were asked to select 1 of 4
perioperative anticoagulation strategy options. The over-

all lack of consensus found in the survey is highlighted
by 1 case scenario in which each of the 4 possible strat-
egies were chosen by 11%, 50%, 16%, and 22% of re-
spondents, respectively.

In the present prospective observational study, we
sought to quantify the risk of thromboembolism and
bleeding associated with the short-term interruption of
warfarin therapy for minor procedures. Using data gath-
ered from primarily community-based physician prac-
tices, we also determined the number of days warfarin
therapy was withheld and recorded the frequency with
which low-molecular-weight heparin was used as a bridg-
ing anticoagulant for patients undergoing outpatient in-
terventions.

METHODS

OVERVIEW

The overall objective of the Anticoagulation Consortium to Im-
prove Outcomes Nationally (ACTION) study12 was to as-
semble a large prospective cohort of patients taking warfarin
to identify practice variations in warfarin therapy manage-
ment that might lead to improved drug safety. Specific areas
to be studied included frequency of monitoring, response to
out-of-range international normalized ratio values, periproce-
dural warfarin therapy management, and overall quality of an-
ticoagulation control and related outcomes across the United
States. At the time this study was planned, a software program
designed to aid in warfarin therapy management had already
been in use in the United States for many years. This program,
called CoumaCare (Bristol-Myers Squibb [formerly DuPont
Pharmaceuticals], Princeton, New Jersey), was available at no
cost, and technological support was also provided without
charge. CoumaCare was designed to help physicians manage
warfarin therapy and was used for clinical purposes to aid in
patient tracking, data entry, and record keeping. The program
did not make dosing or follow-up interval recommendations.
The study protocol was approved by the Western Institutional
Review Board, Olympia, Washington, and local review boards
where they existed.

SITE RECRUITMENT

Established physician practices that used CoumaCare as the pa-
tient anticoagulation medical record were invited to partici-
pate through a study Web site (www.ACTIONregistry.com).
The only material incentive for participation in the project was
an informational quarterly newsletter written by the investiga-
tors. An independent registry specialist, McKesson HBOC
BioServices (Rockville, Maryland), was responsible for all op-
erational aspects of the study. McKesson is a health care ser-
vices company that provides biomedical support services to the
US government, pharmaceutical and biotechnology industries,
universities, institutions, and contract research organizations.

A total of 174 individual site registrations were received by
McKesson. Of these, 101 sites had the technological capability
and the institutional review board approval necessary to par-
ticipate and were enrolled. All sites had at least 1 dedicated pro-
fessional managing warfarin therapy, usually within the set-
ting of a community-based, physician group practice. McKesson
provided individual on-site training related to all aspects of the
research protocol, such as patient recruitment, informed con-
sent procedures, data entry, and transmission. Adverse event
reporting was mandatory, and study personnel were trained to
perform such reporting with rigor sufficient to meet federal regu-

Table 1. Clinical Characteristics of Patients

Characteristic

Patients,
No. (%)

(n=1024)

Interruptions,
No. (%)

(n=1293)

Primary warfarin indication
Atrial fibrillation 550 (53.7) 690 (53.4)
Venous thromboembolism 144 (14.1) 201 (15.5)
Diagnosed within 4 weeks 3 (2.1) 4 (1.9)
Prosthetic valvea 132 (12.9) 159 (12.3)

Mitral position 54 (40.9) 65 (40.9)
Aortic position 66 (50.0) 81 (50.9)
Unspecified position 12 (9.1) 13 (8.2)

Strokeb 93 (9.1) 117 (9.1)
Left ventricular dysfunction 34 (3.3) 43 (3.3)
Other 71 (6.9) 83 (6.4)
Active malignancy 16 (1.6) 22 (1.7)
Thromboembolic risk highc

(interruption reason)
73 (7.1) 91 (7.0)

Colonoscopy 272 (26.6) 324 (25.1)
Oral or dental surgery 257 (25.1) 323 (24.9)
Ophthalmic surgery 89 (8.7) 116 (8.9)
Otherd 406 (39.7) 530 (40.9)

Management of warfarin therapye

Preprocedure phytonadione 12 (1.2) 13 (1.0)
Bridging therapy with

low-molecular-weight heparin
88 (8.6)f 108 (8.3)

aOne patient had a prosthetic valve in both the mitral and aortic positions.
bWithout documented atrial fibrillation or prosthetic heart valve.
c Includes prosthetic valve in the mitral position, venous

thromboembolism within 4 weeks before warfarin interruption, and active
malignancy.

dCommon examples from this category included prostate or breast
biopsy, epidural injection, and dermatologic procedures such as removal of
skin cancer.

eThe median length of withholding warfarin therapy was 3 days. Length of
interruption was known for 886 patients (86.5%) and 1130 interruptions
(87.4%).

fFor patients who had more than 1 interruption, bridging therapy during
the first interruption is presented here.
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latory requirements. Patients were invited to participate by let-
ter, by clinic flyer, or in person (at the time of a routine ap-
pointment). To be eligible, patients had to be 18 years or older
and provide written informed consent. Enrollment was con-
ducted from April 4, 2000, to March 6, 2002.

DATA MANAGEMENT

Encrypted data from each site were downloaded by modem and
transmitted to the independent data coordinating center weekly.
Missing data fields and questionable values were flagged and re-
solved directly with the sites before data were transferred to the
study investigators. Study investigators were blinded to the iden-
tification and location of participating practices and patients.

PATIENTS AND OUTCOMES

Episodes of warfarin therapy interruption were identified by
direct review of the 102 732 free-text patient treatment notes.
For interruptions to be included, available documentation had
to state that warfarin therapy was being interrupted because a
procedure was planned, and subsequent documentation had
to indicate that the planned procedure occurred (ie, was not
canceled or postponed indefinitely). Surgical procedures (in-
cluding cardiovascular interventions) that required hospital-
ization were not eligible because responsibility for the man-
agement of anticoagulation would no longer be under the
purview of the clinic and a reliable determination about hep-
arin exposure could not be made.

The primary outcomes of interest were thromboembolism
or hemorrhage within the 30-day period after the date of war-
farin therapy interruption. Major hemorrhage was defined as
bleeding that was fatal, led to hospitalization with transfusion
of at least 2 U of packed red blood cells, or occurred at a criti-
cal site (eg, intracranial or retroperitoneal). Clinically signifi-
cant, nonmajor hemorrhage was defined as other bleeding that
led to an unplanned medical intervention (eg, subsequent op-
eration or nasal packing). All primary outcome events were ab-
stracted by an investigator (D.A.G. or E.M.H.) from patient treat-
ment notes and validated by supporting information obtained
by McKesson. For each patient with an identified interruption
before a procedure, the following data were also subsequently
abstracted: type of procedure, number of days warfarin therapy
was withheld, presence or absence of bridging therapy (eg, low-
molecular-weight heparin or unfractionated heparin), and the
presence or absence of phytonadione use for warfarin rever-
sal. Patients whose final study international normalized ratio
was transmitted to the data coordinating center 30 days or fewer
after their warfarin therapy was held were excluded, since com-
plete follow-up surveillance for bleeding or thromboembolic
events could not be ensured.

STATISTICAL ANALYSIS

Exact 95% confidence intervals (CIs) were calculated for the
proportion of patients who sustained a thromboembolic or hem-
orrhagic event using the Poisson distribution.

RESULTS

In total, 1584 episodes of warfarin therapy interruption
were identified. Of these, 1293 were included in our
analysis (we did not include 228 inpatient vascular pro-
cedures, 62 major surgical procedures, or the 1 patient
who was lost to follow-up). For the 1024 patients
among whom the 1293 included procedures were per-
formed, the mean (SD) age was 71.9 (10.6) years; 438
(42.8%) were female. The most common indications for
warfarin use among the included patients were atrial
fibrillation (n=550), venous thromboembolic disease
(n = 144), and mechanical heart valve (n = 132)
(Table 1). Of the valves, 54 (40.9%) were in the mitral
position, 66 (50.0%) were aortic, and 12 (9.1%) were
unspecified. Overall, 73 patients (7.1%) would have
been considered high risk for thromboembolism
because they had 1 or more of the following: prosthetic
valve in the mitral position, venous thromboembolism
within 4 weeks, or active malignancy. The most com-
mon reasons to interrupt warfarin therapy were colo-
noscopy (n=324), oral or dental surgery (n=323), and
ophthalmic surgery (n=116). Among the remaining
530 interruptions classified as being due to “other
procedure/biopsy/minor surgery,” the most common
reasons for withholding warfarin therapy were epidural
injection, prostate biopsy, breast biopsy, and dermato-
logic procedures.

PERIPROCEDURAL USE OF HEPARIN

Perioperative treatment with heparin, which was almost
exclusively low-molecular-weight heparin, was docu-
mented for 88 of the 1024 patients undergoing their
first elective interruption (8.6%) and for 108 of the
1293 total interruptions (8.3%) (Table 2). Among the
550 patients with atrial fibrillation, 15 (2.7%) received
periprocedural low-molecular-weight heparin. For
patients with prosthetic valves, 38 of 132 (28.8%)
received bridging therapy with low-molecular-weight
heparin.

Table 2. Bridging Therapy by Indication

Primary Indication
No. of

Patients

Received Bridging
Therapy (on First

Interruption), No. (%)

No. of
Total

Interruptions
Received Bridging
Therapy, No. (%)

Atrial fibrillation 550 15 (2.7) 690 17 (2.5)
Venous thromboembolism 144 15 (10.4) 201 22 (10.9)
Prosthetic valve 132 38 (28.8) 159 44 (27.7)
Stroke 93 7 (7.5) 117 10 (8.6)
Left ventricular dysfunction 34 2 (5.9) 43 2 (4.7)
Other 71 11 (15.5) 83 13 (15.7)
Total 1024 88 (8.6) 1293 108 (8.4)
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The duration of warfarin therapy interruption was
available for 1130 episodes (87.4%). The frequency with
which different interruption intervals were chosen is
shown in Figure 1. In 947 of the 1130 interruptions
(83.8%), warfarin therapy was withheld for 5 days or
fewer; warfarin therapy was interrupted for more than 7
days in 71 instances (6.3%). Preprocedural use of phy-
tonadione for reversal of anticoagulation was docu-
mented in only 13 cases (1.0%).

THROMBOEMBOLISM AND HEMORRHAGE

Of the 1024 patients, 7 (0.7%; 95% CI, 0.3%-1.4%) sus-
tained a thromboembolic event during the 30-day fol-
low-up period; 4 were arterial and 3 were venous
(Table 3). None of the 7 patients with thrombosis re-
ceived periprocedural bridging therapy; 2 would have been
considered high risk (recent venous thromboembolism
and active malignancy). If the patients who received no
perioperative heparin are considered separately, the pro-
portion with a thromboembolic event is unchanged
(7/936, 0.7%; 95% CI, 0.3%-1.5%). When all 1293 in-
terruptions are considered, the proportion associated with
thromboembolism within the 30-day follow-up period
is 0.5% (7/1293; 95% CI, 0.3%-1.1%). Among patients

whose warfarin therapy was interrupted for 5 days or
fewer, the proportion experiencing thromboembolism was
0.4% (4/984; 95% CI, 0.2%-1.0%) compared with 2.2%
(3/135; 95% CI, 0.8%-6.3%) for those with an interrup-
tion interval of 7 days or more.

After the procedure, 6 patients (0.6%; 95% CI, 0.2%-
1.3%) sustained a major hemorrhage (1 spontaneous sub-
dural, 4 gastrointestinal after colonoscopy, and 1 soft tis-
sue with compartment syndrome), and 17 patients (1.7%;
95% CI, 1%-2.6%) experienced clinically significant, non-
major bleeding. Four of the 6 patients with major bleed-
ing episodes and 10 of the 17 patients with clinically sig-
nificant, nonmajor bleeding received periprocedural
heparin. Figure 2A presents the bleeding and throm-
boembolic events according to whether the patients re-
ceived bridging therapy. Although the patients who re-
ceived perioperative anticoagulation represented only
8.6% of the total population, 4 of the 6 major hemor-
rhagic events occurred in this group. Of note, none of
the thromboembolic events occurred after a bleeding
episode.

Among the 550 patients with atrial fibrillation, 4 (0.7%;
95% CI, 0.2%-1.9%) experienced an arterial thrombo-
embolic event (3 strokes and 1 systemic embolism, prob-
able ischemic bowel). One of the stroke events occurred
30 days after a 7-day warfarin therapy interruption. Of
the 550 patients, 15 received heparin. If the patients with
atrial fibrillation who received no perioperative bridg-
ing therapy are considered separately, the proportion of
patients with an arterial thromboembolic event is un-
changed (4/535, 0.7%). For each patient with atrial fi-
brillation, the number of risk factors for stroke13 was de-
termined. Use of transition therapy stratified by stroke
risk factors is indicated in Table 4. Our data suggest that
patients with a prior stroke may be at heightened risk,
but the number of events is too small to draw any de-
finitive conclusion.

Two patients sustained a major hemorrhage and 4 pa-
tients experienced clinically significant, nonmajor bleed-
ing during the 30 days after their procedure. One of these
6 patients had received heparin therapy. Outcome data
for this subgroup of patients with atrial fibrillation, strati-
fied by whether bridging therapy was used, are dis-
played in Figure 2B.
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Figure 1. Overview of the frequency with which different interruption
intervals were chosen.

Table 3. Clinical Details of Thromboembolic Events

Thromboembolic Eventa
Warfarin

Indication
Age, y/

Sex Procedure

Days, No.

Comment
Phytonadione

Reversal
Warfarin
Withheld Event

Minor stroke AF 72/F Shoulder procedure 4 6 No
Minor stroke AF 75/F Foot surgery 4 10 No
Ischemic bowel (probable)b AF 73/F Colonoscopy 5 11 Died within 30 days No
Stroke AF 82/F Oral surgery 7 30 No
Pulmonary embolism AF 72/M EGD 5 9 Active cancer No
DVT DVT 53/F Sinus surgery 10 15 No
Pulmonary embolism DVT 69/F Myelogram 10 10 Distal DVT 2-3 wk earlier Yes

Abbreviations: AF, atrial fibrillation; DVT, deep venous thrombosis; EGD, esophagogastroduodenoscopy.
aNone of these patients received periprocedural anticoagulation with heparin.
bPatient experienced the acute onset of abdominal pain 6 days after colonoscopy. The international normalized ratio at the time of presentation was 1.5. Clinical

diagnosis was ischemic bowel, and the patient was treated conservatively. Clinical status subsequently worsened, and the patient died 4 days later (27 days after
the procedure).
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COMMENT

Among 6761 prospectively enrolled patients, we identi-
fied 1293 episodes of warfarin therapy interruption for
elective outpatient procedures in 1024 patients. Of the
1293 interruptions, 108 (8.4%) were bridged with hep-
arin or low-molecular-weight heparin. Most patients in
our study would be considered to be at low to interme-
diate thromboembolic risk, which likely explains the in-
frequent use of heparin therapy. Patients at highest risk
for thromboembolism composed only 7% of our cohort.
The overall proportion of interruptions associated with
thromboembolism within the 30-day follow-up period
was 0.5% (7/1293). None of these patients had received
heparin; 2 would have been considered high risk (re-
cent venous thromboembolism and active malignancy).
Among patients whose warfarin therapy was inter-
rupted for 5 days or fewer, the proportion with throm-

Table 4. Proportion of Patients With Atrial Fibrillation Who
Received Bridging Therapy According to Stroke Risk Factors

Stroke
Risk Factor

No. of
Patients
(n=550)

Received Bridging
Therapy, No. (%)

(n=15)

Arterial
Events, No. (%)

(n=4)a

Age �75 y 285 4 (1.4) 2 (0.7)
Prior stroke 60 6 (9.8) 2 (3.3)
Hypertension 277 9 (3.2) 2 (0.7)
Diabetes mellitus 104 1 (0.96) 1 (0.96)
Heart failure 139 7 (5) 1 (0.7)
No. of risk factors

0 75 2 (2.7) 0
1 191 5 (2.6) 0
2 194 4 (2.0) 4 (2.1)
3 75 2 (2.7) 0
�4 15 2 (13.3) 0

aNone of these patients received bridging therapy.

A 1293 Interruptions

1185 (91.6%)
Not bridged

7 (0.6%)
TE events

9 (0.8%)
Bleeding events 0 TE events 14 (13.0%) 

Bleeding events

4 (0.3%) Arterial
(3 CVA, 1 SE)

3 (0.3%) Venous
(2 PE, 1 DVT)

2 (0.2%) Major
(2 GI)

7 (0.6%)
Significant

4 (3.7%) Major
(2 GI, 1 SDH, 
1 soft tissue)

10 (9.3%)
Significant

108 (8.4%)
Bridged

B 690 Interruptions

673 (97.5%)
Not bridged

5 (0.7%)
TE events

5 (0.7%)
Bleeding events 0 TE events 1 (0.6%)

Bleeding event

4 (0.6%)
Arterial

(3 strokes, 1 SE)

1 (0.1%)
 Venous (PE) 2 (0.3%) Major 3 (0.4%)

Significant 0 Major 1 Significant

17 (2.5%) 
Bridged

Figure 2. Thirty-day outcome events by bridging status for interruptions. A, Events for all patients. B, Events for patients with atrial fibrillation. CVA indicates
cerebrovascular accident; DVT, deep venous thrombosis; GI, gastrointestinal; PE, pulmonary embolism; SDH, subdural hematoma; SE, systemic embolism; and
TE, thromboembolism.
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boembolism was 0.4% (4/984). No thromboembolic
events occurred among the 108 interruptions bridged with
heparin. Major hemorrhage was uncommon but was
higher among patients receiving heparin (4/108, 3.7%)
than among those patients who did not receive heparin
(2/1185, 0.2%). The proportion of patients with clini-
cally significant, nonmajor bleeding was also higher in
those who received periprocedural heparin (9% vs 0.6%,
respectively).

Our study demonstrates that thromboembolism is un-
common among low- to intermediate-risk outpatients who
undergo elective periprocedural warfarin therapy inter-
ruption for a brief period (�5 days). Our findings sup-
port a previous proposal that perioperative anticoagula-
tion may be unnecessary for a significant proportion of
patients who have undergone long-term anticoagula-
tion whose warfarin therapy must be interrupted.14 Our
results are consistent with current guidelines, proposed
by the American College of Chest Physicians, suggest-
ing that low-risk patients may undergo 4 to 5 days of war-
farin therapy interruption without bridging therapy.1

The evidence from our study (and others4,5) that bridg-
ing therapy may result in significant and potentially avoid-
able perioperative hemorrhage emphasizes the need for
a randomized controlled trial of heparin vs placebo among
warfarin-treated patients who need procedures. The prin-
cipal challenge of such a trial will be to enroll a large num-
ber of participants while avoiding selection bias during
the screening process.

Our study has several limitations. First, the observa-
tional nature of our study leaves open the possibility of
selection bias, whereby only the patients at high risk for
thromboembolism may have received heparin. How-
ever, because less than 10% of the overall cohort under-
went transition with heparin, we do not believe that such
a selection bias would substantively change our results.
For example, among patients with atrial fibrillation, there
were 690 interruptions; 17 (2.5%) were bridged. Even if
one conservatively assumes that, in the absence of bridg-
ing therapy, 2 of these 17 patients (11.8%) would have
experienced thrombosis, the overall proportion experi-
encing an arterial thromboembolism would increase from
0.6% (4/690) to 0.9% (6/690). In contrast, among pa-
tients with mechanical prosthetic heart valves, bridging
therapy was administered in 28.8% of cases. Thus, we
acknowledge that for patients with mechanical heart
valves, our analysis may, because of selection bias, un-
derestimate the risk of thromboembolism associated with
warfarin therapy interruption in this subpopulation. Simi-
larly, patients with a history of stroke constituted only
10.9% of our atrial fibrillation cohort. Because this sub-
group is known to be at higher risk for stroke, further
study of such patients is warranted.

We are confident that our study has captured all im-
portant events because our database was constructed by
directly downloading patients’ anticoagulation records.
Because data were collected prospectively, the consecu-
tive patients included in this study constitute an incep-
tion cohort established at the time warfarin therapy was
discontinued. Since documentation is central to medi-
cal care (and of particular clinical importance in the haz-
ard-prone area of anticoagulation), we highly doubt that

health care professionals would neglect to enter infor-
mation about prescribed warfarin therapy interrup-
tions, major hemorrhage, thrombotic events, or the use
of heparin. Of the 1024 patients identified in our study,
only 1 patient was lost to follow-up.

It is possible that selection bias may have been intro-
duced by voluntary participation and the requirement for
written informed consent. However, the distribution of
stroke risk factors in our overall cohort is similar to that
seen in other published studies. The overall compara-
bility provides reassurance that the patient population
in our study is representative of patients with atrial fi-
brillation treated with warfarin.

Despite the unprecedented size of our study, the small
number of thromboembolic events limits our ability to
draw definitive conclusions about the risk of periopera-
tive warfarin therapy interruption for any individual pa-
tient. The risk of perioperative thromboembolism is
influenced by multiple patient-specific, procedure-
specific, and physician-specific factors that collectively
influence thrombogenicity. Quantifying the effect of in-
dependent factors (eg, indication for warfarin) with any
degree of precision would require substantially more
events. Our results, however, do not apply to patients un-
dergoing major surgery or other more invasive proce-
dures that require hospitalization. Compared with the pro-
cedures included in our study, more invasive surgical
procedures would almost certainly be associated with a
greater risk of bleeding. More invasive operations would
also increase exposure of tissue factor to circulating
plasma. Because this has the potential to increase coagu-
lation activation15 while reducing fibrinolytic capac-
ity,16 it is possible that such major surgical procedures
would also confer a higher risk of thromboembolism.

We conclude that for many patients receiving long-
term anticoagulation who need to undergo a minor out-
patient intervention, a brief (�5 days) periprocedural in-
terruption of warfarin therapy is associated with a low
risk of thromboembolism. Because our study and oth-
ers4 indicate that bridging anticoagulant therapy may be
associated with a significantly increased risk of hemor-
rhage, a prospective randomized trial of bridging vs no
bridging is needed to assess the risks and benefits of pro-
viding periprocedural anticoagulation. Until such a trial
is completed, our results provide valuable information
to physicians who must weigh the risks and benefits of
different perioperative treatment strategies for patients
taking warfarin.
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Millions of patients receive anticoag-
ulant therapy to prevent or treat

thromboembolism. High-quality evi-
dence documenting the benefit of an-
tithrombotic therapy for patients with
mechanical heart valves, a history of ve-
nous thromboembolism, or atrial fibrilla-
tion is abundant.1-3 However, antithrom-
botic agents are associated with a risk of
bleeding. On death certificates, anticoag-
ulants ranked first in 2003 and 2004 in
the number of total mentions of “deaths
for drugs causing adverse effects in ther-
apeutic use.”4

In the US, the Joint Commission has
brought significant attention to the safety
of antithrombotic agents by challenging
hospitals to “reduce the likelihood of pa-
tient harm associated with the use of an-
ticoagulation therapy” as 1 of 2 new Na-
tional Patient Safety Goals for 2008.5

Warfarin, the only oral anticoagulant
available in North America, is notorious
for having both a narrow therapeutic in-
dex as well as numerous drug and dietary
interactions.6-10 The fear of bleeding com-
plications and the need for frequent blood
sampling are among the reasons that oral
anticoagulant therapy is underutilized.11-14

The safety and effectiveness of both
short- and long-term anticoagulation can
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OBJECTIVE: To provide recommendations, policies, and procedures pertaining to
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therapy is acknowledged.
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be optimized by a “systematic,” evidence-based approach
to therapy, often in the context of dedicated anticoagulation
management services (AMS).15,16 The benefits of AMS are
well documented.16,17 However, the majority of anticoagulat-
ed patients in North America do not receive care from such
services. Thus, recommendations for delivering optimized
anticoagulation therapy (OAT) should apply to all clinicians
involved in the care of outpatients receiving anticoagulation,
regardless of the structure and setting in which that care is de-
livered.

This document is focused on outpatient care and de-
scribes policies and procedures designed to achieve de-
sired clinical endpoints while minimizing the risk of anti-
coagulant-related adverse outcomes (principally, bleeding
and thrombosis). Recommendations in this document are,
whenever possible, supported by the best available evi-
dence. However, for some issues, published evidence is in-
conclusive or unavailable. In all instances, recommenda-
tions herein represent the consensus opinion of all authors.
We constitute the Board of Directors of the Anticoagula-
tion Forum, an organization dedicated to optimizing anti-
coagulation care for all patients (www.acforum.org).

Section I: Qualifications of Personnel

1.1 Optimized anticoagulant therapy should be provided
by healthcare professionals licensed in a patient-oriented
field (eg, medicine, nursing, pharmacy) possessing core
competency related to anticoagulation therapy.

COMMENT

Healthcare professionals involved in the management of
antithrombotic therapy should be educated in a clinical dis-
cipline, trained in patient assessment and care, and licensed
in a patient-oriented healthcare field. Technical support
personnel (eg, medical assistant, pharmacy technician,

nurse technician) may assist in selected aspects of antico-
agulation management, including obtaining laboratory test
results, scheduling appointments, and other nonclinical du-
ties, but should not be directly involved in patient assess-
ment and therapy management. 

Because anticoagulant therapy is complex and associat-
ed with substantial risks, additional training is recommend-
ed. This training may be obtained in the work environ-
ment, through a formal didactic and/or experiential train-
ing program, or through self-study.15 Such additional
training, however, should not replace the aforementioned
requirements regarding clinical training and licensing nec-
essary to provide patient care. Examples of formal antico-
agulant therapy management training programs are listed
in Table 1. Core domains of competency for providers of
OAT are outlined in Table 2. The National Certification
Board of Anticoagulation Providers has been a pioneer in
helping US healthcare professionals document (and be rec-
ognized for) their expertise in this area (www.ncbap.org/).

Section II: Supervision

2.1 In situations where OAT is provided by a dedicated
AMS, a collaborative practice agreement with the health-
care practitioner(s) or organization ultimately responsible
for patient care should be established. The collaborative
practice agreement should assign day-to-day responsibility
for anticoagulation management to AMS personnel and
should clearly describe responsibilities, accountability, and
job descriptions.

COMMENT

Optimized anticoagulation therapy is provided by a ded-
icated AMS in numerous healthcare settings, each with
unique characteristics and structural elements and influ-
enced by internal and external regulatory requirements as
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Table 1. Anticoagulation Therapy Training Programs 

Program Comment

Certified Anticoagulation Provider provided by the The National Certification Board for Anticoagulation Providers
to formally recognize anticoagulation providers meeting educational and 
patient-care experiential requirements

Research Institute of the American College of Clinical Pharmacy a 4- to 6-wk intensive training program provided through the University of Texas
Anticoagulation Training Program and the Anticoagulation Clinics of North America

American Society of Health-System Pharmacists Foundation curriculum consists of a self-study program and a 5-day experiential program
Antithrombotic Pharmacotherapy Traineeship

University of Southern Indiana College of Nursing and Allied interactive 6-wk, 40-h Internet certificate program for nurses, pharmacists, and
Health Professions Anticoagulant Therapy Management physicians
Certificate Program

Lovelace Clinic Foundation Advanced Preceptorship in the an in-depth course designed to meet the needs of physicians, nurses, and 
Management of Anticoagulation Therapy and Clinical pharmacists working in or setting up clinics to monitor and coordinate the care
Thrombosis of patients on anticoagulation therapy; each conference is limited to 30–40 

participants to promote interaction with course faculty and provide networking 
opportunities



well as state and federal law.16,18-20 Regardless of the prac-
tice setting, the overall AMS supervisory process and ad-
ministrative matrix should be described with clarity. Fur-
thermore, the roles and responsibilities of each member of
the healthcare team involved in providing OAT, including
the referring provider, should be clearly defined. Examples
of AMS practice guidelines have been published.21

Section III: Care Management and Coordination

3.1 Written policies and procedures for the delivery of
optimized anticoagulation therapy should be established and
approved by the individual who is ultimately responsible for
the delivery of anticoagulant care. Policies and procedures
should facilitate communication between all parties with a
vested interest in the outcomes of anticoagulant therapy.

COMMENT

Policies and procedures serve as a clinical tool and a
quality assurance mechanism to reduce variability in the
delivery of care.22 Any individual or dedicated AMS pro-
viding OAT should establish policies and procedures that
address common and/or controversial issues that may arise
(Table 3). Policies and procedures should be reviewed, up-
dated as evidence becomes available, and approved regu-
larly by appropriate committees (eg, a pharmacy and thera-
peutics or medical executive committee) and should be
widely disseminated throughout the organization. These
policies and procedures should also include protocols for
routine dosing and follow-up determinations and should be
available for review within the clinic at all times.

Coordination of anticoagulation therapy requires timely
interaction among the anticoagulation providers, referring
physicians, surgeons, specialists, dentists, pharmacists, lab-
oratory personnel, skilled nursing facilities, assisted living
facilities, and the patients and their caregivers.23 Communi-
cation failures can result in poor patient outcomes.24 Effec-
tive policies and procedures for the delivery of OAT

should reduce fragmentation of care by facilitating com-
munication and transitions between healthcare team mem-
bers with regard to anticoagulation therapy issues. Com-
munication is essential to ensure optimal therapeutic out-
comes and should conform to expectations set forth by
applicable regulatory agencies (eg, boards of pharmacy,
nursing, and medicine). Examples of AMS policies and
procedures have been published.21

3.2 An efficient system for scheduling and tracking pa-
tients should be utilized.

COMMENT

Suboptimal anticoagulant therapy is often attributable to
fragmented systems of care.24 Key components supporting
the delivery of OAT can be categorized as: (1) scheduling,
(2) testing, (3) decision support, and (4) communication. A
tracking system (eg, an electronic database) should be im-
plemented to minimize the possibility that a patient on an-
ticoagulation therapy could be lost to follow-up, even for a
brief period.

Section IV: Documentation

4.1 Accurate and easily accessible documentation systems
should be used so that information pertinent to anticoagu-
lation therapy can be retrieved in a timely fashion.

COMMENT

Computer software programs specifically designed to
manage all aspects of anticoagulation therapy are widely
available.25 It is also possible to adapt existing computer
software applications to meet anticoagulation monitoring
needs or to use paper forms. The optimal anticoagulation
therapy tracking system for a given healthcare environ-
ment should be dictated by factors such as the number of
patients being monitored and existing information technol-
ogy resources. For most settings, computerized anticoagu-
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Table 2. Core Domains for Competency for Providers of Optimized Anticoagulant Therapy

Applied physiology and pathophysiology of thromboembolic disorders 
working knowledge regarding the normal physiological processes of hemostasis and thrombosis, and the etiology, risk factors, and clinical mani-
festations of pathologic thrombus formation

Patient assessment and management 
knowledge, skills, and competencies to manage and monitor patients on anticoagulant therapy including the ability to assess the efficacy and toxi-
city of the prescribed anticoagulant treatment, determine whether the therapeutic goals have been achieved, and identify patient-related variables
that affect therapy

Patient education 
ability to provide patient education that is tailored to patients’ specific needs to promote safety, enhance adherence, and positively affect clinical 
outcomes; perform an educational assessment; develop an educational plan; and document the educational activities in the patient’s medical 
record

Applied pharmacology of antithrombotic agents 
in-depth knowledge regarding the pharmacologic properties of all antithrombotic drugs



lation tracking applications offer increased ef-
ficiency.25 Table 4 contains a list of parameters
that may be helpful to include in an anticoagu-
lation tracking database, regardless of the type
of documentation system used.

The documentation system should facilitate
access to information relevant to quality as-
sessment. It is suggested that parameters such
as percent time-in-therapeutic-range, rates of
major bleeding, thromboembolic events, and
total deaths be recorded. To assess staff and
other resource needs, trends in the number of
patients managed should also be tracked.

Section V: Patient Education

5.1 The delivery of optimized anticoagulant
care should address the educational needs of
patients and their caregivers. 

COMMENT

Patient safety is enhanced when patients are
actively involved in, understand, and take re-
sponsibility for their care.26 Adherence to a
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Table 4. Elements of an Anticoagulation Patient-Tracking and Record-Keeping System

Demographic
name
date of birth
sex
contact information for patient and caregivers (eg, phone numbers, home address, email address)

Treatment
indication(s) for anticoagulant therapy
target INR intensity
start date
anticipated/recommended duration of therapy
tablet strength(s) of vitamin K antagonist
risk factors for bleeding and clotting influencing anticoagulation therapy (eg, fall risk, alcoholism, inherited or acquired thrombphilia)
name, dose, route, frequency of administration, and start and stop dates for concomitant medications that could interfere with vitamin K antagonist 
(prescription and over-the-counter) including herbal products and dietary supplements

chronological flowchart documenting INR results and vitamin K antagonist dosages and other information pertinent to the patient’s anticoagulation
care

Communication
patient
documentation of patient education processes
copies of all letters sent to patients
documentation of other patient communications (eg, telephone calls, emails, postal letters)
other healthcare practitioners
summaries of all communications with other healthcare practitioners pertaining to anticoagulation therapy

Miscellaneous
complications of anticoagulation therapy (eg, bleeding, thromboembolism)
other pertinent laboratory values (eg, hemoglobin, hematocrit, urinalysis, fecal occult blood screening)
missed appointments
use of anticoagulants other than vitamin K antagonist (eg, unfractionated heparin, low-molecular-weight heparin, fondaparinux)
plans for interrupting anticoagulation therapy for invasive procedures

INR = international normalized ratio.

Table 3. Anticoagulation Management Issues for Which Established
Policies and Procedures May Be Useful 

Assessing the risks and benefits of anticoagulation therapy

Documenting patient’s understanding of anticoagulation therapy

Indications for anticoagulation therapy

Indication-specific target INR values

Determining the planned duration of anticoagulation therapy

Initiating anticoagulation therapy

Managing therapeutic and nontherapeutic INR values

Determining monitoring intervals for INR and other laboratory parameters perti-
nent to anticoagulation therapy (eg, complete blood cell counts, urinalysis)

Defining and documenting adverse events (eg, major bleeding, thromboembolism, 
death)

Defining the mechanism by which missed appointments will be flagged

Establishing a system for the timely reporting of laboratory results 

Managing nonadherence to blood tests or clinic visits

Managing transitions between care settings (eg, inpatient to outpatient, inpatient 
to skilled nursing, outpatient to inpatient)

Defining criteria for discharging patients from a dedicated AMS

Reimbursement procurement

Defining and assessing quality measures

Interrupting anticoagulation for invasive procedures

Managing anticoagulation therapy during pregnancy

Coordination of anticoagulation therapy during travel

Defining eligibility criteria and follow-up requirements for patient self-testing

AMS = anticoagulation management service; INR = international normalized ratio.



plan of care and the stability of anticoagulant effect, as mea-
sured by the international normalized ratio (INR), are im-
proved when this is achieved.27,28 Knowledge of anticoagula-
tion therapy can be effectively imparted through face-to-face
interactions and the use of written materials and other audio-
visual resources to review and reinforce the educational pro-
cess.29 An approach to the learning process based on estab-
lished models of education may be more likely to improve a
patient’s knowledge level compared with ad hoc programs.30

A knowledge assessment tool may help the clinician to
assess an individual patient’s educational needs.31 Written
materials at an appropriate reading level should be provid-
ed and, when possible, in the patient’s native language. Lo-
cal health literacy rates (a significant concern in many
parts of the US) should be considered when patient educa-
tional materials are developed.32 Important aspects of pa-
tient education related to anticoagulation therapy are sum-
marized in Table 5.

Section VI: Patient Selection and Assessment

6.1 Optimized anticoagulant therapy should be instituted
only after careful consideration of the risk and benefit for
an individual patient.

COMMENT

The ability to deliver OAT is highly dependent on pa-
tient selection, vigilant INR monitoring, and evidence-
based treatment recommendations.1,33-36 The initial patient
assessment should include a comprehensive medical histo-

ry; family history of bleeding and/or clotting disorders; medi-
cations (including dietary supplements and over-the-counter
drugs); social, lifestyle, and employment profile; health be-
liefs and attitudes; level of understanding; health literacy; per-
sonal health motivation; and healthcare resources. Risk fac-
tors for vitamin K antagonist–associated bleeding have been
published.37,38 Patients and/or their caregivers should be in-
volved in the discussion of the risks and benefits associated
with anticoagulation therapy and should agree with the deci-
sion as to whether to initiate/ continue therapy.

6.2 The appropriateness of a treatment plan for any indi-
vidual patient should be periodically reviewed throughout
the course of therapy.

COMMENT

A thorough assessment of the various factors that influ-
ence warfarin dosing requirements (eg, diet, disease, other
medications, alcohol use, adherence) should be completed
at all routine patient visits. Since a patient’s risk of throm-
bosis and bleeding can change over time, the indication,
intensity, and length of anticoagulation therapy should be
reevaluated periodically.39 Ongoing reassessment will also
allow the treating clinician(s) to apply new therapies, algo-
rithms, or guidelines that may be developed.

Section VII: Laboratory Monitoring

7.1 Optimized anticoagulation therapy should incorporate
regular laboratory monitoring of anticoagulant effect. Vita-
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Table 5. Important Aspects of Anticoagulation Therapy Patient Education 

Indicate the reason for initiating anticoagulation therapy and how it relates to clot formation.

Review the name of anticoagulant drug(s) (generic and trade) and discuss how they work to reduce the risk of clotting complications.

Discuss the potential duration of therapy.

Explain the meaning and significance of the INR.

Explain the need for frequent INR testing and target INR values appropriate for the patient’s treatment.

Discuss the narrow therapeutic index of warfarin and emphasize the importance of regular monitoring as a way to minimize the risk of bleeding/ 
thrombosis.

Describe the common signs/symptoms of bleeding and what to do if they occur.

Describe the common signs/symptoms of clotting complications and what to do if they occur.

Outline precautionary measures to minimize the risk of trauma or bleeding.

Discuss the influence of dietary vitamin K use on the effects of vitamin K antagonists.

Discuss potential drug interactions (prescription, over-the-counter, herbal) and what to do when normal medication regimens change.

Discuss the need to avoid or limit alcohol consumption.

Explain the need for birth control measures for women of child-bearing age.

Review the importance of notifying all healthcare providers (eg, physicians, dentists) of the use of anticoagulation therapy.

Review the importance of notifying the anticoagulation provider when dental, surgical, or invasive procedures and hospitalization are scheduled.

Explain when to take anticoagulant medications and what to do if a dose is missed.

Discuss the importance of carrying identification (ID card, medical alert bracelet/necklace).

Document the fact that education of the patient (or caregiver) has occurred.

ID = identification; INR = international normalized ratio.



min K antagonists should be monitored with use of the
prothrombin time test and reported as an INR. 

COMMENT

Unique preanalytic, analytic, and postanalytic sources of
error may, as with all laboratory tests, affect prothrombin
time results.40,41 Even when all of these variables are tightly
controlled, there remains a clinically significant amount of
variability between different test systems, depending on
the specific coagulometer and thromboplastin combination
utilized.42-44 The reproducibility of results when repeated
testing is performed on the same test system is quite pre-
cise, with a coefficient of variation generally below 5%.
Replicate testing of the same sample on multiple different
test systems results in a much greater degree of variation,
and this variation increases significantly with higher inten-
sity of anticoagulation.45,46 Despite this variation between
different test systems, the prothrombin time (and its deriva-
tive, the INR) has been shown to correlate with important
outcomes in multiple clinical trials.6-8,47,48

The INR is a standardization method that attempts to
minimize differences between thromboplastin reagents
through a calibration process in which all commercial
thromboplastins are compared with an International Refer-
ence Preparation (IRP) maintained by the World Health
Organization (WHO).49 The INR method is not perfect in
correcting for differences among different laboratories uti-
lizing different thromboplastin reagents, but it does reduce
the variation among different laboratories and provides
clinically useful results.50,51

7.2 Prothrombin time testing for optimized anticoagula-
tion therapy should be performed on either plasma samples
in a clinical laboratory or on whole blood capillary (finger-
stick) samples utilizing point-of-care devices. 

COMMENT

Both approaches have been validated and both provide
results equivalent to results obtained with WHO IRP
preparations. Both plasma (venipuncture) and whole blood
(fingerstick) methods of prothrombin time testing have
been used for decision-making in anticoagulant-related
clinical trials.52-54

7.3 Prothrombin time testing for optimized anticoagula-
tion therapy should be performed by professional laborato-
ry staff, professional clinical staff, or properly trained pa-
tients or caregivers. 

COMMENT

Laboratory testing has traditionally been performed in a
clinical laboratory by trained laboratory professionals. The

development of whole blood prothrombin time testing has
more recently allowed for the testing to move outside of
the clinical laboratory. Multiple studies have validated that
not only nonlaboratory medical professionals, but also
properly trained patients, are capable of performing reli-
able prothrombin time testing. The bulk of the data suggest
that, for properly selected patients, self-testing (at home) is
cost-effective and leads to outcomes at least as good as
those achieved with standard INR testing (at a clinical lab-
oratory or in a clinic).52,55 Barriers to widespread adoption of
patient self-testing in the US include: (1) the lack of a single,
evidence-based approach to identifying eligible patients, (2)
reluctance on the part of many third-party payers to fund the
machines and the test strips, and (3) the absence (in many
primary care settings) of a well-developed system with
which self-testing patients can be identified, educated, and
have their follow-up ensured. Whether it is performed by the
patient (at home) or by a healthcare professional (in a medi-
cal office), point-of-care testing offers efficiency for the clin-
ician and eliminates any potential for delay between INR
measurement and patient notification of results. 

Section VIII: Initiation and Stabilization of
Warfarin Therapy

8.1 The initiation of optimized anticoagulation therapy
should use a systematic, evidence-based approach.

COMMENT

The initiation of OAT should ensure that therapeutic
concentrations of anticoagulant medications are achieved
in a timely manner and that the risk of supratherapeutic
INR values is minimized. Various approaches to achieving
this goal are outlined in evidence-based guidelines and the
medical literature and should be used in the development
of systems for the initiation of OAT.56-60 Clinicians should
consider patient-specific factors such as age, weight,
height, concomitant medications, and comorbidities when
deciding on the starting doses of anticoagulant medica-
tions. Irrespective of the starting dose used, INR values
should be monitored at least 2–3 times per week for the
first 7–10 days (or until a stable dose is achieved) of vita-
min K antagonist therapy.56

Although the presence of certain polymorphisms in the
genes for CYP2C9 and vitamin K epoxide reductase com-
plex subunit 1 is associated with lower maintenance doses,
the role of pharmacogenetic testing in clinical practice re-
mains uncertain. Several clinical trials designed to test the
hypothesis that pharmacogenetic testing will improve pa-
tient care are ongoing. At this time, however, we do not
believe that there is sufficient evidence of benefit to rec-
ommend routinely genotyping patients who initiate vita-
min K antagonist treatment.61-63
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Patients being started on vitamin K antagonist treatment
often require concomitant unfractionated heparin, low-
molecular-weight heparin (LMWH), or synthetic pentasac-
charide (fondaparinux) during vitamin K antagonist initia-
tion.56 Healthcare professionals supervising initiation of vi-
tamin K antagonist treatment should define the answers to
questions such as: What laboratory parameters should be
checked and how often? When should “overlap” heparin/
LMWH/fondaparinux therapy be discontinued?

Section IX: Maintenance of Therapy

9.1 The delivery of OAT should use a systematic process
for longitudinal patient assessment, adjustment of antico-
agulant drug doses, and scheduling of follow-up laboratory
monitoring.

COMMENT

Follow-up evaluation during OAT should document
changes in medication, health status, diet, and adherence.
Patients should also be assessed regularly for signs and
symptoms of bleeding or clotting complications. Standard-
ization of follow-up procedures using checklists or flow
diagrams may increase the consistency of care.64 For pa-
tients on a stable dose of a vitamin K antagonist, individual
circumstances, such as medication changes, concurrent ill-
ness, or unexplained INR instability, will dictate the inter-
val between follow-up assessments. However, current
guidelines indicate that even patients with repeatedly ther-
apeutic levels of anticoagulation should undergo INR mea-
surement every 4 weeks.56

Validated algorithms for adjusting vitamin K antagonist
doses should be incorporated into operating procedures.
Evidence-based guidelines should be used to establish a
systematic approach to responding to extreme INR values
(eg, >4.5 and <1.5).56 Likewise, a systematic approach that
incorporates pharmacokinetic and pharmacodynamic prin-
ciples should be employed to determine the interval be-
tween INR tests that maximizes the amount of time that
anticoagulant concentrations are maintained within their
therapeutic range.

9.2 The delivery of optimized anticoagulation therapy
should utilize a systematic approach to the elective inter-
ruption and resumption of anticoagulant therapy for elec-
tive invasive procedures. 

COMMENT

Patients receiving a vitamin K antagonist may require
temporary interruption of anticoagulant therapy to mini-
mize bleeding risk associated with invasive procedures.
The risk of excessive or uncontrolled bleeding associated
with the procedure should be carefully weighed against the

potential for recurrent thromboembolism associated with
the interruption in anticoagulation therapy.65-67 Although
no high-quality evidence to guide perioperative anticoagu-
lation decisions exists, local (or institutional) standards re-
garding protocols, communication with interventionists,
and patient education will reduce inconsistency when pa-
tients require invasive procedures. Both the person respon-
sible for managing anticoagulation therapy and the person
performing the invasive procedure should be in agreement
regarding the anticoagulation therapy plan. Consensus guide-
lines, although based on evidence of limited quality, address-
ing this common clinical situation have been published (ref
Chest, ACC/AHA, International Angiology).34-36,56

9.3 The delivery of optimized anticoagulation therapy
should use a systematic approach in management and doc-
umentation of unexpected events (eg, bleeding, clotting,
other potential anticoagulation-related adverse effects, or
medical problems not related to anticoagulant therapy). 

COMMENT

Patients experiencing unexpected adverse events should
be triaged and managed in a setting where the required
care can be provided in a timely manner. Preferred inter-
ventions for the prompt reduction of the INR in bleeding
patients (eg, infusions of fresh-frozen plasma, prothrombin
complex concentrates, or recombinant factor VIIa, along
with vitamin K) should be developed collaboratively with
emergency care providers and based on available evi-
dence.56 The severity and location of the bleeding and the
level of the INR should influence the approach and choice
of a reversal agent. Policies should also be in place for
managing patients with subtherapeutic INR results and/or
thromboembolic events in a timely manner. As with pa-
tients who experience (or are at risk for) bleeding events,
the plan for those presenting with a low INR or signs/
symptoms of a thrombotic event will be dictated by clini-
cal circumstances such as the underlying risk of thrombo-
sis and the length of time during which the INR has been
subtherapeutic. Systems should be developed to facilitate
continuity of care when patients first seek medical atten-
tion in an emergency department. Any treatment rendered
should be documented and communicated in a timely fash-
ion to the person managing anticoagulation therapy.

Summary

Anticoagulation therapy, although potentially life-sav-
ing, has inherent risks. Whether a patient is managed in a
solo practice or a specialized AMS, a systematic approach to
key elements will reduce the likelihood of adverse events.
The guidelines in this article are intended to help healthcare
providers at the point of delivery to optimize anticoagulation
therapy. Even as new anticoagulant medications emerge, the
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principles of patient selection, provider education and train-
ing, interruption of treatment for invasive procedures, and
careful follow-up are likely to remain relevant.
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RÉSUMÉ

OBJECTIF: Donner des recommandations, des politiques, et des
procédures concernant l’offre d’un service d’anticoagulation optimisé
visant l’atteinte de résultats cliniques tout en minimisant le risque de
résultats indésirables liés à la thérapie anticoagulante (saignements et
thromboses).

SÉLECTION DES ÉTUDES ET DE L’INFORMATION: Considérant l’envergure du
document, la littérature médicale a été scrutée à l’aide de différentes
stratégies. Lorsque possible, les recommandations furent supportées par
les évidences disponibles. Cependant, parce que ce manuscrit fait
référence aux processus et systèmes de soins, des évidences de haute
qualité (telle une étude randomisée) ne sont pas disponibles. Dans ces
cas, les recommandations représentent un consensus d’opinions des
auteurs participant au Conseil des Directeurs du Forum
d’Anticoagulation, une organisation dédiée à optimiser les soins en
anticoagulation. Ce conseil est composé de médecins, pharmaciens, et
infirmières ayant démontré une expertise et une expérience significative
dans le traitement de ces patients.

RÉSUMÉ: Les recommandations pour fournir une thérapie anticoagulante
optimisée furent développées en collaboration avec les auteurs et se
résument en 9 éléments clés: (1) Qualification du personnel, (2)
Supervision, (3) Gestion des soins et sa coordination, (4) Documentation,
(5) Education du patient, (6) Sélection du patient et évaluation, (7)
Monitorage de laboratoire, (8) Initiation et stabilisation de la thérapie, et
(9) Maintien de la thérapie. Les recommandations veulent favoriser le
développement de systèmes de soins dont les éléments ont démontré des
bénéfices dans l’amélioration des résultats des patients anticoagulés. Les
recommandations pour dispenser une thérapie optimisée de soins de
santé s’appliquent à tous les cliniciens impliqués dans les soins à ces
patients, peu importe la structure et l’endroit où les soins sont donnés.

CONCLUSIONS: La thérapie anticoagulante, bien que salutaire, comporte
des risques. Lorsqu’un patient est suivi par une personne seule ou par un
service spécialisé en anticoagulation, une approche systématique
comportant les 9 éléments cités permettra de réduire les risques
inhérents à cette thérapie. La recherche continue pour dispenser une
thérapie anticoagulante optimale est nécessaire et le besoin reconnu.

Traduit par Marc M Perreault
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INTRODUCTION

The United States Preventive Services Task Force recommends
that primary care clinicians assume a major role in screening,
identification, treatment, and referral to treatment of un-
healthy alcohol and other drug (AOD) use—the spectrum from
use that risks health consequences to AOD disorders (abuse
and dependence)—in generalist settings.1 In the United States,
nicotine dependence, alcohol use, and drug use are the first,
third, and ninth leading causes, respectively, of preventable
deaths.2 Despite the harmful effects of addiction and improved
options for office-based treatments and referral, not all
primary care clinicians routinely address AOD use in their
patients.

The objectives of this paper are to identify and examine
important recent advances in addiction medicine that have
implications for primary care clinicians and that emphasize
primary care clinicians’ role in the identification, treatment
and/or referral of patients with addictions. We conducted an
electronic database (PubMed) search to systematically identify
recent (June 1, 2006 to January 1, 2008) human subject,
English language, peer-reviewed, research publications that
are relevant to generalist care for patients with addiction
disorders. We also surveyed the publications that were
reviewed by a NIH-funded newsletter that, in an attempt to
identify articles that address the health impact of alcohol and
drugs, systematically reviews the core general medical, infec-
tious disease, public health, and addiction subspecialty jour-
nals.3 Similar to our prior review,4 authors (A.G., D.F., R.S.)

were provided a title listing of articles with addiction-related
key words within the reference time frame, and then secondary
searches and consensus deliberations were used to identify
articles that may impact the care provided by primary care
clinicians in the categories of 1) alcohol use and disorders and
2) opioid use and dependence. Articles were categorized as
impacting primary care clinicians if they studied primary care
settings or could impact such settings and had practice-
changing findings or implications.

ALCOHOL USE AND DISORDERS

Simplifying Alcohol Assessment: Two Questions
to Identify Alcohol Use Disorders5

In this study,5 the investigators developed a simple assessment
for alcohol use disorders with data from the cases (1,522
injured patients seen in an emergency department) of a case-
control study, the Missouri Injury Study (MIS). They validated
the assessment with data from three cross-sectional samples:
1) the controls (1,124 non-injured adults responding to a
telephone survey) from the MIS, 2) a primary care sample (n=
623) from the Vital Signs Screening Project (VSSP), and 3) a
nationally representative sample of U.S. adults (n=26,946)
from the National Epidemiologic Survey on Alcohol and
Related Conditions (NESARC).

The investigators identified two criteria that were predictive
of alcohol use disorders: 1) recurrent drinking in physically
hazardous situations and 2) drinking more or for longer than
intended. In the developmental sample, presence of either of
the two criteria had a sensitivity of 96% and a specificity of
85% for a current alcohol use disorder. Among all subjects in
the three validation samples, the presence of either of the two
criteria had a sensitivity of 72% to 94% and a specificity of 80%
to 95% for a current alcohol use disorder. Among screen-
positive (>4 drinks in one day for women or >5 drinks in one
day for men at least once over the past three months for MIS
and VSSP; ≥5 or more drinks in a single day over the past
12 months for NESARC) subjects in the three validation
samples, the presence of either of the two criteria had a
sensitivity of 77% to 95% and a specificity of 62% to 86% for
a current alcohol use disorder.
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Although the two criteria—recurrent drinking in physically
hazardous situations and drinking more or for longer than
intended—demonstrated good sensitivity and specificity for
alcohol use disorders in this retrospective secondary data
analysis study, it is unclear how the relevant questions should
be worded for use in primary care settings and how they would
perform outside the context of an extensive research assess-
ment. The investigators recommend the items be tested
prospectively in practice settings. After development into an
easy-to-use format with prospective validation, this approach
could be a brief and efficient way to assess alcohol use
disorders in primary care patients with an initial positive
screen. Being able to quickly sort out the severity of unhealthy
alcohol use in these settings could decrease at least one barrier
to widespread dissemination of alcohol screening.

Brief Interventions Effective in Primary Care6

In numerous randomized trials, brief counseling interventions,
including feedback, advice, and goal-setting done in an
empathic manner, have efficacy for nondependent unhealthy
alcohol use. But as with many efficacy trials, these studies
have had numerous exclusions and the interventions have
often been very carefully implemented or extensive, raising
questions about reproducibility. Thus, effectiveness of alcohol
brief intervention in real-world primary care settings is less
clear. To assess the effectiveness of brief interventions, inves-
tigators performed a systematic review and meta-analysis of
randomized trials done with patients presenting to primary
care for reasons other than for alcohol treatment.6 Interven-
tions in these studies lasted from 7.5 to 60 minutes over 1 to 5
contacts. The researchers scored the trials on the presence or
absence of features of efficacy and effectiveness trials. They
identified 22 trials with 7619 subjects.

Brief intervention subjects drank (mean difference) 38 grams
(about 3–4 standard drinks7) less per week than did control
subjects at one year (95% CI, −54 to −23 grams). There was no
significant difference in reductions between “effectiveness” and
“efficacy” trials. In studies characterized as effectiveness trials,
the difference in consumptionwas 28 g (95%CI,−48 to−9 grams);
in efficacy studies, it was 51 grams (95% CI, −77 to −25 grams).

These findings suggest that brief counseling interventions in
primary care settings lower alcohol consumption in those with
nondependent unhealthy alcohol consumption. However,
these effects are modest, and evidence for reduced conse-
quences is not robust. This systematic review extends what we
have known from other evidence reviews by specifically
examining whether effects were similar in studies that
assessed efficacy and effectiveness. Results were similar in
both types of studies suggesting that brief counseling is
effective in real world primary care settings.

However, the exclusion criteria for the original individual
randomized trials (for example, alcohol dependence and
psychiatric co-morbidity) limit the conclusions that can be
drawn from this study. Nonetheless, the results do support
practice guidelines that have recommended universal screen-
ing for unhealthy alcohol use in primary care settings and brief
interventions for those who screen positive. Further research
is needed in patient populations for whom the practice’s
benefits are less certain (e.g., medical inpatients, patients with
dependence); research is also needed to determine how to go
beyond decreasing consumption to decreasing consequences.

Intensive Referral to 12-Step Self-help Groups
and 6-month Substance Use Disorder Outcomes8

Primary care clinicians commonly refer their patients with
substance dependence to 12-step groups like Alcoholics
Anonymous (AA) or Narcotics Anonymous (NA).9 But making
these referrals is often not simple; some patients may not be
ready to take a step towards abstinence, and others have
myriad ideological and practical barriers that prevent 12-step
meeting attendance and participation. To examine whether
intensive referral to AA or NA confers more benefit than
standard, ad hoc referral, researchers randomized 345 veter-
ans who entered a new substance abuse treatment episode
(80% misused alcohol).8 For the 181 patients assigned to
intensive referral, treatment counselors provided a list of local
AA/NA meetings preferred by other patients with directions to
and times of those meetings and an introductory handout on
12-step groups. Counselors also arranged for an AA/NA
volunteer to escort the patient to a meeting, confirmed with
the patient in writing the meetings that they will attend,
followed up on meeting attendance at the next session, and
recommended in writing that the patient obtain a temporary
sponsor. The 164 patients assigned to standard referral
received only a schedule of local 12-step meetings and scripted
encouragement to attend.

At six-month follow-up, intensive and standard referral
groups did not differ on 12-step attendance overall, but
intensive referral yielded more attendance among patients
with less previous 12-step experience. The intensive group
had more 12-step involvement (e.g., more likely to have
participated actively in the meetings, had a spiritual awak-
ening, or obtained a 12-step sponsor). The intensive group
patients also improved more than the standard group on the
Addiction Severity Index Alcohol Use (mean improvement
0.215) and Drug Use Composites scores (mean improvement
0.079). Twelve-step involvement mediated these effects.
Finally, the intensive group patients were more likely to be
abstinent from other drugs than the standard group (78%
vs. 70%) and were more likely to be abstinence from alcohol,
a difference of borderline significance (64% vs. 55%, p=0.06).

Although the referrals in this study were done by counselors
among patients entering addiction treatment, the results have
important implications for primary care clinicians. Internists’
efforts to encourage substance-abusing patients to participate
actively in AA/NA are likely worthwhile, especially for patients
with less prior 12-step experience. Arranging for an AA/NA
volunteer to escort the patient to a meeting and following up on
participation appears to enhance successful facilitation of 12-
step involvement. These findings are consistent with work from
Project Match and others that suggest formalized 12-step
facilitation is an effective relapse prevention strategy.10–13

Furthermore, with modest effort and resources, the intensive
referral implemented in this study could be reproduced in
primary care settings, improving the management of sub-
stance dependence.

Topiramate for Treating Alcohol Dependence:
A Randomized Controlled Trial14

Pharmacotherapy for alcohol dependence is approved by the
FDA, but it is underutilized.
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Topiramate may decrease alcohol consumption among
alcohol-dependent persons by reducing dopamine release
(and therefore alcohol’s rewarding effects) via facilitation of
GABA activity and inhibition of glutamate function, but has
not been tested in a large controlled study. Investigators
conducted a randomized trial of 371 alcohol-dependent men
and women from 17 sites in the United States to determine if
topiramate is more efficacious than placebo for reducing
drinking.

Trial participants were alcohol-dependent adults (men who
drank 35 or more drinks per week and women who drank 28
or more drinks per week; all participants scored 8 or higher on
the Alcohol Use Disorders Identification Test (AUDIT).15,16 To
be enrolled, participants had to express a desire to stop or
reduce alcohol consumption and be free of comorbid condi-
tions. After extensive screening, trial participants were ran-
domized to receive topiramate or placebo for 14 weeks, and
both participants and investigators were blinded to treatment
assignment. Medication was titrated during the first six weeks
in scheduled increments to achieve a minimum topiramate (or
placebo equivalent) dose of up to 50 milligrams per day and a
maximum of 300 milligrams per day. All participants received
weekly briefmanual-guided adherence enhancement counseling.

In analysis, the researchers employed a conservative ap-
proach that assumed all dropouts to have relapsed to baseline
drinking behaviors. With this consideration, topiramate reci-
pients showed a greater reduction in the percent of drinking
days than placebo recipients (from a mean of 82% to 44% vs.
82% to 52%, p=0.002), a greater increase in abstinent days
than placebo recipients (from a mean of 9.7% to 37.6% vs.
9.4% to 29.1%, p=0.002), and a greater reduction in liver
enzymes. Using a less conservative approach that considered
dropouts as missing rather than relapsed, topiramate recipi-
ents showed even greater reductions in percent of drinking
days than placebo recipients (from a mean of 82% to 20%
versus 82% to 42%, p<0.001). With both analytic approaches,
topiramate recipients achieved at least 28 days of both
continuous abstinence and continuous non-heavy drinking
faster than placebo recipients.

These results suggest that topiramate is a promising
treatment for alcohol dependence for those seeking help with
their drinking. The conservative analytic approach suggests
that broadening the use of topiramate to treat alcohol depen-
dence among adults who desire to reduce their alcohol
consumption is warranted. Unfortunately, the side effects of
topiramate (including depression, insomnia, difficulty with
memory, somnolence, paresthesia, psychomotor slowing, diz-
ziness, and nausea) may limit widespread acceptance as
pharmacotherapy for alcohol dependence. Furthermore, be-
cause this randomized controlled trial had strict eligibility
criteria to ensure that safety and efficacy could be measured,
the generalizability of these findings to patients with other co-
morbid illnesses, such as other substance disorders or
psychiatric disease, may be limited. In summary, this study,
along with additional analyses that showed improvement in
physical health and quality of life of patients on topiramate,17

indicates that topiramate may be another pharmacotherapy
available to physicians to treat alcohol dependence. Although
the study is convincing regarding topiramate’s positive effects
on alcohol dependence, it is not FDA-approved for this
indication. But with four approved drugs available (counting
both injectable and oral naltrexone), prescription of pharma-

cotherapy represents an obvious means for primary care
clinicians to become involved in the management of patients
with alcohol dependence that is similar to how physicians
address other chronic conditions like hypertension, diabetes
and asthma.

OPIOID USE AND DEPENDENCE

Systemic Review: Opioid Treatment for Chronic
Back Pain: Prevalence, Efficacy, and Association
with Addiction18

Researchers systematically reviewed the literature to deter-
mine the prevalence and efficacy of opioid treatment for
chronic back pain. They also examined the risk for substance
use disorders and prescription medication misuse among
patients perpetually treated with opioids.

Across 11 studies, the prevalence of opioid prescribing for
chronic back pain ranged widely, from 3% to 66%. Regarding
efficacy, in a meta-analysis of data from five studies, pain
decreased (though non-significantly) with opioid treatment.
Opioids had more efficacy than non-opioids or placebo in four
of six short-term (less than four months) treatment studies.
In four studies, the prevalence of a current substance use
disorder in patients receiving opioids for chronic back pain
also ranged widely (3–43%). These studies generally were of
poor quality. In the highest quality study, the prevalence was
23%. It is notable that this prevalence (23%) was the same as
in a comparison group of patients with chronic back pain
who had not received opioid treatment. Across five studies,
the prevalence of substance use disorders in patients receiv-
ing opioids for chronic back pain was 5% to 24%. These
studies generally did not consider whether inadequate pain
relief led to a misdiagnosis of substance misuse (known as
pseudoaddiction19).

Although the quality of studies to date is limited and efficacy
testing for chronic back pain has not been extensive, this
collection of evidence suggests that opioids are a reasonable
short-term treatment option. Nonetheless, the evidence for
their efficacy is scanty, and long-term benefits are unknown.
Furthermore, while the prevalence of a substance use disorder
may or may not be higher than in other patients, these
disorders are common particularly in people with chronic
pain. It is critical to know whether such disorders are present
when prescribing opioids for chronic pain so that they can
be addressed.

Prescription Opioid Use, Misuse, and Diversion
Among Street Drug Users in New York City20

To determine the patterns of prescription opioid use, misuse,
and diversion among 586 drug users in New York City,
researchers conducted detailed interviews. Among their find-
ings, 72% of subjects used methadone and 65% sold it.
Methadone was used and sold by more individuals than were
long-acting preparations of oxycodone, hydrocodone/acet-
aminophen, or oxycodone/acetaminophen. More than half
(58%) of prescription drug users reported that they used the
opioids they obtained from physicians’ offices to treat pain,
prevent withdrawal, or to obtain euphoria. For example,
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among the subjects who reported obtaining long-acting pre-
parations of oxycodone from physicians, 83% reported using
the medication primarily to treat pain, 50% primarily to
prevent opioid withdrawal symptoms, and 38% primarily to
experience euphoria. Of note, this study found that prescrip-
tion drug users reported they were less likely to obtain
prescription opioids for euphoria than for pain, and when they
obtained prescription opioids for euphoria, they usually did so
from dealers instead of physicians.

The primary limitations of this study as they relate to
primary care are that the patients were not selected from
clinical sites, but they did report on what they did with
medications obtained from physicians. In addition, prescrip-
tion drug use patterns are likely to vary geographically limiting
the generalizability of these findings.

This study highlights a growing problem: abuse of and
dependence on prescription opioids. Practicing physicians
confronted with decisions about prescribing opioid medica-
tions need to weigh perceived benefits with potential adverse
effects. In this study, methadone was the most commonly
diverted prescription opioid, and many individuals used these
medications to avoid opioid withdrawal or to treat pain; both
findings are informative. Patients were less likely to use
physician-obtained medications for euphoria than for other
indications. Other work has shown that patient factors such
as panic disorder, social phobia and agoraphobia, low self-
rated health status, and other substance misuse among those
with non-medical use of prescription opioids should alert
clinicians to screen for prescription opioid abuse and depen-
dence.21 Regardless, this study highlights that physicians
should prescribe opioids with caution and consider offering
office-based treatment or specialty treatment referral when
indicated.

Mortality Prior to, During and after Opioid
Maintenance Treatment (OMT): A National
Prospective Cross-Registry Study22

Opioid dependence is associated with significant morbidity
and mortality.23 Overdose is among the leading causes of
death. This study, conducted in Norway, sought to determine
the extent to which opioid agonist treatment reduced mortality
in patients with opioid dependence. Researchers linked data
collected over a seven-year period from a national death
registry to a national database of people who were on a waiting
list for opioid agonist treatment, receiving opioid agonist
treatment (predominantly methadone), or who had discontin-
ued opioid agonist treatment. Over the course of the study, 213
of 3789 patients died, 113 (53%) from overdose. Overdose
mortality rates per 100 person years were 1.9 (95% CI, 1.6–2.1)
for those on the waiting list for treatment, 0.4 (95% CI, 0–0.8)
during opioid agonist treatment, and 2.1 (95% CI, 1.7–2.5)
after treatment was discontinued. Overall mortality (relative
risk [RR] 0.5; p<0.001) and overdose mortality (RR 0.2; p<
0.001) were lower in patients receiving opioid agonist treat-
ment than in patients on the waiting list. Among those who
discontinued treatment, total mortality risk was higher among
men (compared with men on the waiting list) (RR, 1.8; p<0.02),
but not among women.

The primary limitation of this study relates to the regula-
tions regarding entry into opioid agonist treatment in Norway,

which are more stringent than those in the United States. The
Norwegian regulations restrict this treatment to individuals
who are at least 25 years of age and can demonstrate several
years of opioid dependence. Patients with medical and psychi-
atric co-morbidity are given priority access to these services.

This investigation adds to the ample evidence that opioid
agonist treatment reduces mortality in opioid-dependent
patients. In the arena of pain treatment, cases of overdose
death that appear to be attributed to physician-prescribed
methadone have increased the potential for negative public
and regulatory backlash against methadone.24,25 Therefore,
these results may play an important role in contemporary
policy discussions about opioid agonist treatment for opioid
dependence. Furthermore, primary care clinicians can use this
information to decide to provide or advocate for access to initial
and maintenance opioid agonist treatment (e.g. with bupre-
norphine) for their patients with opioid dependence.

Treating Homeless Opioid Dependent Patients
with Buprenorphine in an Office-based Setting26

Buprenorphine treatment outcomes are generally evaluated in
resource-rich settings (e.g., with research staff) or among
patients with some social support. The effectiveness of this
treatment in everyday practice settings and among indigent
patients remains unclear. Two studies explored more general-
izable approaches to buprenorphine treatment for opioid
dependence. In one study, a Boston group compared the
effectiveness of buprenorphine in patients treated at a clinic
for the homeless (n=44) and in-house patients treated in a
general primary care setting (n=41). A nurse care manager was
actively engaged in patients’ care at both sites. Although
homeless patients were more likely than housed patients to
have comorbidity, treatment outcomes were similar between
the two groups. Twenty-one percent of homeless patients and
22% of housed patients “failed treatment” (were lost to follow-
up during induction phase or discharged due to disruptive
behavior or ongoing alcohol or other drug use while not
adhering to intensified substance abuse treatment). Both
groups had median treatment retention of nine months and
equally low rates of illicit opioid use at 12 months. Homeless-
ness resolved for 36% and employment rates increased in both
groups.26

This study supports the premise that buprenorphine opioid
agonist therapy can be applied to diverse patients in typical
healthcare environments. These findings are corroborated by
other investigators who examined 99 patients receiving bupre-
norphine treatment in 1) a hospital-based primary care center
with an on-site pharmacy but no on-site addiction counselor
or 2) a neighborhood health center with an on-site addiction
counselor but no on-site pharmacy.27 At six months, 54% of
patients were abstinent from illicit opioids (determined by
urine toxicology, self-reported drug use, and general clinical
assessment). Clinical outcomes did not differ across the two
treatment settings.

The findings of both feasibility studies support the effective-
ness of extending office-based buprenorphine treatment into
less specialized, low-intensity settings and to patients with
only marginal social support. The results imply that these
interventions can be delivered in real world primary care
settings. Implementation and application of evidence based

2115A. J. Gordon et al.: Update in Addiction MedicineJGIM



addiction treatment, such as buprenorphine, into typical
clinical settings may reduce addiction- and non-addiction-
related morbidity and improve the quality of care provided to
patients with addictions.
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Abstract
This article provides an introduction to the Framingham Heart Study (FHS) and the genetic
research related to cardiovascular diseases conducted in this unique population1. It briefly
describes the origins of the study, the risk factors that contribute to heart disease and the
approaches taken to discover the genetic basis of some of these risk factors. The genetic
architecture of several biological risk factors has been explained using family studies, segregation
analysis, heritability, phenotypic and genetic correlations. Many quantitative trait loci underlying
cardiovascular diseases have been discovered using different molecular markers. Additionally,
results from genome-wide association studies using 100,000 markers, and the prospects of using
550,000 markers for association studies are presented. Finally, the use of this unique sample in
genotype and environment interaction is described.

“Nature is all that a man brings with himself into the world; nurture is every
influence from without that affects him after his birth.”

- Francis Galton (1890, p. 9)

“Why should you,…put yourself to the trouble of being measured, weighed and
otherwise tested? Why should I…and why should others, take the trouble of
persuading you to go through the process?…A comparison of the measures made
from time to time will show whether the child maintains his former rank, or
whether he is gaining on it or losing it.”

- Francis Galton (1890)

I. INTRODUCTION
Coronary heart disease (CHD) has remained a major cause of morbidity and mortality in the
United States, affecting nearly 13 million people and causing approximately one million
deaths per year (Thom et al., 2006). Although the incidence of cardiovascular diseases
(CVDs) has gradually declined since the 1960s in the U.S. (Cooper et al., 2004), it is

The terms, Framingham Heart Study population and Framingham Heart Study cohort are used interchangeably.
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reaching epidemic proportions in many countries of Europe and the developing world
(Yusuf et al., 2001). In the 1940s CHD was recognized as the leading cause of mortality in
the U.S. accounting for approximately half of all deaths (Kannel, 1990). Nonetheless,
knowledge of the factors that disposed individuals to CVDs was “virtually non existent” 60
years ago and was perceived to be an inevitable consequence of “aging or genetic
predisposition” of individuals (Dawber and Kannel, 1999). Fortunately, the U.S. Public
Health Service (USPHS then and later NIH) recognized the necessity for understanding the
causal factors of the epidemic and decided to establish a prospective longitudinal
observational epidemiological study in 1947, in the town of Framingham, Massachusetts in
collaboration with the Massachusetts State Department of Health and Harvard Medical
School. The “Framingham Study” was formally established in 1948, to identify factors that
contribute to CVD (Dawber et al., 1951; Kagan et al., 1962; Levy and Brink, 2005).

The study, nearly six decades later and now known as the “Framingham Heart Study”
(FHS), is the longest running, multigenerational longitudinal study in medical history
(Butler, 1999). It has helped identify several “risk factors” and their cumulative influence on
the manifestation of CVD. Indeed, the term ‘risk factor’ was coined by Framingham
investigators (Kannel et al., 1961).

Information collected on the participants enrolled in the study has aided in correcting a
number of long held misconceptions on the role of blood pressure, lipids, diabetes, obesity,
proteinuria, left ventricular hypertrophy, atrial fibrillation, smoking and exercise in the
manifestation of CVD. Framingham investigators have also elucidated the pathogenesis of
atherosclerosis and thus have laid a firm foundation toward preventive cardiology (Kannel,
1990). Furthermore, the study has acquired an iconic status in public health and preventive
cardiology and has been listed as the “fourth significant achievement in medicine” (after the
development of antibiotic treatments, immunization against infectious diseases, and the
understanding of the roles of vitamins; Anon., 1999), and the second greatest discovery
(behind electrocardiography) in Cardiology (Mehta and Khan, 2002).

The investigators of the original protocol of the “Framingham Study” recognized a wide
range of variation among individuals in human populations in response to “stresses and
insults” (Gordon and Kannel, 1970). Instead of focusing on just one or a few independent
causal factors that might influence CVD, they took an integrated approach and hypothesized
that CVD may arise from “multiple causes which work slowly within the individual.”
However, family history for CVD received the highest importance among many variables
selected for studying its manifestation among the participants (Dawber et al., 1951). In
general, at least three major variables were assumed to contribute to the onset of CVD:
constitutional (heredity), and conditioning (environmental) factors, as well as the length of
time taken by the conditional factors to act on constitutional factors ultimately resulting in a
clinically recognizable condition (Gordon and Kennel, 1970). Thus, the founders of the
study were cognizant of the fact that the biological basis of CVD may be complex and may
be modulated by the interaction of heredity and environmental factors.

Although the role of hereditary factors in the development of CVD was acknowledged from
the very beginning of the Framingham study, genetic studies did not receive much attention
until the late 1980s. In the last twenty years, however, a number of investigators have
utilized the rich resource available at the study and have attempted to understand the genetic
basis of CVD using various approaches. In this review, we briefly discuss: a) some of the
salient features of the Framingham Heart Study population, and b) approaches taken by the
Framingham investigators toward identifying the genetic bases of CVD and some of its risk
factors.
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II. The study population
A. Demography

The Framingham Heart study is comprised largely of whites of European descent.
Individuals from the Italian, Irish and English ancestry are predominant in the sample.
About 85 percent of the Original Cohort was born in the U.S. or Canada, including 19%
born in Framingham and another 40% born in Massachusetts. Thirty-five percent identify
themselves with ethnic origins in the British Isles, including 15% from Ireland; another 19%
are of Italian ethnicity, 32% of other Western European ancestry, 5% Canadian and 6%
Eastern European. Less than 4% are of non-European origins or of unknown ethnicity
(Table 1).

B. Multigenerational cohorts and examinations
The study was formally established from 1948–1953 in the town of Framingham MA,
located about 20 miles west of Boston. Approximately 10,000 individuals were found to be
of ages 30–59 years from a total population of 28,000. It was determined that if 6,000
individuals were invited into the study from the 10,000 in the target age range, about 5,000
individuals would not only be free of cardiovascular disease, but also provide sufficient
sample size for the analysis of factors contributing to the development of CHD among the
selected individuals over a period of twenty years. In such a time span, approximately 400,
900, and 2,150 would develop CHD at the end of 5th, 10th and 20th year, respectively, from
the initial examination. Therefore, all the households in Framingham listed in the town
census were categorized by the number of eligible individuals, and every third household
was excluded. Approximately 6,600 individuals were so selected. As expected the number
was diminished by losses, deaths and refusals. There were also 740 volunteers from the
town of Framingham included. At the beginning of the study, 5,209 men and women joined
from January 1948 through March 1953 (Kagan et al., 1962), and a total of 5,128 these
participants were found to be free of “overt coronary heart disease”. Thus, the group
consisting of 5,209 participants constitutes the “Original cohort” of the study. The
participants would undergo examinations every two years (Dawber et al., 1951). The
Offspring and Third Generation cohorts consisting of 5124 and 4095 individuals,
respectively, were recruited in 1971–1975 and 2002–2005, respectively. The Offspring
cohort was comprised of children of the Original cohort and the children’s spouses and has
been examined every 4 to 8 years. The Third generation cohort was recruited from children
of the Offspring. The participants of the Original, Offspring, and Third Generation cohorts
have been examined 29, 5 and one time, respectively, for a large number of variables that
may have a bearing on CVDs. (Figure 1, 2). Thus, most participants of the study are
members of 754 extended pedigrees. These pedigrees are well-defined (parents, children,
grand children, cousins, avuncular cousins, aunts, uncles etc.) and range in size from 3 to
230 individuals with a median of 9 (Figure 3); the third generation individuals represent
1828 nuclear families whose sibships vary from 1 to 9 individuals.

C. Diversity of traits measured – Phenotypic, physiological and environmental
At the initiation of the study, a committee consisting of eleven physician-epidemiologists
developed a list of criteria and measured variables that may have a “bearing on the
development of (CV) disease” under the following six categories (see Dawber et al., 1951
for details).

i. Medical history - family history of CVD among parents, siblings and children,
symptoms such as chest pain, sleeping habits, alcohol and tobacco consumption

ii. Physical examination - aimed at detecting cardiovascular abnormalities and
diseases as well as height, weight, chest and waist circumference, thyroid
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enlargement, pulmonary disease, cardiac murmurs or gallops, blood pressure, liver
enlargement, varicose veins

iii. Chest X-ray examination

iv. Electrocardiogram using 12 leads. Electrokymographic tracing at 12 points on the
cardiac silhouette

v. Blood examination for hemoglobin, serum cholesterol, phospholipids, glucose
concentrations

vi. Urine analysis

This tradition of routine ascertainment of physical examination, life style and habits,
medical history, laboratory analysis, non-invasive and end-point data has been applied to all
three generations of participants (Table 2). The number of variables, however, has increased
over time and varies from one exam to the next. For example, in the first examination, data
were collected on 30 major variables. Over time, the diversity and complexity of
phenotyping has expanded. For instance, in recent examinations the Offspring, aside from
standard history and physical examination measures, have undergone additional testing
including carotid ultrasound, echocardiography, brachial reactivity, arterial tonometry, 6
minute walk, pulmonary function testing, and subsets have received cardiac and brain
magnetic resonance imaging, cardiac multidetector computed tomography, and bone
densitometry (www.nhlbi.nih.gov/resources/deca/fhsc/docindex.htm). In a recent survey,
approximately 1500 variables were found to have been measured on the FHS cohort.
However, not all traits have been measured on all of the individuals; hence, the number of
phenotypes measured varies among individuals, examination cycles and cohorts.

D. Multifactorial nature of the heart disease
Cardiovascular diseases arise from multiple causes. The heterogeneous nature of the
etiology of CVD was recognized at the start of the study in 1948. Several key factors either
independently or cumulatively were found to exert influence disproportionately to the
development of CVD. These factors were designated as “risk factors.” The primary risk
factors include: age, systolic blood pressure (SBP), body mass index (BMI), total/HDL ratio,
diabetes, and smoking (Dawber et al., 1959; Kannel et al., 1961). Additional risk factors and
their components including morphological (e.g. left ventricular hypertrophy; Kannel et al.,
1969), physiological (e.g., fibrinogen; Kannel et al., 1987), and life style (e.g. Posner et al.,
1993) have been added over time. These are further categorized into modifiable, probably
modifiable, and fixed risk factors (Table 3; Wilson, 1994). Distribution of various risk
factors in all the three cohorts as well as between men and women is provided in Table 4.

III. Phenotypic and genetic architecture of complex traits
Biological variation may be understood at two levels: phenotypic and genetic. Many of the
CVD risk factors such as high density lipoprotein cholesterol, total cholesterol, and blood
pressure are quantitative traits. The phenotypic variation of a quantitative trait may be
represented by VP = VG + VE + 2covGE, where G, E and 2covGE are genetic, environmental
and their interaction variances, respectively (Falconer and Mackay, 1996). An understanding
of the genetic architecture of a quantitative trait requires knowledge of its inheritance
pattern, association with other traits and molecular characterization of genes that underlie
the phenotype (Mackay and Lyman, 2005). Complex diseases such as CVD may arise from
multiple genes and their interaction with environmental factors. Hence, it is important to
tease apart the components that contribute toward the development of these diseases using
genetic approaches. The Framingham Heart Study provides a unique opportunity for
understanding the genetic architecture of many human traits, including the CVD risk factors,
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using the detailed family structure, detailed phenotypic measurements, information on
physiological and molecular markers. Although the original protocol of the FHS recognized
the role of heredity and environmental factors in CVD, systematic genetic analysis did not
start until the mid 1980s. DNA collection on each of the participants from the Original and
Offspring cohorts was initiated in the late 1980s, continued during the 1990s and was
expanded to Third Generation participants at their first examination.

A. Inheritance patterns of CHD
1. Family studies—The fact that both morphological and disease traits cluster in families
has been known to human geneticists for a long time (Galton, 1886; Garrod, 1902), and
family history is a significant predictor of heart diseases (Friedlander et al 1985). The
Framingham investigators indeed recognized the fact that CHD “runs in families” (Kannel et
al., 1979; Kannel and Stokes, 1985); yet the relative contribution of genetic factors and
shared environment toward developing cardiovascular risk was debated, since “family
members eat at the same table” (Kannel et al., 1979; Kannel and Stokes, 1985). On the
contrary, Havlik et al., (1979) reported significant correlations between parents and
offspring and sibling pairs for blood pressure. Correlation between spouses was attributed to
assortative marriages for age, body weight and habits such as smoking and alcohol
consumption. Similarly, Myers et al., (1990) demonstrated that CVD in parents could be an
independent risk factor. Similar studies have been carried out at the FHS for other traits such
as cardiac heart disease (Brand et al., 1992), lens opacities (Anon., 1994), stroke and
hypertension (Reed et al., 2000), atrial fibrillation (Fox et al., 2004) and heart failure (Lee et
al., 2006). Many of the risk factors, discovered by the FHS investigators, act cumulatively
toward determining CVD risk between parents and offspring (Figure 4; Lloyd-Jones et al.,
2004).

Family studies point toward the aggregation and inheritance of disease causing factors
among individuals within families. They do not, however, indicate if the mode of genetic
transmission from parent to offspring is simple or complex. Segregation analysis, on the
other hand, provides insights on whether or not the inheritance is Mendelian (simple) or
complex. For example, using the FHS family data, Felson et al., (1998) reported the
presence of a major recessive gene and a multifactorial component for generalized arthritis.
On the other hand, pulmonary function was found to be governed by a polygenic component
(Givelber et al., 1998). Interestingly, a number of risk factors appear to differ among men
and women (Table 4), which could ultimately contribute to their susceptibility to CVD
(Figure 5; Hubert et al., 1983).

2. Heritability and Genetic correlations—The relative contribution of genetic and
environmental factors on the expression of quantitative traits is determined using the index
known as heritability. Formally, heritability represents the amount of phenotypic variability
or variance explained by genetic factors and is estimated as a ratio of genetic to phenotypic
variance. Either broad (H2) or narrow sense (h2) estimates are used for this purpose (Sham,
1988). By definition, broad sense heritability includes all genetic variance (both additive,
dominance and their interaction), but the narrow sense heritability considers only the
additive portion of the genetic variance (Falconer and Mackay, 1996). Heritability serves
two purposes: it provides an estimate of the level of genetic variation underlying a
quantitative trait, including disease, and also indicates the evolutionary potential of the trait
(Lynch and Walsh, 1998). In general, moderate to high heritability has been reported for
most traits examined (Table 5), but the distribution of heritability for the many traits
examined in this highly phenotyped cohort is unknown. Note that heritability is a population
estimate, and therefore, it could vary across populations, between sexes, environments as
well as at different stages in the life span (Lynch and Walsh, 1998). These instabilities of
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heritability estimates are also seen for various traits in the FHS sample (Table 5). For
example Brown et al., (2003) demonstrated a general decrease in estimated heritability in 70
versus 40 year old individuals (Figure 6). Furthermore, Atwood et al., (2005) indicated that
heritability for white matter hypersensitivity decreased in women, but increased slightly in
men with advancing age (Figure 7).

A number of morphological and biochemical traits are correlated, and these associations that
may be attributed to three factors: genetic, developmental and environmental (Lynch and
Walsh, 1998). Thus, any variation in the relations among traits, either due to environmental
or age-related changes, may reflect the effects of underlying genes and common genetic
precursors, developmental pathways as well as coordinated organism wide-signaling
(Badyayev and Fresman, 2004). Genetic correlations among traits arise from pleiotropic
effects of genes on multiple traits and/or linkage disequilibria among distinct loci
(Cheverud, 2001). Genetic correlations could also reflect allelic complexes at multiple loci
as well as coadaptation (Churchill, 2006). Conversely, genetic correlations might indicate
widespread association among loci, due to linkage and/or pleiotropy at the genomic level,
which in turn could govern the integration of both morphological traits and disease related
traits (Churchill op cit.,). Phenotypic, genetic and environmental correlations have been
determined among five risk factors (cholesterol, high density lipoprotein, systolic blood
pressure, triglycerides and body mass index) in the FHS (Table 6). The results indicate that
the phenotypic and genetic correlations have similar magnitudes. In other cases, whereas the
magnitude differed, the direction of the correlation was conserved. Additionally, the
concentrations of high density lipoprotein and triglycerides were affected by environment.
These results largely agree with the conclusions reached by Cheverud (1988), who
suggested that phenotypic correlations may reflect genetic correlations.

3. Physiological and molecular markers—Phenotypes are linked to genes via
biochemical pathways, and therefore, biochemical (bio) markers or biological traits provide
logical surrogates to establish the relations between disease phenotypes and genotypes.
These molecules or traits, also called endophenotypes or risk factors, in turn reflect the
action of underlying genes and their expression patterns (Rice et al. 2001). Hence,
measuring informative biochemical markers to predict the behavior of phenotypes is often
favored in CVD (Vasan, 2006), as they simultaneously provide an idea of the phenotypes,
genes and the pathway. A number of biomarkers have been used to establish relations
between biomarkers and risk for cardiovascular disease in the FHS population. For example,
Seman et al., (1999) reported a positive association between lipoprotein (a) cholesterol
concentrations and CHD in men but not in women. Keaney et al., (2004) determined that
ICAM-1 concentrations were associated with age, female gender, total/high density
cholesterol ratio, body mass index, blood glucose, smoking and prevalent CVD. Similarly,
Wang et al., (2002) reported a close association between the concentrations of C-reactive
protein, and carotid atherosclerosis, but the relationship was found only in women and not in
men. High concentrations of total homocysteine have been implicated in cardiovascular
disease (Arnesen et al., 1995) and dementia (Seshadri et al. 2002). Elias et al. (2005)
reported an inverse relation between the concentrations of homocysteine and cognitive
function, only among individuals over 60 years in the FHS population.

In humans, a number of other classes of molecular markers have been employed to describe
both genetic variation and to discover the genetic basis of phenotypic traits including
complex diseases. These include: allozymes (Harris, 1966), restriction fragment length
polymorphisms (RFLPS; Solomon and Bodmer 1979; Botstein et al., 1980), variable
number of tandem repeats (VNTRs; Jeffreys et al. 1985), and microsatellites (Weber and
May, 1989) and more recently, single nucleotide polymorphisms (SNPs). Briefly, RFLPs are
the products obtained by digesting the DNA molecules with restriction enzymes;
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microsatellites are two [e.g. (CA)n] to five [(TTTTA)n] repeat sequences found distributed
throughout the genome and are known to be highly polymorphic. SNPs arise from mutations
at specific nucleotides in the DNA molecule and represent the most abundant class of
polymorphisms in the human genome (see Strachan and Read 2003, for details).

The Framingham investigators have utilized primarily three families of molecular markers -
RFLPs, microsatellites and SNPs - to establish associations between molecular markers and
cardiovascular risk factors. For example, Fabsitz et al., (1989) tested the association
between human leukocyte antigen (HLA) and obesity on 348 individuals and found that the
Bw35 allele was significantly associated with obesity. Similarly, RFLPs (for restriction
enzymes, MspI, PstI, SstI, PvuII, XbaI) in the Aplolipoprotein gene cluster A-I, C-III, and
A-IV were tested (Ordovas et al., 1991) on 202 patients with coronary artery disease and
145 normal individuals. They found that individuals with SstI had 38 percent greater
concentration of triglycerides than the referents. Wilson et al, (1994), examined the
relationship among the ε2, ε3 and ε4 alleles of the apolipoprotein E locus in relation to CHD
among 1034 men and 916 women aged 40 – 70. They found that ε4 allele was associated
with elevated low density lipoprotein cholesterol concentrations, as well as CHD in both
men and women.

IV. Linkage and association studies
The availability of detailed measurements on cardiovascular risk factors and other
phenotypic information in the FHS has facilitated mapping complex traits using two well
known approaches: linkage and association. Briefly, linkage arises if two loci physically
occur on the same chromosome and are inherited as a unit. It is determined using
information on the inheritance pattern between parents and offspring in pedigrees (see
Terwilliger and Ott, 1994 for details).

Linkage methods are used to identify regions at various locations on chromosomes or the
genome that influence a given trait. These regions are assumed to contain quantitative trait
loci (QTL).

Discovery of QTLs has been accomplished using primarily two types of linkage analyses:
model based (parametric) and model free (non-parametric). In the former, a number of
parameters such as the mode of inheritance of the disease, frequency of the causal allele, and
its penetrance must be specified a priori. The likelihood of genetic linkage between two loci
is determined by a LOD (logarithm of odd) scores. In general, for a Mendelian disorder, a
LOD score of >3.0 is considered evidence for linkage (Sham, 1998). Parametric approaches
have been successfully used for identifying the genetic basis of simple Mendelian disorders.
Cardiovascular disorders reveal complex or non-Mendelian inheritance patterns that make it
difficult to assign inheritance patterns. Therefore, model free analysis, which does not
require a priori definition of allele frequencies or mode of inheritance, is used to map
quantitative traits. This approach requires that the identity of specific alleles or set of linked
alleles (haplotypes) that are inherited among relatives be identified, by means of identity-by-
decent (IBD). In other words, IBD is central to model free linkage analysis. Model free
approaches have been used at the FHS more extensively to understand the genetic bases of
quantitative traits employing microsatellite markers.

A. Mapping with microsatellite markers
Approximately 612 microsatellite markers have been typed on the largest 330 pedigrees
consisting of 1702 individuals belonging to generations 1 and 2 of the FHS. These data have
been used to map genes underlying several risk factors, including blood pressure, arterial
stiffness, lipid traits, adiposity glycemic traits, circulating biomarkers (e.g. inflammation,
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natriuretic peptide), pulmonary function, renal function, and bone traits (Table 7). A number
of these locations have been confirmed using other populations as replicate samples.
Recently, the third generation individuals have been typed with a comparable set of STR
markers. Upon completion, microsatellite markers will be available on about 7000
individuals, encompassing three generations, and linkage analyses will be extended to three
generation pedigrees.

Besides identifying candidate loci for a number of risk factors, the availability of correlated
traits and longitudinal data on families has facilitated FHS researchers to ask additional
interesting questions. For example, does age variation influence the magnitude of LOD
scores? Or does it lead to a shift in the location of a candidate gene region? Also, are several
distinct yet correlated phenotypes influenced by the gene(s) located in a specific region? For
instance, it is known that decreased high-density lipoproteins are inversely correlated with
high cardiovascular risk. Arya et al., (2003) mapped the region harboring genes that
influence both BMI and HDL-C and thereby suggested pleiotropic effects. Similarly, Lin
(2003) reported a common region, 6q24.3, to be influencing two inversely correlated traits,
plasma triglycerides (PG) and high density lipoprotein cholesterol levels. Atwood et al.,
(2006) on the other hand, performed linkage analysis on body mass index across 28 years to
determine the impact of measurement across age groups. The results indicated that although
the magnitude of LOD scores varied across six measurements ranging from 0.61 to 3.27,
they all mapped to 11q14, suggesting that at least a QTL in this region for BMI may not be
due to measurement errors.

B. Association studies
Linkage studies have been employed to map numerous genes underlying Mendelian
diseases. This approach, however, is less powerful to map complex disorders as they are
governed by many genes and their causal alleles whose effects are generally low. As noted
earlier, parametric linkage approaches work best when the effect of the causal allele is large
and least influenced by environmental factors. Complex traits, on the contrary, are greatly
affected by environmental factors, making it more difficult to use linkage analysis. Risch
and Marikangas (1996) proposed an alternative solution to this problem. They conjectured
that association studies, using a large number of markers (in the neighborhood of a million)
may be more useful for studying the genetic bases of complex disease than linkage studies.
In association studies, a comparative analysis of alleles between individuals that carry the
disease and healthy individuals is carried out, with the important assumption that the marker
may be embedded in the causal gene or close to it. Additionally, association studies may or
may not require pedigree information and could also be performed using samples that are
unrelated or family-based. This approach has been feasible by the discovery and deployment
of the most abundant class of molecular markers – single nucleotide polymorphisms (SNPs)
– for association studies (see below).

Usually, two approaches are taken to establish an association between a putative causal site
within a known gene (or any unknown site in the entire genome), with a given phenotype.
Markers are placed at regular intervals along the length of the gene or across the genome,
with the assumption that the markers so placed may be in linkage disequilibrium (LD) with
the causal allele. In other words, information on how a marker can predict the presence or
absence of disease causing alleles or locus could be determined using a linkage
disequilibrium approach. Briefly, linkage disequilibrium is an index of non-random
association of two alleles on a chromosome in a population (Ardlie et al., 2002). If a new
mutation occurs at any location of the genome, it is in complete linkage disequilibrium with
the surrounding marker alleles. Among several measures proposed to measure linkage
disequilibrium (Devlin and Risch, 1995), two methods, D’ (Lewontin, 1964), and r2 (Hill
and Weir, 1994) are most frequently used. Accordingly, strong LD between the marker and
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a causal allele (>0.8) is used as an index toward identifying a functional allele. Both of these
two approaches have been used in FHS data and some of these results are presented below.

1. Association of known polymorphisms in candidate genes with
cardiovascular risk factors—Causal polymorphisms within a number of candidate
genes that affect the cardiovascular pathway have been described in the literature. FHS
investigators have typed the same polymorphisms in FHS participants to confirm or refute
the previously published associations. Examples include the association between two
polymorphisms in the estrogen receptor-β gene with left ventricular mass and wall thickness
in women with hypertension (Peter et al., 2005); L162 polymorphisms of the peroxisome
proliferator-activated receptor alpha (PPARA) and plasma lipids (Tai et al., 2002); ATP-
binding cassette transporter -1 (ABCA1; polymorphisms with HDL concentrations
(Brousseau et al., 2001). Additionally, SNPs in 200 genes of the cardiovascular pathway
have been typed and a number of association studies have been performed with the
following six echocardiographic phenotypes: left ventricular (LV) mass, LV internal
dimension, LV wall thickness, left atrial dimension and aortic dimension and part of the
results are presented in a grid form (http://cardiogenomics.med.harvard.edu/home; Levy et
al., 2006). Occasionally, however, a single SNP may suggest weak or no association with a
given phenotype, but several SNPs in linkage disequilibrium (also known as haplotypes)
may improve the strength of association. For example, Kathiresan et al., (2006) found a
triallelic haplotype containing C-T-A alleles of the C-reactive protein gene to be associated
with serum C-reactive concentration.

2. Genome-wide association studies—Whereas linkage and candidate gene studies
have revealed many potential regions and SNPs of interest, there have been relatively few
successes in uncovering a comprehensive set of genetic variants responsible for common
complex disease (Carlson et al. 2004). Meta-analyses of candidate gene studies suggest that
only about 1/3 of the reported associations are validated, and less than 100 reported genetic
associations are considered to be definitive (Lohmueller et al. 2003; Ioannidis et al. 2003). A
limitation of candidate gene studies is that they are constrained by existing, often incomplete
knowledge of the pathophysiology of disease. Technological breakthroughs in high
throughput genotyping using 100 – 500 thousand well characterized, informative markers –
single nucleotide polymorphisms (SNPs) – in combination with novel analytical techniques
have opened the possibility of conducting genome-wide association studies. These
approaches have also received an additional impetus from the success of the HapMap
project (Altshuler et al. 2005; http://www.hapmap.org). The discovery and replication of the
association between CFH (Complement Factor – H) gene and age-related macular
degeneration, using informative SNPs obtained thorough the HapMap provided an early
indication of the power of genome-wide association studies to accelerate gene discovery
(Klein et al. 2005). The Framingham investigators have taken a two-tier approach to conduct
genome-wide association studies using both 100,000 and 550,000 single nucleotide
polymorphisms chips provided by Affymetrix.

a. 100K Study in the FHS population: In 2005 an Affymetrix 116K SNP genome-wide
scan was conducted in about 1350 family members of the Original and Offspring cohorts of
the FHS. Herbert and colleagues identified a common genetic variant associated with BMI
near the INSIG2 gene in Framingham participants; they replicated the finding in most of the
other cohorts they tested (Herbert et al. 2006). The Framingham investigators subsequently
have examined the association of the autosomal SNPs in relation to about 1000 phenotypes
using generalized estimating equations (GEE) and family- based association tests (FBAT;
Lange et al. 2003). The generalized estimating equation approach is a population-based
strategy measuring association in a regression model that accounts for correlation among
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related individuals. The FBAT procedure, on the hand, tests for differences in the
probability of transmission of an allele based on phenotype from an expected Mendelian
model and uses subsets of pedigrees that are informative for a SNP. Reflecting the
complexity of the Framingham database, Framingham investigators have formed 17
phenotype-specific writing groups to examine these associations and publish the results.
Plans are underway to replicate some of the findings either using “in silico” approaches or
performing targeted association studies on other cohorts. Additionally, the Framingham
investigators are collaborating with the National Center for Bioinformatics to develop a web
display of the unfiltered results to speed data sharing and the ability to replicate our findings
[database of Genotype and Phenotype, dbGaP;
http://www.ncbi.nlm.nih.gov/SNP/GaP.html].

Genome-wide association studies present many challenges. The Framingham 100K genome-
wide association studies have provided a window of opportunity to examine the
complexities in organization and statistical analysis of these large data sets. Merely
uploading, analyzing and synthesizing 100,000s of associations requires extensive resources
and time. Interpreting the results has presented challenges. For example, should one use a
minimum statistical significance (p-value) between a SNP and a known phenotype? Or
should one use a complex phenotype or its components to perform association studies? In
some instances different analytical approaches [genetic linkage, generalized estimating
equations and family-based association testing] highlighted different SNPs and regions of
interests. Distinguishing between true versus false positives in the context of 100,000s SNPs
and hundreds of phenotypes has been daunting. The Framingham investigators have noted
that most results are likely to be false positives and conversely, they may have failed to
appreciate important true positives of modest statistical significance. Furthermore, these data
provide additional raw material to understand the role of gene-gene interaction (both
pleiotropy and epistatic gene action) and gene-environment interactions in the human
genome and health. From this perspective, use of novel computational methods such as net
work analysis and other machine learning approaches are contemplated.

The technology for genome-wide association studies has advanced rapidly, posing new
ethical as well as analytical challenges. Framingham investigators work closely with three
panels that deal with the ethical dimensions of genome-wide association studies: a) the
Study’s Observational Safety and Monitoring Board, b) the Boston University Medical
Center Institutional Review Board, and c) the Framingham Ethics Advisory Board. For
instance, all the three panels have reviewed measures to protect participant confidentiality
and ensure against genetic discrimination(Greely 2005; Billings 2005; Morrison 2005). In
addition, the three panels are addressing under what circumstances it is appropriate to notify
participants of the results of genetic testing (Bookman et al. 2006).

b. The SHARe (SNP-Health Association Resource) study: The National Heart Lung and
Blood Institute has embarked on an ambitious collaboration with Boston University and
Affymetrix to conduct a 550K genome-wide association study of 10,000 Original, Offspring
and Third Generation Cohort participants and to post the aggregate results at the NCBI
“dbGaP” (http://www.nih.gov/news/pr/dec2006/nlm-12.htm) website. Investigators around
the world will be able to access the genotype and phenotype data collected over almost 6
decades after securing approval from the NHLBI, the scientist’s own Institutional Review
Board, and signing a data distribution agreement. The objective is to speed scientific
discovery while protecting Framingham participant confidentiality.

The genome-wide association studies at Framingham represent unparalleled opportunities as
well as challenges. The challenges include bioinformatics, logistical, and ethical concerns.
However, the extensive genotypic and phenotypic characterizations of Framingham
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participants represent unique steps in the goal of achieving medical care that is “predictive,
preemptive and personalized (Nabel 2006).

V. Genotype × environment interactions
The FHS has firmly established the role of environmental factors, such as the use of tobacco
(Doyle et al., 1992) and other life style factors (Posner et al., 1993) on cardiovascular
phenotypes. Since genes are known to interact with various environmental factors, their
interaction may be reflected in the magnitude or in the direction of association. A number of
polymorphisms in the candidate genes have been evaluated to determine their interaction
with environmental factors. Some examples include: effects of dietary fatty acids on
apolipoprotien A5 polymorphisms (Lai et al., 2006); fatty acid binding protein (FABP2) in
relation to plasma lipids (Galluzzi et al., 2001); apolipoprotein E polymorphisms and
alcohol consumption (Corella et al., 2001). In an interesting study, Ordovas et al., (2002)
evaluated the relations between dietary fat intake and three genotypes of the C/T
polymorphisms of the hepatic lipase gene (LIPC). They found a dose dependent association
of T allele with higher HDL-C in subjects consuming <30 percent of the energy from fat
(Figure 8). Also, the slopes formed by the genotypes in relation to gradient energy intake,
followed the classical genotype × environmental interactions (Lynch and Walsh, 1998).
These studies are providing valuable insights toward designing other large studies (Manolio
et al., 2006).

Prospects and conclusions
The Framingham Heart Study has made extraordinary contributions toward the discovery of
cardiovascular risk factors and in turn has helped alleviate cardiovascular burden both in the
US and elsewhere in the world. The availability of family structure and a rich panel of
phenotypic data related to cardiovascular health as well as other ancillary traits are providing
many useful insights on the role of genetic variation in cardiovascular risk traits, and their
interaction with the environment. Interestingly, moderate to high heritability is common to
many of the traits studied, suggesting a reservoir of genetic variation for the CV risk factors
and other phenotypic traits. Also, heritability estimates vary over time or age among sexes.
The longitudinal design and intensive phenotyping of the FHS participants increases the
insights that may be obtained from the sample. For example, in this cohort, age can be
matched and genetic variation can be measured over time to account for longitudinal
changes in environmental factors affecting the trait of interest. Similarly, testing for the
consistency of linkage peaks in relation to age or understanding pleiotropic gene action on
seemingly different traits is facilitated by examining a sample such as the Framingham Heart
study population. Answers obtained on genotype-environment interactions, using the FHS
are already providing valuable insights toward designing additional studies and could further
illuminate developing personalizing medications or interventions. Also, genome-wide
association studies (e.g. Affymetrix116K chip) has made it possible to examine the genetic
basis of numerous correlated traits and understand the challenges associated with such a
large scale association study as well as examining the role of pleiotropy in the genome. The
study is poised to perform association studies using the Affymetrix 550k chip. This effort
should provide additional insights toward refining the locations of candidate and novel
genes, as well as to ask other questions relating to functional aspects of the identified genes.
Answers to these fundamental questions may hold promise toward applying genetics and
evolutionary principles to both public health and to the practice of medicine.
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Figure 1.
Initiation and progression of examinations among three generations of participants in the
Framingham Heart Study
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Figure 2.
Distribution of participants in each of the three generations in the Framingham Heart Study
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Figure 3.
Distribution of families in relation to pedigree sizes in the Framingham Heart Study
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Figure 4.
Cardiovascular risk between parents and offspring in relation to quintiles of major risk
factors: systolic blood pressure, body mass index, total to high density lipoprotein-
cholesterol, diabetes and smoking (Lloyd-Jones et al. 2004).
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Figure 5.
Sex difference in susceptibility to cardiovascular diseases over 26 years in the Framingham
Heart Study population (Hubert et al 1983).
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Figure 6.
Variation of heritability across age groups among four traits (Brown et al., 2003)
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Figure 7.
Variation of heritability for white matter hypersensitivity volume between males and
females over time (Atwood et al., 2005).
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Figure 8.
Dose dependent reaction of three genotypes of the Hepatic Lipase gene in relation to HDL
concentration (Ordovas et al., 2002)
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Table 1

Geographic and ethnic identities of participants in the FHS population

Geographic diversity Geographic diversity

Birth place Percent Ethnicity Percent

Framingham 19.15 England, Scotland and Wales 19.86

Other regions of Massachusetts 40.31 Ireland 14.95

Other regions of New England 9.79 Italy 19.00

Other US regions 9.81 French Canadian 2.26

Canada 5.46 Other Canadian 2.63

England, Scotland, Wales 1.28 Eastern Europe 5.93

Ireland 1.37 Western Europe 31. 77

Italy 7.26 Other 2.67

Other 3.32 Unknown 0.94

Unknown 2.26

Total 100.00 Total 100.00
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Table 2

Classes of phenotypic data collected on the participants of the FHS population

Data categories Routine examinations

Physical exams Anthropometry, blood pressure, lungs, heart, abdomen, ABI, neurological, cognition

Lifestyle and habits Smoking, alcohol, exercise, diet, psychosocial factors

Medical history Medications, hospitalization, diagnostic testing, cancer

Laboratory analysis Lipids, diabetes, kidney, novel biomarkers, DNA

Non-invasive ECG, echo, Holter monitor, carotid, vascular testing, PFT, brain and cardiac MRI, computed tomography

Endpoints CVD, cancer, neurological, pulmonary, bone, cause-specific mortality
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Table 3

Major risk factors of coronary heart disease

Modifiable Probably modifiable Fixed

Lipids: total cholesterol, HDL, LDL, triglycerides Lipids: Lp(a), Oxidized LDL Age

Left ventricular hypertrophy Sex

Blood pressure Glucose intolerance Family history

Diabetes Hematological

Obesity Stress

Sedentary lifestyle

Alcohol intake

Smoking

Low density lipoprotein cholesterol (LDL); High density lipoprotein cholesterol (HDL), Lipoprotein (a) Lp(a); Wilson (1994).
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Table 5

Heritability estimates of some of the traits that are related to cardiovascular diseases and aging

Abdominal aortic calcification 0.49 O’Donnell et al. (2002)

Age at Natural Menopause 0.52 Murabito et al (2005)

Body mass index (BMI) 0.39 Liu et.al. (2003)

Glucose 0.23

Systolic Blood Pressure 0.24

High Density Cholesterol 0.40

Total Cholesterol (TC) 0.47

Triglycerides (TG) 0.42

Low Density Lipoprotein(LDL) 0.50

TG/HDL ratio 0.45

LDL/HDL ratio 0.46

TC/HDL ratio 0.46

Creatinine 0.29 Fox (2004)

Estimated glomerular filtration rate 0.33

Creatinine clearance 0.46

Bone mineral density 0.47–0.67 Karasik et al (2003)

Hand osteoarthritis 0.28–0.34 Demissie et al. (2002)

Heart rate variability 0.13 – 0.23 Singh (1999)

Left ventricular mass 0.24–0.32 Post et al (1997)

Mean arterial pressure 0.33 Mitchell et al (2005)

Carotid femoral pulse wave velocity 0.40

Brachial artery diameter 0.33 Benjamin (2004)

Flow-mediated dilation % 0.14

Internal carotid intimal medial thickness 0.35 Fox et al.(2003)

Platelet aggregation 0.48–0.62 O’Donnell et al (2001)

QT interval 0.25 Newton-Cheh et al (2004)

White matter hyperintensity 0.55 (men) Atwood et al (2005)

0.52 (women)

N-terminal proatrial natriuretic peptide brain natriuretic peptide (BNP). 0.44 Wang et al (2003)

0.35

Intercellular Adhesion Molecule-1 0.24 Keaney et al (2004)

C-reactive protein 0.28 Dupuis et al (2005)
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Intercellular adhesion molecule –1 0.30

Interleukin-6 0.14

Monocyte chemoattractant protein –1 0.44
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Table 7

Chromosomal locations of quantitative trait loci and the associated LOD scores for various phenotypes. Only
LOD scores above 3.0 have been listed.

Trait Chromosomal location Lod Score Reference

Blood Pressure 17q12 4.7 Levy et. al. 2000

Body mass index 6q23–25 4.6 Atwood et al. 2002

Bone mineral density 21q22.3 3.1 Karasik et. al. 2002

Haematocrit 6q23–24 3.4 Lin et al. 2005

HDL3 cholesterol 6q24.2 4.0 Yang et. al. 2005

Hypertension 10q24.32 5.5 Guo et al. 2003

Internal carotid artery Intimal medial thickness 12q24.33 4.1 Fox et. al 2004

Monocyte chemoattractant Protein-1 (MCP-1) 1q25.1 4.3 Dupuis et al. 2005

Obesity and HDL-C 2q21.3 6.2 Arya et. al. 2003

Plasma triglyceride 6q24.3 3.1 Lin 2003

Pulmonary function 6q27 5.0 Wilk et al. 2003

Waist circumference 6q23 3.3 Fox et al 2004

Weight change 20q13.12 3.1 Fox et. Al. 2005
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The Demographic Assessment for Health Literacy (DAHL): A New
Tool for Estimating Associations between Health Literacy
and Outcomes in National Surveys
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OBJECTIVE: To impute limited health literacy from
commonly measured socio-demographic data and to
compare it to the Short-Test of Functional Health Literacy
in Adults (S-TOFHLA) for estimating the influence of
limited health literacy on health status in the elderly.

METHODS: The Prudential Medicare Study assesses the
S-TOFHLA score, leading to a “reference standard” clas-
sification of 25% of people with inadequate literacy; the
National Health Interview Survey has no such assess-
ment. We estimated a regression of S-TOFHLA on sex,
age, years of schooling, and race/ethnicity in The Pru-
dential Medicare Study data to derive a Demographic
Assessment for Health Literacy (DAHL) score, and imput-
ed inadequate literacy to the 25% with the lowest DAHL
scores. Using regression, we then examined associations
between several health status measures (including hy-
pertension, diabetes, physical and mental SF-12) and
inadequate literacy (imputed or test-based).

RESULTS: Estimates of association using imputed
inadequate literacy closely approximate those obtained
using S-TOFHLA-based inadequate literacy for most
outcomes examined.

CONCLUSIONS: As few population surveys measure
health literacy, the DAHL, a readily calculated health
literacy proxy score, may be useful for expanding the
scope of health literacy research in national survey data.

KEY WORDS: inadequate health literacy; health status; functional

status; national surveys.
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W ith approximately 90 million American adults estimated
to lack the literacy skills needed to use the health-care

system1,2, an emerging literature has begun to describe the
myriad health consequences of limited health literacy3. The
Institute of Medicine (IOM) defines health literacy as “the degree

to which individuals have the capacity to obtain, process, and
understand basic health information and services needed to
make appropriate health decisions.” Limited health literacy is an
independent risk factor for worse health status, hospitalization,
and mortality3,4. Virtually all health literacy research relies on
data from specially designed surveys with in-person administra-
tion of a validated health literacy test – such as the Test of
Functional Health Literacy in Adults (TOFHLA) and the Rapid
Estimate of Adult Literacy in Medicine (REALM)5–7. To date, few
surveys directly measure health literacy. Most that do are small
and pertain to patients in specific clinical settings.Major national
population health surveys, such as the National Health Interview
Survey (NHIS), the Behavioral Risk Factor Surveillance System
(BRFSS), and the National Health and Nutrition Examination
Survey (NHANES), have no measure of health literacy.

Multiple reports have found high correlations between test-
basedhealth literacymeasures anddemographic indicators such
as age, ethnicity, and years of schooling5,7–10. Imputed measures
based on combinations of these indicators have been pro-
posed11,12. Miller et al. found high construct validity by showing
the correlation of their imputed measure with other indicators of
health literacy12. Since large national health surveys do capture
basic socio-demographic indicators, they can support an imput-
ed health literacy measure. Such imputation will expand the
scope of health literacy research to a much wider range of
measures of health status, outcomes, and interventions.

Here, we propose an imputed measure of health literacy for
community-living elderly, to be called the Demographic Assess-
ment for Health Literacy (DAHL), and examine its comparative
performance as a proxy for test-based measures in models to
assess the influence of health literacy on health status. It is
calculated from limited, broadly available data – sex, age, years of
schooling and race/ethnicity. We develop the DAHL from Pru-
dentialMedicare Study data (1997), the largest population-based
health literacy study to date. Our primary objective is to assess
the performance of this imputed measure as a covariate in
models of health status in the Prudential Study and in the
National Health Interview Survey (1997 and 2005).

METHODS

The Prudential Medicare Study (1997)

The Prudential Medicare Study is an in-person survey admin-
istered to people, aged 65 or older, newly enrolled in the
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Medicare HMO plans of Prudential Healthcare in four locations
(Cleveland, Ohio; Houston, Texas; South Florida; Tampa,
Florida) between December 1996 and August 1997, excluding
those who did not live in the community, with severe cognitive
impairment, or who were not comfortable speaking either in
English or Spanish. Among 8,409 persons in the sampling
frame, 57 percent could not be contacted (938 enrollees),
refused to participate (3,247), or were not eligible for interview
(737). An additional 227 enrollees did not cooperate during
data collection. The final respondent sample was 3,260
enrollees with an effective response rate of 47 percent, using
American Association of Public Opinion Research’s definition
no. 3, or 42.5 percent assuming all non-respondents were
eligible.13 Non-respondents were slightly older with higher
educational attainment and were more likely to be white and
living in zip codes with higher median income10. Additional
details of this survey have been published previously6,10,14–18.
Startingwith this sample of 3,260, we excluded282 subjectswith
history of stroke, 55 with severe cognitive impairment (Mini-
Mental State Examination Score<18), and 99 with a missing
value in one of the fields examined in this study18,19, leaving a
final analytic sample of 2,824.

An in-person baseline survey collected data on demograph-
ic, socioeconomic, and health characteristics and adminis-
tered the Short Test of Functional Health Literacy in Adults
(S-TOFHLA). This test includes a 36-item reading comprehen-
sion section and a 4-item numeracy section using materials
and situations likely to be encountered by the elderly in
health-care settings.

Health literacy is multifaceted, with a fundamental compo-
nent being reading fluency as measured by the S-TOFHLA, one
of the most commonly used instruments in health literacy
research5. S-TOFHLA correlates well with other tests of health
literacy, tests of general literacy, and several health out-
comes1,3,7. The ability to read and take action based on
health-related material may be closely related to the ability to
read and act on other types of materials. We refer to the
construct measured by the S-TOFHLA as “health literacy,”
although some authors view it as referring more narrowly to
general literacy skills in the context of health care3,8.

Following others, we summarized the S-TOFHLA responses in
a composite score (range: 0 to 100) and categorized scores ≤53
(the lowest quartile in the Prudential data) as “inadequate” versus
a merged category of “marginal (11%) or adequate (64%).” The
“marginal” groupwas both small and similar in all characteristics
of interest to those with “adequate” literacy6,18,19.

The outcome measures are several self-reported indicators
of health status – poor or fair health, hypertension, diabetes,
Short Form Health measures (physical and mental SF-12)20,
difficulty with IADL (Instrumental Activities of Daily Living),
and ADL (Activities of Daily Living). As a marker of substan-
dard preventive care, we used a self-reported dichotomous
indicator for never having been vaccinated for flu.

National Health Interview Survey (1997, 2005)

The National Health Interview Sample (NHIS) is an in-person,
nationally representative annual survey covering many health-
related, demographic, and socio-economic measures21. We
selected the 1997 round to match the time of the Prudential
Medicare Study, focusing on the 6,972 respondents aged 65 or
older. We excluded an additional 153 due to missing informa-

tion on at least one study measure, resulting in a study sample
of 6,819. To assess the robustness of DAHL, we also performed
parallel analyses using 5,914 analogously identified respon-
dents from NHIS 2005.

While the NHIS does not measure health literacy, NHIS data
are identical or nearly identical for four of the eight outcomes
captured in the Prudential Medicare Study – self-reported
general health (poor/fair), hypertension, diabetes, and difficul-
ty with ADL. Although the NHIS instrument uses a seventh
item (“difficulty getting around inside the home”), the other six
ADL questions in NIHS are identical to the six ADL questions
used in the Prudential Medicare Study. We judged these
measures to be sufficiently comparable for our study of
within-cohort associations between health literacy measures
and outcomes. In contrast, we viewed the NHIS and Prudential
IADL measures as too different to support useful comparisons.

Defining Components of the DAHL

Our goal was to predict health literacy well from characteristics
that are commonly ascertained in national surveys. Besides the
DAHL, which uses four SES indicators (age, sex, race, and
education), we also examined an “education only” model, as well
as models that added measures to the DAHL, including difficulty
in reading and understanding forms at doctor visits, seeking help
for reading forms at doctor or hospital visits, frequency of reading
newspapers, and current employment status. Also, following
Miller, Degenholtz et al. 2007, we explored models with interac-
tions among education, age, and race.

Statistical Analysis

First, we used data from the Prudential Medicare Study and
regression to derive the equations (scoring weights) that
predict S-TOFHLA from various predictors. We then applied
these weights to the values of the predictors in the NHIS data
to produce an imputed literacy score (DAHL) for each Pruden-
tial and NHIS respondent. This is analogous to developing a
coronary heart disease risk score with data from the Framing-
ham Heart study (which included both risk factors and
coronary heart disease outcomes) and then disseminating the
scoring mechanism to predict coronary heart disease risk for
people in other settings where the values of the risk factors are
known, but coronary health status is not known22. Using the
Prudential data and various cutoffs (for inadequate literacy) for
each model, we estimated measures of agreement (sensitivity,
specificity) and discrimination (area under the receiver oper-
ating characteristic, or C-statistic) as descriptors of each
model’s ability to predict S-TOFHLA-based inadequate literacy23.
Since DAHL is derived from coefficient estimates, its precision
can be gauged from the 95% confidence interval (CI) of the
predicted DAHL score at the mean level of factors. The model
specification with the best trade-off between simplicity and
predictive ability was selected as “the” DAHL. Its associated
weights were then used to calculate DAHL scores for each person
in the Prudential and NHIS samples. Within each sample, the
imputed literacy indicator was defined analogously, with the
bottom 25 percent classified as having inadequate literacy.

The DAHL was examined for how closely its association with
the various health status measures approximates the associ-
ation of the S-TOFHLA with that measure in the Prudential
study. We first estimated reference effects using the S-
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TOFHLA-based inadequacy indicator to predict each of the
eight selected health status measures in the Prudential data.
Each estimate was obtained from a multivariable regression
(logistic for dichotomous and linear for ordinal measures) on
the test-based indicator for inadequate literacy in addition to
sex, age, years of schooling, race/ethnicity, household income,
and marital status.

Analogous regressions were estimated using an imputed
inadequate literacy indicator, however, with only household
income and marital status as additional covariates, since the
DAHL is completely identified by sex, age, years of schooling,
and race/ethnicity. We repeated this for all eight health status
measures in the Prudential study and for the four measures in
NHIS – the latter for both 1997 and 2005 data. As the NHIS
survey is a multi-stage stratified sample with sampling weights
differing across subgroups, we used corrective survey-adjusted
weights to obtain both rates and standard errors. For the
Prudential Study, we follow previous studies in treating the
data as self-representative10.

Sensitivity Analysis

We evaluated the robustness of the regression estimates to the
choice of threshold score for classifying those with inadequate
literacy – both for the S-TOHFLA and the DAHL measures. We
chose a wide range of score thresholds (from 50 to 87), while
ensuring that either side of the thresholdhas at least 10%of sample
subjects. We obtained an estimate of the association with inade-
quate literacy from each cut-off and compared the corresponding
estimates from the two literacy measures graphically.

While all subjects in the Prudential Medicare Study are
HMO enrollees, those in NHIS include Medicare HMO as well
as Fee-for-Service enrollees. As these two types of NHIS
enrollees may differ in terms of health literacy, socioeconomic
status, and health indicators, we also examined the differences
in imputed literacy scores in these cohorts separately. All
statistical analyses were performed using Stata 9.224. The
Institutional Review Board of Boston University School of
Medicine approved the study protocol.

RESULTS

We studied 2,824 subjects from the Prudential Medicare Study
and 6,819 subjects from the 1997 round of NHIS. Although the
Prudential Medicare Study includes only four cities/regions,
its respondents are similar to those in the NHIS sample
(Table 1). The S-TOHFLA-based health literacy score ranged
from 0 to 100, with a mean of 73 and standard deviation of 26
in the Prudential study,

Table 2 shows the score weights for the DAHL, calculated as
the sum of the score for the reference group minus adjustments
for other demographic cohorts. Specifically, white women aged
65–69 withmore than 12 years of schooling (the reference group)
receive ameanDAHL of 91.3, the highest possible imputed score.
Less schooling, older age, and other races and ethnicities result
in lower imputed health literacy. The lowest possible imputed
literacy score is 15.6 among Black males 85 or older with fewer
than 9 years of schooling. At the mean value of the factors
determining DAHL, the predicted literacy score, which by design
equals the mean of the test-based score (73.0), had a 95%
confidence interval of [72.2, 73.8].

In the Prudential data, the S-TOHFLA and DAHL are highly
correlated (ρ=0.58), and a linear regression of DAHL on S-
TOHFLA gives a coefficient estimate of 0.93. We defined
“inadequate health literacy” in the Prudential Study as having
an S-TOHFLA score in the lowest 25th percentile (≤53) and
imputed “inadequacy” for the 25% of Prudential study persons
with the lowest DAHL (≤62). With these definitions, 79% of
cases are correctly classified by the DAHL, sensitivity for
detecting “inadequacy” is 59%, and specificity, 84%. Using a
DAHL threshold of 69 increases sensitivity to 72%, but lowers
specificity to 77%. The area under the receiver operating curve
(the C-statistic) is 0.81 [95% CI=(0.79, 0.83)], indicating that,
overall, DAHL discriminates well among people with higher
and lower S-TOFHLA scores. Adding interaction terms for
education, race, and age to the DAHL left the C-statistic at
0.81, while predicting inadequate literacy from only the single
best measure (“education”) is much less effective: sensitivity

Table 1. Characteristics of the Prudential Medicare Study and
National Health Interview Survey (NHIS)-Elderly Samples, 1997

Prudential
Study 1997

NHIS-Elderly
1997

(N=2,824) (N=6,819)

Female, % 58 62
Age, %
65–69 37 27
70–74 28 27
75–79 19 22
80–84 11 15
85 5 10

Race/ethnicity, %
Black 11 8
White 76 86
Hispanic 12 4
Other 1 2

Marital status, %
Married 55 42
Previously married 43 54
Never married 2 5

Years of schooling completed, %
0–8 17 19
9–11 18 18
12 or GED 34 32
>12 30 31

Annual income, %
Less than $10,000 20 25
$10,001 - $15,000 24 13
$15,001 - $25,000 35 29
$25,001 - $35,000 9 11
$35,001+ 12 23

Test-based literacy
S-TOHFLA health literacy
score, mean (SD)

71.3 (26.8) NA

Inadequate health literacy
(S-TOHFLA ≤53), %

25 NA

Self-reported health/chronic condition
General health - fair or poor, % 24 26
Hypertension, % 45 52
Diabetes, % 14 13
Difficulty with ADL, % 3.3 5.3
Difficulty with an IADL, % 28 NA
Never had flu vaccination, % 21 NA
Physical SF-12 score,
mean (SD)

45.8 (10.9) NA

Mental SF-12 score,
mean (SD)

55.2 (8.5) NA

Note: Estimates for NHIS 1997areweighted to adjust for the sampling design
NA = Not available in NHIS
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(58%), specificity (10%), and C-statistic=0.72. Augmenting the
DAHL with measures for difficulty in reading forms, seeking
help in reading forms, newspaper reading frequency, and
current employment status only modestly improves discrimi-
nation (C-statistic=0.83).

The performance of the imputed inadequate health literacy
(i-IL) as a proxy for the S-TOHFLA-based “gold-standard”
indicator (IL) to quantify associations with various measures
of health status is shown in Table 3. Test-based IL was
associated with poorer health for all eight health-status mea-
sures, although in one case (hypertension) it was not statistically
significant at the 5% level. For each of the six dichotomous and
two continuousmeasures of health, the 95%confidence intervals
for the i-IL and IL associations in the Prudential Study overlap
each other. Furthermore, for the four dichotomous outcomes
that are also available in NHIS, the 95% confidence interval for
the i-IL association in NHIS overlaps each of the other two

confidence intervals. Several point estimates are quite similar in
all three situations, for example, estimated odds ratios (ORs) for
self-reported poor/fair general health were 1.77 for IL and 1.78
for i-IL in the Prudential Medicare Study, and 1.70 in NHIS. In
one instance (diabetes), however, the estimated ORs varied
substantially (being 1.37, 1.08, and 1.29, respectively), with the
association of i-IL in the Prudential study being not significant,
while the other two are significant at the 5% level. The only other
large difference was observed for the Mental SF-12, where the
effect estimates for inadequate literacy were -2.46 when mea-
sured using IL versus -1.27 when using i-IL in the Prudential
Medicare Study. This difference may be large enough to be
meaningful, althoughevenhere, the confidence intervals overlap.

These results are based on using a threshold that cate-
gorizes 25 percent of the population as having inadequate
literacy; in Figure 1 we illustrate the corresponding estimates for
a range of threshold scores. For all the measures except
“difficulty with an ADL” we found considerable stability in the
OR estimates associated with S-TOFHLA-based inadequate
literacy across the entire spectrum of threshold choice from 50
to 87. This stability was matched well by the estimate based on
the DAHL across most of the spectrum – except at the lowest
threshold scores, possibly due to small numbers (only 14% of the
Prudential studyhas i-IL<55). A similar patternwas found for the
corresponding associations in the NHIS (1997) sample – here
based only on the imputed inadequate literacy indicator (Fig. 2).

While the Prudential Medicare Study sample includes only
HMO enrollees, the NHIS sample includes both HMO and Fee-
for-Service enrollees. Comparing these two cohorts in the NHIS
sample, we found that while the HMO enrollees were more
likely to be younger, better educated, and have higher income,
these differences were small, and the derived rates of inade-
quate literacy were not statistically significant.

DISCUSSION

This study examines the performance of an imputed measure of
inadequate health literacy among elderly subjects as a proxy for
test-based measures commonly used in the literature. We used
the S-TOHFLA-basedmeasure of health literacy in the Prudential

Table 3. Association of Inadequate Literacy With Self-reported Health and Chronic Conditions

Prudential Study Sample, N=2,824 NHIS 1997, N=6,819

S-TOFHLA-based inadequate
health literacy

DAHL inadequate
health literacy

DAHL inadequate
health literacy

95% CI 95% CI 95% CI

OR Low High OR Low High OR Low High

Dichotomous outcome measures
Poor/fair general health 1.77 1.42 2.21 1.78 1.45 2.19 1.70 1.49 1.94
Hypertension 1.08 0.88 1.33 1.15 0.96 1.39 1.07 0.95 1.21
Diabetes 1.37 1.04 1.81 1.08 0.83 1.40 1.29 1.08 1.54
Difficulty with ADL 1.91 1.17 3.13 2.57 1.62 4.08 2.47 1.91 3.19
Difficulty with IADL 1.77 1.41 2.22 1.52 1.25 1.86 NA
Flu vaccination, never 1.31 1.03 1.67 1.42 1.14 1.77 NA

95% CI 95% CI 95% CI
Coefficient Low High Coefficient Low High Coefficient Low High

Continuous outcome measures
Physical SF12 -1.70 -2.78 -0.63 -2.34 -3.34 -1.33 NA
Mental SF12 -2.46 -3.31 -1.62 -1.27 -2.05 -0.49 NA

NA = Not available in NHIS

Table 2. Obtaining the Demographic Assessment of Health
Literacy (DAHL)

(The Prudential Medicare Study 1997, N=2,824)

Health Literacy
Score

95% CI

Reference group:
DAHL for White women
aged 65–69 with >12 years
of schooling

91.3 [89.3, 93.2]

Adjustments for other groups:
Gender
Male -1.8 [-3.5, -0.27]

Age
70–74 -5.5 [-7.5, -3.5]
75–79 -10.9 [-13.1, -8.65]
80–84 -16.2 [-18.9, -13.4]
85+ -27.8 [-31.8, -23.9]

Race/ethnicity
Black -15.9 [-18.5, -13.4]
Hispanic -6.7 [-9.4, –3.9]
Other -8.7 [-15.8, -1.7]

Years of schooling completed
0–8 -30.2 [-32.7, -27.6]
9–11 -15.9 [-18.3, -13.6]
12 or GED -6.2 [-8.1,-4.2]
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Medicare Study to develop scoring weights for a parsimonious
model that includes fourwidely available demographic indicators –
sex, age, years of schooling, and race/ethnicity. Using these
weights we evaluated the performance of the imputed literacy
measure, the DAHL, to estimate the association with a variety of
health status measures obtained in the Prudential Medicare
Study (1997) as well as the elderly in the 1997 and 2005 rounds
of the National Health Interview Survey (NHIS). For most of the
eight health measures examined, we found similar estimates of
the influence of inadequate health literacy using the imputed and
test-based measures. Similarity in the estimates for the Pruden-
tial Medicare Study and NHIS is noteworthy because, while the
two samples are rather similar, they differ significantly in some
characteristics – for example, the NHIS elderly sample is older
and less poor than the Prudential study sample.

Overall, the results support using the DAHL as a proxy for a
test-based determination of inadequate health literacy in models
to predict health outcomes. First, the DAHL can capture most of
those who would be classified by the S-TOFHLA as having
inadequate literacy. Second, even though about 20% of the
sample is classified differently by the two measures, the similar
magnitude and direction of associations between various health
outcomes and inadequate literacy defined either way point to the
underlying robustness of these associations.

The basis for the DAHL is the strong association between
test-based health literacy (S-TOFHLA) and the four socioeco-

nomic status (SES) indicators – years of schooling, age, sex,
and race/ethnicity. This association is not surprising – some of
these factors are causal (years of schooling, age), while others
are important mediators (age, race/ethnicity, and sex). Indeed,
while variation in the DAHL is dictated completely by differ-
ences in these four SES indicators, the S-TOFHLA score is
obviously affected by other factors. Our findings indicate that
these four SES factors capture most of the variation in S-
TOFHLA, while avoiding the need for difficult to measure
covariates, such as “difficulty in reading forms” that would
limit a proxy measure’s range of applicability.

An important implication of our sensitivity analyses is that the
relationship between literacy and health outcomes appears quite
stable across the range of scores. Formost of the healthmeasures
examined, the odds ratio of reporting ahealthproblemseems to be
stable for much of the spectrum of both the test-based as well as
imputed literacy scores. In other words, for the outcomes
measured, there appear to be no particular threshold scores that
identify particularly vulnerable population subgroups. Instead,
the relationship appears to be linear, with potential health benefit
from improved health literacy at all “levels” of literacy.

The DAHL is parsimonious in its specification compared
to the imputed measure in Miller et al.12, even though both
used the same underlying socio-demographic indicators. While
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Figure 1. Association of self-reported health with inadequate
literacy based on S-TOHFLA and DAHL Prudential Study 1997 (N=

2,824). Note: Each point corresponding to a threshold score
denotes the effect associated with S-TOHFLA-based or DAHL-
based inadequate literacy from a separate logistic regression.
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Figure 2. Association of self-reported Health with inadequate
literacy based on DAHL – NHIS elderly 1997 (N=6,819). Note: Each

point corresponding to a threshold score denotes the effect
associated with DAHL-based inadequate literacy from a separate
logistic regression. The NHIS estimate based on imputed (DAHL)

inadequate literacy is compared with the S-TOFHLA-based estimate
from Prudential study using the 25 percentile threshold score of 53.
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the measure in Miller et al. allowed for interaction of schooling
with age, Black race, and Hispanic ethnicity, the DAHL
involves no interaction terms. Nevertheless, there is no loss
in its discriminatory power in identifying those with inade-
quate health literacy, as measured by the S-TOFHLA.

Several limitations should be noted. First, the present study is
limited to self-reported general health status. Analyses of other
health measures should be conducted. Of the eight measures
available in the Prudential Medicare Study, only four could be
compared in the NHIS. Second, for health status indicators with
low prevalence (such as the 3.3% prevalence for difficulty with
ADL), estimates based on the imputed measure may not be
stable. Future research should further evaluate this hypothesis
and possibly identify a prevalence threshold that could be used
as a guide for conducting analyses using the DAHL. Third, the
sampling framework of the Prudential Medicare Study restricted
the range of potentially important demographic characteristics
that could be included in an imputed measure. For example, it is
possible that including a variable for being born outside the US
would improve the predictive capacity of the DAHL; however,
since this variable was not collected in the Prudential Medicare
Study, it could not be evaluated. There are other differences
between the Prudential Medicare Study and the NHIS. First, the
Prudential sample includes only Medicare HMO enrollees, while
the NHIS (and other national surveys) includes both HMO and
Fee-for-Service enrollees. Second, the Prudential sample
includes new enrollees during an 8-month period ending August
1997; the NHIS represents the Medicare population throughout
1997. Finally, the ADL measure differs slightly across the two
surveys.

To date, direct measures of health literacy require in-person
evaluation, which is not done in most national health surveys.
Our findings suggest that theDAHLmay serve as a goodproxy for
estimating associations in national surveys where test-based
health literacymeasures are absent. Compared to the limited size
and scope of the existing surveys with test-based health literacy
measures, readily available national surveys, such as Medical
Expenditure Panel Survey (MEPS) and Behavioral Risk Factor
Surveillance System (BRFSS), offer considerably richer settings
for evaluating associations of inadequate health literacy with
hitherto unexamined health outcomes and utilization. These
larger surveys enable examination of less common health out-
comes and utilization (including, heart attacks and cardiac
revascularization). In addition, longitudinal analyses on health
literacy have been rare to date due to the limited availability of
relevant data. Several available data sets provide the immediate
opportunity to examine longitudinal hypotheses with the DAHL.
Indeed, a broad range of new health literacy research questions
can now be studied.
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Exploring the Determinants of Racial and Ethnic Disparities
 
in Total Knee Arthroplasty 

Health Insurance, Income, and Assets 

Amresh D. Hanchate, PhD, * Yuqing Zhang, DSc, t David T. Felson, MD, MPH, t 
and Arlene S. Ash, PhD* 

Objective: To estimate national total knee arthroplasty (TKA) rates
 
by economic factors, and the extent to which differences in insur

ance coverage, income, and assets contribute to racial and ethnic
 
disparities in TKA use.
 
Data Source: US longitudinal Health and Retirement Study survey
 
data for the elderly and near-elderly (biennial rounds 1994-2004)
 
from the Institute of Social Research, University of Michigan.
 
Study Design: The outcome is dichotomous, whether the respon

dent received first TKA in the previous 2 years. Longitudinal,
 
random-effects logistic regression models are used to assess asso

ciations with lagged economic indicators.
 
Sample: Sample was 55,469 person-year observations from 18,439
 
persons; 663, with first TKA.
 
Results: Racial/ethnic disparities in TKA were more prominent
 
among men than women. For example, relative to white women,
 
odds ratios (ORs) were 0.94, 0.46, and 0.79, for white, black, and
 
Hispanic men, respectively (P < 0.05 for black men). After adjust

ing for economic factors, raciallethnic differences in TKA rates for
 
women essentially disappeared, while the deficit for black men
 
remained large. Among Medicare-enrolled elderly, those with supple

mental insurancemay be more likely to have firstTKA comparedwith
 
those without it, whether the supplemental coverage was private [OR:
 
1.27; 95% confidence interval (CI): 0.82-1.96] or Medicaid(OR: U8;
 
95% CI: 0.93-1.49). Among the near-elderly (age 47-64), compared
 
with the privately insured, the uninsured were less likely (OR: 0.61;
 
95% CI: 0.40-0.92) and those with Medicaid more likely (OR: 1.53;
 
95% CI: 1.03-2.26) to have first TKA.
 
Conclusions: Limited insurance coverage and financial constraints
 
explain some of the racial/ethnic disparities in TKA rates.
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access constraints, insurance, out-of-pocket costs
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Total knee arthroplasty (TKA) is increasingly common 
with over 431,000 procedures performed nationwide in 

2004. 1 For persons with severe and potentially disabling 
osteoarthritis, TKA is "efficacious and cost-effective ... [it] 
relieves pain and reduces functional disability."2 As the US 
population ages, TKA use is expected to accelerate.' 

Racial and ethnic disparities in TKA rates, especially 
among men, are striking. Sharply lower rates of TKA among 
elderly minorities have now been established by several 
recent studies using comprehensive administrative data for 
Medicare beneficiaries.t" Skinner et ai,S using data from 
virtually all TKAs performed among Medicare Fee-for-Ser
vice (FFS) enrollees during 1998-2000 (N = 431,726), 
found the TKA rate for black men (1.8411000) to be only 
38% of that for non-Hispanic white men (4.84); the rate for 
Hispanic men was intermediate (3.46). Among women, the 
corresponding rates were higher overall and less disparate: 
5.97 for non-Hispanic whites, 5.37 for Hispanics, and 4.84 
for blacks. Similar disparities in TKA have been noted in 
national data for over 2 decades. Despite increases in TKA 
use for everyone, the white-minority gap in TKA use has 
been growing.I:" 

Although several studies have examined the role of 
patient attitudes and preferences toward major surgery 9-12 
religious beliefs 13 and willingness to use complementary' and 
traditional care modalities, 14 little work has focused on racial 
and ethnic disparities in TKA use. It seems likely that racial 
and ethnic differences in financial constraints contribute to 
the TKA disparities, because the surgery is itself expensive
nationally the median inpatient cost exceeded $29,000 in 
2004,1 and there are substantial rehabilitation costs as well as 
the potential for lost wages. Even for those with full (parts A 
and B) Medicare FFS coverage, out-of-pocket expenses could 
reach several thousand dollars. Recent literature points to the 
increasing burden of out-of-pocket expenditures, even among 
insured populations. 15-19 

Two previous studies of the role of financial constraints 
in TKA disparities among Medicare FFS beneficiaries leave 
a confusing picture. Mahomed et al" concluded that those 
"whose income level was low enough to qualify for Medicaid 
supplementation were much less likely to undergo total knee 
replacement than individuals who did not receive Medicaid 
supplementation," whereas Skinner et al6 saw "little associ

, \." 
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ation between socioeconomic status and the rate ofTKA" As 
both studies use Medicare data, part of the difference in 
results is due to model specification-for instance, in Ma
homed et al,4 the Medicaid recipients are compared with a 
reference group that includes those with and without private 
supplemental coverage. 

A study of Canadians aged 55 or older concluded that 
those with less education and lower income were more likely 
to need TKA and similarly willing to undergo TKA as those 
with more education or income.i" To the extent that these 
findings apply to the United States, lower TKA utilization 
among minorities with lower socioeconomic status (SES) is 
not necessarily due to unwillingness to undergo TKA. 

A related study of disparities in joint (knee and hip) 
replacement based on a nationally representative (US) longitu
dinal survey sample of 6159 Medicare-enrolled adults (age 69 or 
older) found that those with supplementary Medigap coverage 
were more likely to have a joint replacement compared with 
those withouf:21 The apparent difference with Skinner et al6 may 
be due to the more detailed individual-level financial and insur
ance coverage measures in Dunlop et al.21 

Although the data used in this study are from the same 
survey source [Health and Retirement Study (HRS)] as that 
used in Dunlop et a1,21 a key distinction is that we exclude hip 
replacements and examine TKAs exclusively. Differences by 
gender and race/ethnicity are also examined separately. This 
follows recent evidence that not only do utilization rates of 
knee and hip replacements vary considerably, thet; also differ 
systematically by gender and race/ethnicity.Y'" 1,22 

There is now much evidence of the association of 
insurance coverage and other economic indicators with racial 
and ethnic disparities.23 

,24 Among Medicare enrollees, mi
norities are less likely to have supplemental insurance cov
erage, exposing them to higher out-of-pocket costS.23

•
25 Also 

minority Medicare beneficiaries report lower rates of office 
visits, including those to specialists, as well as fewer diag
nostic services.l" Among the poor and previously uninsured, 
Medicaid coverage is associated with greater use of both 

. d . h lth . 26 27 preventive an curative ea care services. . 

METHODS 

Empirical Model 
Our empirical model is based on a standard economic 

model of individual demand for health care.1s The direct 
individual cost ("price") of TKA is the out-of-pocket ex
penses incurred, which differs across individuals by the 
comprehensiveness of their insurance. Thus, given similar 
demographic and health conditions, the probability of receiv
ing TKA is greater for those with more comprehensive 
insurance coverage (lower out-of-pocket expenditures) and 
more financial resources (income, savings, and other assets). 
The reduced form model for observing TKA from individual 
i in year t is specified as: 

TKA" = f (DEM i " HLTH", INS;" INC;I> 

UNEMP;I, WLTH", EDUC i ,) 

where DEM and HLTH are demographic and health indicators, 
INS is health insurance coverage type, INC and WLTH are 
household income and wealth, and U1\TEMP is employment 
status. Highest educational achievement (EDUC) is included as 
a proxy for long run income earnings. 

Data 
We used the longitudinal HRS data from a nationally 

representative sample o£16,703 individuals born before 1942 
and their spouses or partners. Administered by the Institute 
for Social Research (University of Michigan), the sample 
resulted from pooling (in 1998) 4 distinct age-based 
cohorts-2 of which had been surveyed biennially since 
1992/1993, whereas the other 2 were formed in 1998.19 HRS 
was designed to improve our understanding of the health 
dynamics of aging past age 50, including the relationship of 
health to economic, social, and demographic factors. Thus, it 
collects rich information from all these domains. The mea
sures of income, assets, work status used here have been 
constructed by HRS researchersr'" 

Study Subjects 
Of the 19,973 persons who completed the 1998 survey 

round, we excluded 1534 subjects who: (1) had a previous 
(pre-1998) history of knee or hip arthroplasty (n = 241), (2) 
belonged to none of the 3 selected racial/ethnic groups (n = 
409), or (3) had incomplete covariate data (n = 884); 18,439 
study subjects remained. 

Analytic Data Structure 
The HRS cohort was tracked over 3 biennial rounds 

(2000,2002, and 2004). We excluded follow-up observations 
for any of the following: (1) reported TKA in previous round, 
(2) death, or (3) dropped from surveyor incomplete covariate 
information. To minimize confounding from reverse causa
tion, the outcome measure (whether or not first TKA was 
reported), was cross-matched with independent covariates 
reported in the previous survey round. For instance, "pres
ence of a first TKA" in 2002 was matched with demographic, 
health, and economic conditions as reported in the 2000 
survey round. There are 55,469 observations for the 18,439 
study subjects-33% of subjects have 8 years of exposure (ie, 
4 biennial survey rounds), 43% have 6 years of exposure, 
13% have 4 years of exposure, and the remaining 11% have 
only 1 survey round response (2 years of exposure). The 
cross-matching is incomplete for some in 1998 because 3715 
persons (21%) have no pre-1998 information. For this group, 
only outcome observations from 2000, 2002, and 2004 
rounds are used in the analyses. 

Outcome Measure 
The main outcome measure is a binary indicator for a 

first TKA observed in the survey period. Those who re
sponded affirmatively to "have you had or has a doctor told 
you that you have arthritis or rheumatism?" were asked: "in 
the last 2 years (or since previous interview) have you had 
surgery or any joint replacement because of arthritis?" If 
"yes" the follow-up query was: "which joint was that?" (1 = 
hip(s); 2 = knee(s); 3 = hand/wrist area; 4 = foot/ankle area; 
5 == shoulder(s); 6 = spine; 7 = other). TKA was identified 
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by the response "knee(s)." Those with a prior knee or hip 
arthroplasty were excluded. Data on prior joint (knee or hip) 
arthroplasty was available for the 2 cohorts surveyed before 
1998-these comprised 79% of the study individuals and 
81% of observations. Corresponding information is not avail
able from others-whether this has any systematic effect on 
identifying first TKA is unclear because those with a prior 
TKA in one leg are more likely to have another TKA, 
whereas those with previous TKA in both legs are less likely. 
The validity of the self-reported TKA outcome depends on 
recall accuracy. Most studies of the recall of major surgical 
procedures (hysterectomy, tubal sterilization, cancer surger
ies) report high rates of agreement with medical records.3 1 

-
34 

Health Insurance, Income, and Assets 
Access to health insurance was categorized in 7 groups. 

Four of these categories pertain to Medicare beneficiaries with 
differential out-of-pocketburden: Medicare FFS only, Medicare 
FFS with Medigap or other secondary coverage, Medicare FFS 
with Medicaid, and Medicare HMO. The remaining categories 
distinguish insurance status among those without Medicare: 
Medicaid, other insurance (employer-sponsored, Department of 
Defense health insurance [TRICARE], or Veterans Administra
tion [VA]), and none. Household income was adjusted for 
inflation and household size, by dividing by the square root of 
household size." Income was summed from all sources: earn
ings, capital income, employer pension, all Social Security 
receipts, unemployment or workers compensation, other gov
ernment transfers (veterans benefits, welfare, and food stamps), 
and other sources (such as alimony and inheritance). When 
respondents were unable or unwilling to specify dollar amounts, 
income ranges were substituted and later used to impute those 
amounts." Earnings were imputed for 7.5% of respondents. 
Assets were measured from the value ofall forms of nonhousing 
assets, including stocks, bonds, individual retirement accounts, 
mutual funds, savings and checking balances, debt, vehicles, and 
businesses. The Consumer Price Index was used to express 
income and asset amounts in 1993 dollars. Regional differences 
in cost of living, access, and other factors were captured by 
dummy indicatorsfor the regions,which is equivalent to limiting 
comparisons of TKA rates across persons within each region. 
All financial indicators were included in the multivariate regres
sion analyses. Although they were significantly correlated, the 
highest correlation (between income and assets) was only 0.56. 
Because the data comprise a mix of retirees and employed, 
reliance on assets is more important for one group than for other. 

Other Measures 
The key demographic variables were age, gender, and 

race. Using the fields for race (white or black) and Hispanic 
ethnicity, the study sample was categorized as Hispanic, 
non-Hispanic black, and non-Hispanic white. Health status 
was captured using several indicators for selected chronic 
conditions and limitations on physical activities. Presence of 
a chronic health condition was based on the question, "Has a 
doctor ever told you that you have ....7". The conditions 
include high blood pressure/hypertension, diabetes, cancer, 
lung disease, and heart disease ("heart attack, coronary heart 
disease, angina, congestive heart failure, or other heart prob

© 2008 Lippincott Williams & Wilkins 

lems"). Note that although these conditions are determined 
from self-report of a physician diagnosis, the survey query for 
presence of arthritis (noted earlier) includes nonphysician 
diagnosed self-report of arthritis. Physical functional limita
tions were self-reported as difficulty with each selected ac
tivity. Following Dunlop et al,21 binary indicators (1/0) were 
used to measure whether a respondent had any difficulty in 
performing several activities of daily living that involve 
lower extremities: walking 1 block, getting up from a chair, 
climbing 1 flight of stairs, and stooping or crouching. We also 
included body mass index as a health status indicator. 

Statistical Methods 
We tested cross-tabulations of differences in covariates 

by race and ethnicity with>! tests. We estimated the reduced 
form equation of the model associating the first TKA with 
various indicators of potential financial constraint, health 
conditions, and demographics. Given the binary outcome 
(presence of first TKA) in a longitudinal data structure, a 
random-effects (longitudinal) logistic model was estimated 
first for the whole sample and then for the subsample of those 
with arthritis; this explores the extent to which racial/ethnic 
disparities in first TKA are accounted for by disparities in 
self-reported arthritis. Estimates of odds ratios (ORs) men
tioned in the following sections are statistically significant at 
5% level (OR not equal to 1) unless otherwise noted. All 
analyses were performed using STATA 9.2,36 with sampling 
weights to reflect national distributions for the demographic 
groups. The Institutional Review Board at Boston University 
School of Medicine approved the study protocol. 

RESULTS 
The 18,439 persons in the sample were observed for an 

average of6 years (Table 1); 57% were women, 8% Hispanic, 
and 14% non-Hispanic black. A total of 663 persons had a 
TKA between 1998 and 2004. The estimated crude rate of 
first TKA in the nation was 5.9 TKAs per 1000 persons per 
year [95% confidence interval (CI): 5.4-6.4]' Among 
women, crude rates varied modestly by race and ethnicity, 
being 4.2 in Hispanics, 6.4 in blacks, and 6.8 in whites, 
respectively. Among men, racial/ethnic TKA rates differed 
more, with the analogous rates being 3.0, 4.3, and 5.4. 

Table 2 shows summary statistics of the independent 
covariates by race/ethnicity. Every covariate differed by race 
and ethnicity (all P < 0.001). Broadly, blacks and Hispanics 
had more illnesses and more difficulties with physical func
tioning than whites. Specifically, more blacks had hyperten
sion (63%), diabetes (23%), and were overweight/obese 
(75%) than whites (45%, 12%, and 61%, respectively). His
panics had higher rates of diabetes and obesity compared with 
whites, but lower rates of heart disease, lung disease, and 
cancer. A key indicator of the need for TKA is difficulty with 
physical activities of daily living. More blacks than whites 
reported difficulty with each of the 4 indicators of physical 
functional health of lower extremities studied; more Hispan
ics had difficulties than whites on 3 of these 4 indicators 
(Table 2). Because arthritis was also more common among 
blacks and Hispanics than whites (Table 1), the need for TKA 
seems to be greater for blacks and Hispanics than for whites. 
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TABLE 1. Sample Counts and Mean Rates of Total Knee Arthroplasty (TKA) by Race!Ethnicity and Sex 

Women Men 

White Black Hispanic White Black Hispanic Total 

Sample 
Persons 8026 1597 800 6414 989 613 18,439 
Observations 24,250 4760 2419 19,311 2883 1846 55,469 

Mean exposure duration (yr) 6.0 5.8 5.9 6.0 5.7 5.8 5.9 
Total no. persons with first TKA 332 58 21 219 18 15 663 
Persons with self-reported arthritis (%) 68 73 67 56 56 47 63 
Mean TKA rate (sample-weighted)" 6.8 6.4 4.2 5.4 3.0 4.3 5.9 

95% confidence interval of mean TKA rate 6.0-7.6 4.4-8.4 1.9-6.5 46-61 1.4-4.6 1.9-6.7 5.4-6.4 

"Rate' per thousand persons per year. These nationally representative rates and confidence intervals are obtained by adjusting for the stratified sampling using sampling weights. 
Two-year recall rates are also converted to the l-year rate presented here. 

Blacks and Hispanics have fewer financial resources 
than whites (Table 2). For instance, only 13% of whites had 
annual adjusted incomes less than $10,000, fully 39% of 
blacks, and 46% of Hispanics had incomes below this near
poverty level. Similar patterns were observed for household 
assets and highest educational achievement. The figures for 
health insurance type are stratified by age, based on eligibility 
for Medicare's near-universal, aged-based insurance benefit: 
age 64 or younger versus 65+ (Table 2). In the younger 
group, 78% of whites had private, VA, or TRlCARE cover
age, in contrast to 60% of blacks and only 50% of Hispanics. 
Other coverage in the under age 65 group, that is, Medicaid 
or Medicare (disability), was highest for blacks (24%), 
whereas noninsurance was highest for Hispanics (33%). 

In the 65+ group, fully 47% of whites had Medicare 
FFS plus supplementary coverage, as compared with only 
28% of blacks and 14% of Hispanics. The rankings were 
reversed for Medicare plus Medicaid coverage, at 3%, 15%, 
and 28%, for the same groups, respectively. 

Adjusted differences in TKA rates by race and eth
nicity are obtained via regression (Table 3). One model 
adjusts only for age and illness burden (base model). A 
comprehensive regression additionally adjusts for eco
nomic indicators (economic model). We estimate the eco
nomic model both using the whole sample and the 57% of 
the sample with self-reported arthritis. In all regressions, 
ORs are estimated with reference to white women, aged 65 
or older, because it is the group with the highest crude 
rates. Given the low base rates of TKA, the estimated ORs 
can be interpreted as risk ratios."? TKA rate differences 
adjusted for age and illness burden (base model) indicate 
no significant difference in TKA rate between white men 
and women (OR = 0.94 for white men). The base model 
also points to significant underutilization of TKA among 
blacks and Hispanics. The extent of underutilization for 
black and Hispanic men is much larger (OR: black = 0.46; 
Hispanic = 0.79) than for black and Hispanic women (OR: 
black = 0.72; Hispanic = 0.60). All differences except 
that for Hispanic men are statistically significant at the 5% 
level. The Hispanic sample sizes are smal1, with only about 
600 men and 800 women. 

The economic model (all sample) results indicate siz
able and statistically significant associations with type of 
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health insurance, household income, and assets. Note that the 
sex and race!ethnicity ORs describe differences from white 
women, whereas other ORs refer other contrasts. For exam
ple, among those over the age of 65, coverage that is more 
comprehensive than basic Medicare FFS coverage seems to 
be associated with higher TKA rates. This association occurs 
separately for those with supplemental coverage from Med
icaid coverage (OR: 1.27), or from private, VA, or TRICARE 
insurance (OR: 1.18), as well as for those with Medicare 
HMO coverage (OR: 1.28). Although none of these factors is 
individual1y significant at the 0.05 level, they al1 point to the 
same conclusion that additional coverage is associated with 
higher TKA use. Comparing the main categories for those 
47-64 years old reveals that the uninsured had a much lower 
TKA rate (OR: 0.61) and those with Medicaid, a much higher 
rate (OR: 1.53) than those with private (employer-sponsored) 
or TRlCARE coverage. 

As for associations with income, those in the lowest 
income category (under $lOK) have an estimated OR of 
0.75, and those in the next higher category ($10K-$20K) 
have an OR of 0.79 as compared with those in the highest 
income tier. Education below high school graduation is 
associated with 27% lower risk for TKA rate than for the 
col1ege educated. 

The TKA deficits for black and Hispanic women as 
compared with white women in the base model disappear in 
the all sample economic model (statistically significant ORs 
of 0.72 and 0.60 become insignificant ORs of 0.94 and 0.87); 
the deficits for black men are also reduced (from OR 0.46 to 
0.56) in moving from the base to the economic model, but 
remain large and significant at the 5% level, whereas the OR 
for Hispanic men even seems to reverse direction (from OR 
0.79 to 1.08), although in neither model is there enough 
precision to achieve statistical significance. 

An alternative, but statistically equivalent, specification 
of the Table 3 models is to replace the 6 gender-race!ethnicity 
stratified groups into multiple fields to obtain a breakdown in 
terms of the "pure" effects of sex and race/ethnicity as well as 
interactions of the two. Estimates from this specification of 
the economic model (not reported) indicate that the pure effects 
of sex and race/ethnicity are dominated by the interactions. 
Thus, for example, the deficit for black men is far more than 
could be predicted from the lower rates for blacks (overall) in 
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TABLE 2. Sample Characteristics (Based on N = 55,469 Observations for 18,439 
Persons) 

White Black Hispanic All 

N (observations) 43,561 7643 4265 55,469 

Age distribution, yr (%) 

47-64 52 58 63 53 

65-74 26 25 23 25 

75-110 23 17 13 22 

Specified health problems (%) 

Arthritis 56 61 52 57 

Overweight or obese 61 75 70 62 

Hypertension/high blood pressure 45 63 45 47 

Diabetes 12 23 21 14 

Cancer 12 9 6 11 

Lung disease 9 7 6 9 

Heart disease 21 20 14 21 

Functional difficulty with (%) 

Walking 1 block 9 16 IJ 10 

Getting up from chair 33 40 37 34 

Climbing I flight of stairs 12 20 19 14 

Stooping or crouching 38 42 38 38 

Household income, adjusted for size (%) 

<$IOK 13 39 46 17 

$10K-$20K 24 25 25 24 

$20K+ 63 36 29 58 

Household assets (without house) (%) 

<$5K l4 52 52 20 

$5K-$20K 13 18 19 13 

$20K+ 74 30 29 67 

Currently employed (%) 35 35 39 36 

Education (%) 

Less than high school 18 43 59 23 

GED or high school 38 30 2l 37 

At least some college 44 26 20 40 

Health insurance (%~age 64 or younger 

No insurance 14 17 33 16 

Medicare FFS only 2 5 2 2 

Medicare HMO only 0.6 1.5 1.4 0.8 

Medicare with medicaid 0.8 3 2 1.2 

Medicare with privatelDoD 2 3 0.8 2 

Medicaid only 2 11 10 4 

Private (employer sponsored)/DoD 78 60 50 74 

Health insurance (%~age 65 or older 

No insurance 05 2 2 0.7 

Medicare FFS only 28 33 23 29 

Medicare HMO only l4 13 21 15 

Medicare with medicaid 3 15 28 5 
Medicare with privatelDoD 47 28 l4 44 
Medicaid only 4 8 9 5 
Private (employer sponsored)/DoD 2 2 3 2 

All differences for covariate, by race and ethnicity were significant (at P < 0.001).
 
In all multivariate regressions, covariate values were taken from the survey immediately prior to the reported first TKA.
 

comparison with whites or men (overall) in comparison with Limiting the economic model to the 57% of the 
women; at the same time, Hispanic males seem to have even people with self-reported arthritis had little effect on TKA 
higher rates of TKA than Hispanic females. ORs for most of the predictor variables. However, the 
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TABLE 3. Adjusted Odds Ratios for Receipt of Total Knee Arthroplasty: Noneconomic YS. Economic 
Models 

Base Model Economic Model Economic Model 
(All Sample) (All Sample) (Arthritis Subsample) 

OR (95% CI) OR (95% CI) OR (95% CI) 

Race and sex (ref: white female) 

Black, female 0.72 (0.52-0.99) 0.94 (0.67-1.32) 0.94 (0.67-1.3 J) 
Hispanic, female 0.60 (037-0.96) 0.87 (0.54--1.43) 0.94 (0.57-1.54) 
White, male 0.94 (0.81-1.10) 0.88 (075-1.04) 1.01 (0.86--1.19) 
Black, male 0.46 (0.28-0.78) 0.56 (0.33-095) 0.65 (0.38-1.11) 
Hispanic, male 0.79 (0.47-1.30) 1.08 (065-1.81) 1.39 (083-2.33) 

Age (ref: 65 or older) 

47-64 0.66 (0.57-0.77) 0.72 (0.52-1.0J) 0.80 (0.61-1.06) 
Having specified health problems 

Overweight or obese 2.64 (2.18-3.20) 2.61 (2.15-3.17) 2.39 (1.97-2.90) 
High blood pressure 1.09 (0.94-1.27) 1.11 (0.95-1.29) 1.02 (0.87-1.19) 
Diabetes 0.67 (0.54--0.82) 0.68 (0.56--0.85) 0.69 (0.56--0.86) 
Cancer 0.85 (0.67-1.07) 082 (0.65-1.03) 0.78 (0.62-0.99) 
Lung disease 0.78 (0.62-1.00) 0.85 (0.67-1.08) 0.79 (0.63-1.01) 
Heart disease 0.89 (0.75-1.06) 0.93 (0.78-1.10) 0.88 (0.74--1.05) 

With functional difficulty in 

Walking I block 1.42 (1.16--175) 1.53 (1.25-1.89) 1.55 (1.26--1.90) 
Getting up from chair 1.79 (1.50-2.13) 1.80 (1.51-2.14) 1.38 (1.17-1.64) 
Climbing 1 flight of stairs 1.29 (1.06--1.58) 1.41 (1.l6--173) 1.40 (1.14--170 
Stooping or crouch ing 2.98 (2.46--3.61) 3.05 (2.51-3.69) 2.21 (1.83-2.66) 

Health insurance, age 65 + 

Medicare FFS only Reference Reference 
Medicare HMO only 1.28 (0.94-1.75) 1.28 (0.94-174) 

Medicare with medicaid 1.27 (0.82-1.96) 1.28 (0.83-1.98) 
Medicare with privatelDoD 1.18 (0.93-1.49) U8 (0.93-1.49) 

Health insurance, age 64 or younger 

Private (employer sponsored)/DoD Reference Reference 

Uninsured 0.61 (0.40-0.92) 0.63 (0.41-0.94) 

Medicaid 1.53 (1.03-2.26) 1.45 (0.98-2.14) 

Household income 

<$10K 0.75 (0.58-0.98) 0.76 (0.58-0.99) 

$10K-$20K 0.79 (0.65-0.95) 0.77 (0.64--0.93) 

$20K+ Reference Reference 

Household assets 

<$5K 0.65 (0.51-0.84) 0.63 (0.49-0.81) 

$5K-$20K 0.86 (0.69-1.08) 0.63 (0.67-1.06) 

$20K+ Reference Reference 

Employment status 

Not employed Reference Reference 
Employed 1.17 (095-1.44) 1.28 (1.04--1.58) 

Highest education (%) 

Less than high school 0.73 (0.58-0.91) 0.69 (0.55-0.87) 

GED or high school 1.02 (0.86--1.20) 0.98 (0.83-1.16) 

At least some college Reference Reference 

All regressions included indicators for year (1998. 2000, 2002. and 2004) and 9 national geographic regions. The estimates for healthinsurance 
for those aged 64 or younger are based on re-running the regression now using Private/DoD as reference. Bolded OR estimates reject null hypothesis 
OR = I at 5% SIgnificance level. 

deficit for black males lessens (as the OR shifts from 0.56 DISCUSSION 
to 0.65) and loses its significance (with the 95% CI Administrative data have long shown lower rates of 
becoming 0.38-1.11). TKA utilization for blacks and Hispanics 5

,8.38 than for whites. 
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However, a better understanding of plausible pathways had to 
wait for comprehensive survey data with sizable numbers of 
TKA surgeries among nonwhites. Using data from a nation
ally representative survey (HRS) that encompasses many 
more TKAs than previously, we investigated the extent to 
which underutilization of TKA utilization among blacks and 
Hispanics is associated with systematic differences in illness 
burden and functional limitations, prohibitive out-of-pocket 
costs (measured by comprehensiveness of health insurance 
coverage), and limited family resources (measured by income 
and assets). The population covered is aged 47 and older. 

Crude TKA rates were notably lower for blacks and 
Hispanics than for whites, especially among black men. After 
adjusting for demographic factors, illness burden and physi
cal functional limitations, the deficits narrowed considerably, 
but the black male deficit remained large (OR == 0.56) and 
significant at the 0.05 level. Note that given the low base 
incidence rate of TKA, the reported DRs are approximately 
equal to risk ratios." 

We further adjusted for economic factors associated 
with out-of-pocket costs and the presence of resources to pay 
for them, specifically, type of insurance coverage, family 
income and assets, and highest educational achievement. As 
expected, TKA utilization was greater for people with more 
comprehensive insurance coverage, family income, assets, 
and education. As blacks and Hispanics have relatively less 
of these assets than whites, adjusting for them "explains" 
some of the racial and ethnic differences in TKA rates. 
However, there was a striking contrast in the adjusted differ
ences between men and women. Among women the differ
ences essentially disappear: the deficit rates of TKA for black 
women (as compared with white women) decreased from 
approximately 28% to 6%, and for Hispanic women, from 
40% to 13%. But among men, although adjusting for eco
nomic factors reduced the estimated rates of TKA under use 
among blacks, the effect was quite modest, with the deficit 
decreasing from 54% to 44%. Over all these results indi
cate that the lesser use of TKA among minorities is 
strongly associated with the greater resource and cost 
barriers they face. 

Comparing these findings with previous studies using 
administrative data 4

,6 is complicated by the considerable 
differences in measures used. The lower TKA rates for 
Medicare beneficiaries with Medicaid coverage (lower in
come group) found in Mahomed et al4 derives from a com
parison with all other Medicare beneficiaries. However, these 
"other Medicare beneficiaries" are a diverse group, varying 
substantially in insurance coverage (Medigap, Medicare HMO), 
income, and assets. In the study of Skinner et al,6 the only 
economic indicator was zip code-level income. Thus, its finding 
of no association with TKA could be reconciled by our findings 
that the effect of income differences are partly mediated by 
access to and comprehensiveness of insurance coverage''; for 
instance, we found that the Medicare beneficiaries with Medic
aid coverage (that is, low income) have higher TKA rates than 
those with Medicare FFS coverage only. 

As noted earlier, data for this study were drawn from 
the same survey source as Dunlop et al.2 1 Although we use 
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many of the same measures, our focus is different. For one 
thing, the outcome in Dunlop et al2 1 was any joint replace
ment (ie, knee or hip), we have addressed TKA alone, 
because racial disparity issues may differ by procedure. 
Unlike Dunlop et aI/I where racial!ethnic differences in 
surgery rates were not examined by gender, here we examine 
the strikingly large disparities among men in contrast to the 
modest differences among women. Also, by including 
younger people (most of whom do not have Medicare insur
ance) we could examine the previous finding that blacks and 
Hispanics were more likely to have TKAs before age 65.39 

By focusing on economic constraints, we made finer distinc
tions than Dunlop et al2 1 in insurance coverage, to better 
reflect potentially large differences in out-of-pocket costs. 
Nevertheless the broad tluust of the findings here are largely 
similar to those of Dunlop et aJ? lOne significant difference is 
that the residual racial/ethnic disparity in their study is consid
erably larger (53% deficit rate) even after adjusting for economic 
factors'"; this may be due to: (I) combining the sexes (because 
the deficit for black men is much higher than for women), (2) 
studying an older cohort (where all have Medicare coverage), 
and (3) combining hip and knee replacements. In particular, 
relative to knee replacement, the need for hip replacement is 
more likely to arise from acute events (falls) at older ages when 
most beneficiaries have Medicare coverage. 

Even after adjusting for financial indicators, sizable 
disparities in TKA utilization are still estimated, especially 
for minority men. The literature already offers rich descrip
tions of alternative plausible factors. In particular, several 
studies have identified racial and ethnic differences in patient 
"preferences.v''" in patients' attitudes toward major sur
gery,9-12 their religious beliefs.P their willingness to use 
complementary and traditional care modalities;" and their 
ability to handle the uncertainty of risks and benefits from 
surgery/'! Some of these so-called "preferences" may be 
driven by socioeconomic factors, access limitations, financial 
and otherwise.V 

This study has several limitations. First, although the 
sample size is larger than previous studies on TKA racial! 
ethnic disparities, some cohorts are still not large. In partic
ular, is contains only 609 Hispanics overall, and only about 
200 with a diagnosis of arthritis. This may be why some 
sizable differences in TKA utilization rates are not statisti
cally significant. Second, the estimated relationships are not 
causal." Differences in income and assets reflect not only 
differences in ability to pay but also differences in health 
behaviors and attitudes, family and social supports, and 
geographic location." Third, although the HRS data are rich 
and sizable, the health status and utilization information is 
self-reported and clinical indicators of the need for TKA, or 
pain levels, are not captured. Finally, our data cannot distin
guish those who are not financially constrained from those 
who are simply unwilling to undergo TKA. 

An important implication of our findings is that, contrary 
to some recent evidence, lower utilization ofTKA among blacks 
and Hispanics may be associated with insurance coverage lim
itations and unaffordable out-of-pocket costs. In particular, this 
extends to the elderly with Medicare coverage but with prohib

487 



Hanchate et al Medical Care • Volume 46, Number 5, May 2008 

itively high out-of-pocket costs. It seems clear that public assis
tance to lower out-of-pocket burden for the medically needy 
would increase TKA utilization. In states with low take-up of 
Medicaid among elderly poor, assistance by providers in enroll
ing the eligible and needy could also be effective in reducing 
disparities in TKA use.44 
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Comparison of 12 Risk Stratification Schemes to Predict
Stroke in Patients With Nonvalvular Atrial Fibrillation

Stroke Risk in Atrial Fibrillation Working Group*

Background and Purpose—More than a dozen schemes for stratifying stroke risk in patients with nonvalvular atrial
fibrillation have been published. Differences among these schemes lead to inconsistent stroke risk estimates for many
atrial fibrillation patients, resulting in confusion among clinicians and nonuniform use of anticoagulation.

Methods—Twelve published schemes stratifying stroke risk in patients with nonvalvular atrial fibrillation are analyzed, and
observed stroke rates in independent test cohorts are compared with predicted risk status.

Results—Seven schemes were based directly on event-rate analyses, whereas 5 resulted from expert consensus. Four
considered only clinical features, whereas 7 schemes included echocardiographic variables. The number of variables
per scheme ranged from 4 to 8 (median, 6). The most frequently included features were previous stroke/TIA (100%
of schemes), patient age (83%), hypertension (83%), and diabetes (83%), and 8 additional variables were included in
�1 schemes. Based on published test cohorts, all 8 tested schemes stratified stroke risk, but the absolute stroke rates
varied widely. Observed rates for those categorized as low risk ranged from 0% to 2.3% per year and those categorized
as high risk ranged from 2.5% to 7.9% per year. When applied to the same cohorts, the fractions of patients categorized
by the different schemes as low risk varied from 9% to 49% and those categorized by the different schemes as high-risk
varied from 11% to 77%.

Conclusions—There are substantial, clinically relevant differences among published schemes designed to stratify stroke
risk in patients with atrial fibrillation. Additional research to identify an optimum scheme for primary prevention and
subsequent standardization of recommendations may lead to more uniform selection of patients for anticoagulant
prophylaxsis. (Stroke. 2008;39:1901-1910.)

Key Words: atrial fibrillation � clinical prediction rules � risk factors � stroke

The absolute risk of stroke varies widely among patients
with atrial fibrillation depending on patient age and other

clinical features. Estimating stroke risk is a critical first step
when balancing the potential benefits and risks of chronic
antithrombotic therapy for stroke prevention. Multiple stroke
risk stratification schemes for atrial fibrillation patients have
been proposed based on various combinations of clinical and
echocardiographic predictors.1 Although there is considerable
overlap, differences alter the predicted risk status of hundreds
of thousands of atrial fibrillation patients,2–4 contributing to
the inconsistent use of anticoagulation.5

Here, we compare 12 published schemes that stratify stroke
risk in patients with nonvalvular atrial fibrillation.6–17 The
key features, the distribution of atrial fibrillation patients
classified into different risk strata, and the stroke rates in test
cohorts are analyzed for each scheme.

Materials and Methods
Twelve stroke risk stratification schemes were selected for inclusion
based on publication in peer-reviewed English language journals
from 1994 to mid 2007, beginning with the landmark Atrial

Fibrillation Investigators initial analysis.6 Schemes were identified
through a computerized literature search using OVID software
combining the key term “atrial fibrillation” with (separately) “risk
factor” and “risk stratification.” Recent review articles and a recent
systematic review of independent predictors of stroke in atrial
fibrillation patients1 were also canvassed. Schemes were included if
they sought to predict all stroke, ischemic stroke, or a combination of
stroke, systemic embolism, or TIA in patients with nonvalvular atrial
fibrillation not receiving oral anticoagulation; schemes assessing
stroke in patients receiving antiplatelet therapy were included.
Included reports must have explicitly proposed risk strata using �1
clinical or echocardiographic features and must have linked the strata
to recommendations for antithrombotic prophylaxis; those assessing
stroke risk factors but without proposing a specific risk stratification
scheme were not considered. For schemes generated by expert
groups that were serially revised, only the most recent version was
included. For example, only the most recent version of the American
College of Cardiology/American Heart Association/European Soci-
ety of Cardiology guideline was included,11 and an earlier iteration
was not considered.18 The single exception was inclusion of both the
2001 version13 and the 2004 revision16 of the American College of
Chest Physicians consensus statement because the earlier scheme
has been tested in 2 independent cohorts. Studies reporting the
performance of specific risk stratification schemes in independent
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populations of nonanticoagulated patients with atrial fibrillation
(including those receiving antiplatelet agents) comprised the 11
test cohorts.2,12,15,17,19 –26

The stratification schemes were applied to a stratified random
sample of 1000 patients was selected from Stroke Prevention in
Atrial Fibrillation III participants22,23 to compare the relative distri-
bution of risk strata. This sample included 40% women and a 10%
prevalence of previous stroke/TIA; 2 years were added to each
participant’s age to increase the mean age of this cohort to 72 years,
closer to that of a large outpatient atrial fibrillation population3,26 and
pooled participants in clinical trials.14

Results
Seven of the 12 schemes were based on event-rate analyses of
stroke predictors in a derivation cohort,6–10,14,15 whereas the
remainder originated from consensus of expert panels (Table
1).11–13,16,17 Two investigator groups published 2 schemes
each. In one instance, this was because of addition of
echocardiographic variables to a previously published clinical
scheme,6,9 and in the other, analysis of a separate larger
cohort given aspirin modified an earlier multivariate anal-
ysis of stroke predictors in the absence of antithrombotic
therapy.7,10 Four schemes included only clinical features,
whereas 7 schemes also considered transthoracic echocardio-
graphic variables (Table 1). One scheme stratified risk among
atrial fibrillation patients with recent stroke or TIA and
included results of brain CT.8

The schemes varied substantially in complexity: the num-
ber of variables ranged6,11,17 from 4 to 8, with a median of 6
(Table 2). The most frequent elements were previous stroke/
TIA (100%), age (83%), hypertension (83%), and diabetes
(83%; Table 3). Heart failure (50%), left ventricular systolic
dysfunction (50%), and systolic blood pressure (42%) were
the next most frequent; coronary artery disease (33%) and
female sex (25%) were included in a minority of schemes
(Table 3). Schemes varied in whether they used age and
systolic blood pressure as continuous or ordered categorical
variables and, in the latter case, different age thresholds were
used (eg, 65 vs 75 years).

Stroke rates associated with specific risk strata were
assessed in independent test cohorts for 8 of the schemes,
whereas for the remaining 4 schemes no test cohorts were
identified (Table 4). The characteristics of patients in the 11
test cohorts varied widely, from an elderly hospital discharge
cohort (mean age, 81 years) with a 25% prevalence of
previous stroke/TIA,12 to a younger outpatient-based cohort
(mean age, 72 years), with a 8% prevalence of previous
stroke/TIA.24,26 Two of the test cohorts were restricted to
primary prevention.2,20 Mean observation duration ranged
from 1.2 years12 to 5.3 years,21 with a median of 2.0 years.
Two schemes7,12 were evaluated in 6 independent test
cohorts,6,13–17 1 in 5, and the remaining 5 in 1 or 2. In some

Table 1. Stroke Risk Stratification Schemes for Patients With Atrial Fibrillation

Study (Year of Publication) Derivation* Event Type Risk Strata Types of Variables During Aspirin Rx

Atrial Fibrillation Investigators (1994) (6)† Multivariate RCT IS High/moderate/low Clinical No

108 events

Stroke Prevention in Atrial Fibrillation
Investigators (1995) (7)

Multivariate RCT IS�SE High/moderate/low Clinical�echo Yes

73 events

European Atrial Fibrillation Trial Study Group
(1995) (8)‡

Multivariate RCT S High/moderate/low Clinical�CT No

78 events

Atrial Fibrillation Investigators (1998) (9) Multivariate RCT IS Multiple Clinical�echo No

78 events

Stroke Prevention in Atrial Fibrillation
Investigators (1999) (10)

Multivariate RCT IS High/moderate/low Clinical�echo Yes

130 events

CHADS2 (2001) (12) Expert consensus IS�TIA Multiple Clinical Both

American College of Chest Physicians (2001) (13) Expert consensus NS High/moderate/low Clinical�echo NS

Framingham Heart Study (2003) (15) Multivariate ES S Multiple Clinical Both

83 events

Van Walraven et al (2003) (14) Recursive partitioning RCT S�TIA High-moderate/low Clinical Yes

103 events

American College of Chest Physicians (2004) (16) Expert consensus NS High/moderate/low Clinical�echo NS

Birmingham/NICE (UK) (2006) (17) Expert consensus IS�SE High/moderate/low Clinical�echo NS

ACC/AHA/ESC Guidelines (2006) (11) Expert consensus IS�SE High/moderate/low Clinical�echo NS

ACC/AHA/ESC indicates American College of Cardiology/American Heart Association/European Society of Cardiology; CHADS2, congestive heart failure, hypertension,
age, diabetes, secondary prevention; CT, brain computed tomograms; echo, echocardiographic; ES, epidemiological study; IS, ischemic stroke; multivariate,
multivariate analysis of a derivation cohort; NICE, National Institute for Clinical Excellence; NS, not specified; RCT, randomized clinical trial; Rx, treatment; S, all stroke;
SE, non-CNS systemic emboli.

Expert opinion was generally based on synthesis of multiple previous studies of independent predictors (1).
*Multivariate RCT implies multivariate analysis of non-anticoagulated participants in randomized clinical trials (not that patients were randomized on the basis of

risk factors).
†The original publication presents two levels of risk: high and low; subsequently most experts have extrapolated into 3 risk tiers, with patients 65 years old or older

without other risk factors as moderate risk.
‡All participants had recent stroke or TIA.
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Table 2. Summary of 12 Stroke Risk Stratification Schemes

Derivation Cohort

% of Cohort N of Events Event Rates, %/yr (95% CI) Independent Testing

Atrial Fibrillation Investigators (AFI) 1994 (6)

Age �65 yr Pearce et al (2)

No risk factors (low risk) 15 3 1.0 (0.3–3.1) Gage et al (12)

HTN, DM, previous stroke/TIA (high risk) 17 16 4.9 (3.0–8.1) Wang et al (15)*

Age 65–75 yr Gage et al (20)

No risk factors (moderate risk) 20 16 4.3 (2.7–7.1) Fang et al (26)

HTN, DM, previous stroke/TIA (high risk) 27 27 5.7 (3.9–8.3)

Age �75 yr

No risk factors (high risk) 11 6 3.5 (1.6–7.7)

HTN, DM, previous stroke/TIA (high risk) 9 13 8.1 (4.7–13.9)

Stroke Prevention in Atrial Fibrillation Investigators (SPAF) III,
1995 (7)

High risk 48 55 5.9 (4.5–7.8) Feinberg et al (21)

Previous thromboembolism SPAF Investigators (22,23)

Systolic BP �160 mm Hg Gage et al (12)

Left ventricular dysfunction† Wang et al (15)*

Women �75 yr Gage et al (20)

Moderate Risk 23 12 2.8 (1.7–4.7) Fang et al (26)

HTN, no high risk features

Low Risk 29 6 1.0 (0.5–2.3)

No high or moderate risk features

European Atrial Fibrillation Trial Study Group (1995)‡
(van Latum et al) (8)

Previous stroke/TIA‡ 28 30 NR None identified

Systolic BP �160 mm Hg 21 20 NR

Duration of AF �1 yr 57 57 NR

�1 infarcts on brain CT 56 51 NR

Cardiac enlargement on CXR 24 27 NR

High risk � �3 risk factors 30 NR NR

Moderate risk�1–2 risk factors 61 NR NR

Low risk�No risk factors 9 NR NR

Atrial Fibrillation Investigators (AFI) 1998 (9)§

Age �65 yr None identified

No clinical risk factors, normal LV (low risk) 15 1 0.8 (0.2–3.0)

No clinical risk factors, abnormal LV (high risk) 1 1 9.3 (1.3–66)

�1 clinical risk factor, normal LV (high risk) 15 8 3.6 (1.8–7.2)

�1 clinical risk factor, abnormal LV (high risk) 4 5 9.7 (4.0–23)

Age 65–75 yr

No clinical risk factors, normal LV (moderate) 15 8 3.2 (1.6–6.5)

No clinical risk factors, abnormal LV (high risk) 2 2 8.4 (2.1–33)

�1 clinical risk factor, normal LV (high risk) 27 22 4.9 (3.2–7.4)

�1 clinical risk factor, abnormal LV (high risk) 4 6 12 (5.3–26)

Age �75 yr

No clinical risk factors, normal LV (high risk) 6 0 0 (–)

No clinical risk factors, abnormal LV (high risk) 1 1 11 (1.4–78)

�1 clinical risk factor, normal LV (high risk) 9 12 8.3 (4.7–14.6)

�1 clinical risk factor, abnormal LV (high risk) 2 4 20 (7.4–52)

(Continued )
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Table 2. Continued

Derivation Cohort

% of Cohort N of Events Event Rates, %/yr (95% CI) Independent Testing

Stroke Prevention in Atrial Fibrillation Investigators, Aspirin Cohort,
1999 (Hart et al 1999) (10)

High risk 22 70 7.1 (5.4–9.5) None identified

Previous stroke/TIA

Women �75 yr old

Men �75 yr old�HTN

Systolic BP �160 mm Hg

Moderate risk (no high risk features, either of) 37 43 2.6 (1.9–3.6)

HTN

DM

Low risk (no high/moderate risk features) 41 17 0.9 (0.6–1.6)

CHADS2 (2001) (Gage et al 2001) (12)

Congestive heart failure,# hypertension, N/A N/A N/A Gage et al (12)

Age �75 yr, diabetes�1 point each; previous Go et al (24), Fang et al

Stroke/TIA�2 points (26), Fang et al (19)

Risk scores range from 0–6 points Wang et al (15)*

Low risk�0 Gage et al (20)

Moderate risk�1–2 Lip et al (17)

High risk �3 Healey et al (25)

American College of Chest Physicians (ACCP) 2001 (Albers
et al 2001) (13)

High risk (any of) N/A N/A N/A Pearce et al (2)

Previous thromboembolism Gage et al (20)

HTN

HF

LV dysfunction by echocardiography

Age �75 yr

�2 moderate risk factors

Moderate risk (any of) N/A N/A N/A

Age 65–75 yr

DM

Coronary artery disease

Low risk N/A N/A N/A

No moderate or high risk features

Framingham Risk Score (Wang et al 2003) (15)

Age (0–10 points) Gage et al (20)

Gender (6 points for women) Fang et al (26)

Systolic BP (0–4 points)

DM (5 points)

Previous stroke/TIA (6 points)

Risk levels estimated for low risk patients

0–1 points 3 NR 0.0

0–4 points 14 NR 1.1

0–7 points 31 NR 1.5

Van Walraven et al for the Atrial Fibrillation Investigators 2003 (14)

Low risk if patients do not have 24 �12 0.5 (0.2–1.0)¶ Van Walraven et al (14)

Previous stroke/TIA Wang et al (15)*

(Continued )
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Table 2. Continued

Derivation Cohort

% of Cohort N of Events Event Rates, %/yr (95% CI) Independent Testing

Treated HTN or systolic BP �140

Angina or previous MI

DM

American College of Chest Physicians (ACCP) 2004 (Singer
et al 2004) (16)

High risk (any of) N/A N/A N/A Fang et al (26)

Previous thromboembolism

HTN

HF

LV dysfunction by echocardiography

Age �75 yr

DM

Moderate risk

Age 65–75 yr, no high risk features N/A N/A N/A

Low risk

Age �65 yr, no high risk features N/A N/A N/A

Birmingham/ NICE (UK) Criteria (Lip et al 2006) (17)

High risk N/A N/A N/A Lip et al (17)

Previous thromboembolism

Age �75 yr plus DM, HTN or vascular disease

HF or abnormal LV function by echo N/A N/A N/A

Moderate risk

Age �65 yr, no high risk features

Age �75 yr plus one of DM, HTN, or vascular disease N/A N/A N/A

Low risk

Age �65 yr with no moderate or high risk features

ACC/AHA/ESC Guidelines 2006 (Fuster et al 2006) (11)

High risk N/A N/A N/A None identified

Previous thromboembolism

�1 moderate risk feature N/A N/A N/A

Moderate risk

Age �75 yr

HF

HTN

DM

LV ejection fraction �35% or fractional shortening �25% N/A N/A N/A

Low risk�

No moderate or high risk features

AF indicates atrial fibrillation; BP, blood pressure; DM, diabetes; HF, heart; HTN, history of hypertension; LV, left ventricular; N/A, not applicable; NR, not reported;
TEE, transesophageal echocardiography; ACC/AHA/ESC, American College of Cardiology/American Heart Association/European Society of Cardiology.

*Testing only the low-risk criteria with a small, uncertain number of events.
†Recent (�3 months) clinical congestive heart failure or left ventricular fractional shortening �25% by M-mode echocardiography.
‡All participants had recent stroke or TIA. Event rates reported only for the combination of stroke, systemic embolism, myocardial infarction, and vascular death

(not for stroke alone). Previous stroke/TIA pertains to cerebral ischemia before the qualifying event.
§Clinical risk factors are previous stroke/TIA, history of hypertension, and diabetes mellitus. Abnormal LV means moderate-to-severe systolic dysfunction by

2-dimensional echocardiocardiography.
¶For stroke events only.
�“Less well-validated” risk factors were female sex, coronary artery disease and age 65 to 75 years. It is unclear whether patient with �1 of these should be categorized

as moderate risk, although it is stated that antithrombotic therapy with either vitamin K antagonists or aspirin is reasonable depending on bleeding risks, ability to safely sustain
anticoagulation and patient preferences.

#“Recent” heart failure, but widely applied as heart failure without time restriction in testing cohorts.
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test cohorts, echocardiographic assessment of left ventricular
function was not available and clinical heart failure was
substituted; in other test cohorts, a history of hypertension
was substituted for measured systolic blood pressure
�160 mm Hg12,15,20,26 compromising assessment.7

In the test cohorts all of the schemes predicted rank order
of stroke risk (Table 4). Stroke rates in patients categorized as
being at low risk ranged from 0% to 2.3% per year.15,17 For
example, patients classified as being at low risk based on the
CHADS2 scheme12 had observed stroke rates ranging from
0.5% per year (95% CI, 0.3 to 0.8)26 to 1.9% per year (95%
CI, 1.2 to 3.0),12 although TIAs were combined with stroke
outcomes in the latter study. Patients classified as being at
high risk had observed stroke rates varying from 2.5% per
year26 to 7.9% per year.23

Comparisons of different schemes in a common test cohort
are limited to a handful of studies (supplemental Table I,
available online at http://stroke.ahajournals.org)2,12,15,17,20,26,28

and sometimes are compromised by substitution of some
features for others (eg, heart failure for left ventricular
systolic dysfunction; history of hypertension for systolic
blood pressure �160 mm Hg). When compared in this
fashion, the proportions of patients categorized as being at
low risk varied between schemes from 12% (stroke rate 0.1%
per year) to 37% (stroke rate 0.9% per year) and those as
being at high risk varied between schemes from 16% (stroke
rate 4.0% per year) to 80% (stroke rate 2.5% per year).26

In the representative cohort of atrial fibrillation patients,
the mean age was 72 years, 40% were women, and preva-
lences of hypertension, diabetes, heart failure, systolic blood
pressure �160 mm Hg, coronary artery disease, and previous
stroke/TIA were 56%, 15%, 29%, 12%, 24%, and 10%,
respectively. Applying each scheme to the representative
cohort (Figure), the fraction of patients categorized as being
at low risk ranged from 7% to 42%. Assuming 2.8 million
Americans with atrial fibrillation, application of different
schemes would result in up to 980 000 more or fewer patients
categorized as being at low risk.

Discussion
These 12 schemes for stratifying atrial fibrillation patients
according to stroke risk reflect the spectrum of choices facing
clinicians. Nearly all include previous stroke/TIA, age, hy-
pertension, and diabetes as clinical predictors of stroke.
However, the fraction of patients categorized as being at low
risk and high risk varies 5- to 7-fold among schemes, and this
contributes to inconsistent recommendations for anticoagula-
tion for hundreds of thousands of patients with atrial fibril-
lation. “The widespread nonsystematic production of guide-
lines” [for anticoagulant treatment in atrial fibrillation] has
led to considerable variation with implications for the quality
of care and clinical decision making.“29 Little has changed

Table 3. Comparison of Features Included in 12 Risk Stratification Schemes

Study Age, yr HTN DM
Previous Stroke

or TIA Female
Heart

Failure
Coronary Artery

Disease
Systolic

BP
Abnormal LV

Function

Atrial Fibrillation Investigators (1994)6 �65 � � �

Stroke Prevention in Atrial Fibrillation
Investigators (1995)7

�75* � �� ��* �� �160 ��

European Atrial Fibrillation Trial
Investigators (1995)8†

� �160

Atrial Fibrillation Investigators (1998)9 �65 � � � �

Stroke Prevention in Atrial Fibrillation
Investigators (1999)10

�75# � � �� ��‡ �160

CHADS2 (2001)12 �75 � � �� �

American College of Chest Physicians
(2001)13

�65 �� � �� �� � ��

�75

Framingham Heart Study (2003)15 �§ � � � �

van Walraven et al (2003)14 � � � � �

American College of Chest Physicians
(2004)16

�65 �� �� �� �� ��

�75

Birmingham/NICE (UK) (2006)17 �65 � � �� �� � ��

ACC/AHA/ESC Guidelines (2006)11¶ �75 � � �� ¶ � ¶ �

Overall frequency 83% 83% 83% 100% 25% 50% 25% 42% 50%

See Table 2 for specific schemes.
� indicates included in risk stratification;��, heavily weighted or indicative of high rather than moderate risk.
*Stroke risk was classified as high in women �75 years, but not elderly men or younger women.
†All participants had recent stroke or TIA. Three additional risk factors unique to this scheme not included in the Table: cardiomegaly on chest x-ray, ischemic

stroke on brain CT, and duration of atrial fibrillation �1 year.
‡Stroke risk was classified as high in all women �75 years old and men �75 years old with hypertension, but not younger women or elderly men without

hypertension.
§In the Framingham scheme, age was divided into 11 strata.
¶Age �65 years, being female, and coronary artery disease were stated to be “less validated or weaker risk factors.”
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Table 4. Independent Testing of 12 Stroke Risk Stratification Schemes

Study
Test Cohort (N, Mean

Age, 2°PVT, Type)
High-Risk Event Rate,
95% CI (% of Cohort)

Moderate-Risk Event Rate,
95% CI (% of Cohort)

Low-Risk Event Rate,
95% CI (% of Cohort)

Atrial Fibrillation Investigators (1994)6

Gage et al12* 1733, 81 yr, 25%,
HDC

5.4 (4.2–6.5); NR 2.2 (1.1–3.5); NR NR

Gage et al20† 2014, �72 yr 0%,
RCT

3.5 (2.7–4.5); 50% 1.7 (1.1–2.5); 39% 0.9 (0.3–2.3); 12%

Wang et al15‡ 705, 75 yr, 14%, ES NR NR 0.9 (NR); 6%

Pearce et al2 1073, 68 yr, 0%,
RCT

NR NR 0.3 (0.0–2.3); 15%

Fang et al26 5588, 72 yr, 8%, PC 2.5 (NR); 62% 2.1 (NR); 25% 0.2 (NR); 13%

Stroke Prevention in Atrial Fibrillation
Investigators (1995)7

*

Gage et al12 1733, 81 yr, 25%,
HDC

5.7 (4.4–7.0); NR 3.3 (1.7–5.2); NR 1.5 (0.5–2.8); NR

Gage et al20† 2014, �72 yr, 0%,
RCT

3.6 (2.7–4.7); 44% 2.7 (1.8–4.0); 23% 1.1 (0.7–1.8); 33%

Wang et al15‡ 705, 75 yr, 14%, ES NR NR 2.3 (NR)†; 17%

SPAF Investigators22,23 1413, 69 yr, 15%,
RCT

7.9 (5.9–10.6); 37% 3.6 (2.5–5.2); 29% 1.1 (0.6–2.0); 34%

Feinberg et al21 259, 74 yr, 7%, ES 3.7 (2.1–5.8); 45% 2.0 (0.7–4.7); 24% 1.7 (0.6–3.8); 31%

Fang et al26# 5588, 72 yr, 8%, PC 3.2 (NR); 44% 1.7 (NR); 29% 0.9 (NR); 28%

European Atrial Fibrillation Trial
Investigators (1995)8

None identified � � � � � � � � �

Atrial Fibrillation Investigators (1998) (9) None identified � � � � � � � � �

Stroke Prevention in Atrial Fibrillation
Investigators (1999)10

None identified � � � � � � � � �

CHADS2 (2001)12 3–6 points 1–2 points§ 0 points

Gage et al12* 1733, 81 yr, 25%,
HDC

7.6 (NR); 36% 3.4 (NR); 57% 1.9 (1.2–3.0); 7%

Gage et al20† 2014,�72 yr, 0%,
RCT

5.3 (3.3–8.4); 11% 2.7 (2.2–3.4); 66% 0.8 (0.4–1.7); 23%

Go et al,24 5089, 71 yr, 4%, PC 5.6 (NR); 20% 2.1 (NR); 57% 0.5 (0.3–0.8); 22%

Wang et al15‡ 705, 75 yr, 14%, ES NR NR 1.7% (NR); 10%

Lip et al17¶ 994, 69 yr, 13%,
RCT

7.0 (3.9–11); 18% 2.7 (1.8–3.9); 56% 0.7 (0.1–1.6); 26%

Healey et al25� 3335,70 yr, 15%,
RCT

3.6 (NR); 27% 1.6(NR); 70% NA; NA

Nieuwlaat et al5 4564, �70 yr, NR,
PC

NR (NR); 22% NR (NR); 60% NR (NR); 18%

American College of Chest Physicians
(2001)11

Gage et al20† 2014,�72 yr, 0%,
RCT

3.0 (2.5–3.8); 77% 1.0 (0.4–2.2); 15% 0.5 (0.1–2.2); 9%

Pearce et al2† 1073, 68 yr, 0%,
RCT

3.5 (2.6–4.7); 66% 1.2 (0.5–2.8); 20% 0.3 (0.1–2.5); 14%

Nieuwlaat et al5 3580,�70 yr,
�13%, PC

NR (NR); 82% NR (NR); 7% NR (NR); 11%

Framingham Heart Study (2003)15

Gage et al20† 2014,�72 yr, 0%,
RCT

4.2 (2.8–6.1); 16% 3.2 (2.4–4.3); 35% 1.4 (1.0–2.1); 49%

Fang et al26 5588, 72 yr, 8%, PC 4.0 (NR); 16% 2.5 (NR); 47% 0.9 (NR); 37%

(Continued)
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since this statement appeared a decade ago, and in the
meantime additional schemes and guidelines have
proliferated.

Authorities on clinical prediction rules advocate indepen-
dent testing before their general clinical application.30–32

Several schemes have not been tested to characterize their
predictive accuracy and hence cannot be compared, directly

or indirectly, to others. The duration of follow-up in most
derivation and validation cohorts averages 1 to 2 years, and
the enduring predictive value of risk stratification schemes
for longer periods is often unknown, requiring periodic
reassessment of risk. The contribution of individual variables
to risk stratification schemes has not been well-defined. For
example, heart failure appeared in half the schemes, but this

Table 4. Continued

Study
Test Cohort (N, Mean

Age, 2°PVT Type)
High-Risk Event Rate,
95% CI (% of Cohort)

Moderate-Risk Event Rate,
95% CI (% of Cohort)

Low-Risk Event Rate, 95% CI,
(% of Cohort)

van Walraven et al (2003)14

van Walraven et al14 840, 70 yr, 3%, RCT NR NR 1.1 (NR); �22%**

Wang et al15‡ 705, 75 yr, 14%, ES NR NR 1.9 (NR); 16%

American College of Chest Physicians
(2004)16

Fang et al26 5588, 72 yr, 8%, PC 2.5 (NR); 80% 0.9 (NR); 8% 0.1 (NR); 12%

Birmingham/NICE (UK) (2006)17

Lip et al17¶ 994, 69 yr, 13%,
RCT

5.8 (3.7–8.3); 34% 2.0 (1.2–2.9); 55% 0 (–); 11%

ACC/AHA/ESC Guidelines (2006)11 None identified � � � � � � � � �

2°PVT indicates fraction with previous stroke/TIA; ES, epidemiological study; HDC, hospital discharge cohort; NA, not applicable; NR, not reported; PC, prospective
cohort; RCT, randomized clinical trial; SPAF, Stroke Prevention in Atrial Fibrillation.

*24% (23/94) of outcome events were TIAs, so stroke rates were � 25% lower than the rates provided in the Table. LV fractional shortening and systolic blood
pressure (2 high-risk features in the SPAF 1995 scheme) were not available in the data set; hence, participants were classified based on incomplete information that
would shift high-risk patients into the moderate risk category.

†High risk rates are for primary prevention (i.e. excluding patients with previous stroke/TIA); for Gage et al(20) echocardiographic data were not available, and hence
the variable “abnormal left ventricular systolic function” could not be included from the Stroke Prevention in Atrial Fibrillation Investigators (1995) scheme and the
American College of Chest Physicians (2001) scheme; “recent heart failure” could not be assessed, and heart failure was used.

‡Point estimate reported without CI based on a small number of stroke events for AFI 1994 and CHADS2; echocardiographic LV dysfunction was not considered
in the SPAF 1995 scheme.

§Rates/frequencies for CHADS2 score�1 are: Go et al (24) 1.5%/yr (1.2–1.9) including ischemic strokes and systemic emboli per 32%; Gage et al (12) 2.8%/yr
(2.0–3.8) including strokes and TIAs per 27%; Gage et al (20) 2.2%/yr (1.6–3.1) per 37%; Healey et al (25) 1.2%/yr (NR) per 36%. In a UK outpatient cohort of 234
atrial fibrillation patients undergoing echocardiography, the frequency of CHADS2�0 was 24% (27).

¶Approximately half of test cohort overlapped the test cohort of Gage et al (20).
�All received clopidogrel and aspirin. CHADS2�0 were excluded unless peripheral vascular disease was present.
**Reported event rate for the validation cohort differs between abstract (1.1) and text (0.9); CI difficult to estimate precisely from figure 4.
#Systolic blood pressures were not available to identify high-risk patients.
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ACCP 2004

AFI 1998

AFI 1994

Van Walraven

Birmingham

2006

SPAF 1995

SPAF 1999

Framingham

CHADS2

ACC/AHA/ESC

Figure. Relative distribution of patients predicted to have high (black), moderate (gray), and low (white) stroke risk by applying different
risk stratification schemes to a representative cohort of atrial fibrillation patients. The mean age was 72 years and the frequencies of
female sex, hypertension, diabetes, heart failure, systolic blood pressure �160 mm Hg, coronary artery disease, and previous stroke/
TIA were 40%, 56%, 15%, 29%, 12%, 24%, and 10%, respectively. For the Framingham Heart Study criteria,15 high risk was consid-
ered �14 points, moderate risk was 8 to 13 points, and low risk was �7 points. For Van Walraven et al,14 there are only 2 risk strata:
low risk and combined moderate and high risk. Because the European Atrial Fibrillation Trial criteria were intended to apply to patients
with recent previous stroke/TIA, it is not included.8 See Table 2 for study abbreviations.
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clinical feature has not been validated as an independent
predictor of stroke in atrial fibrillation patients.1 Criteria used
for diagnosis of heart failure have not been uniform in these
studies, and the contribution of this variable to risk stratifi-
cation is, therefore, unclear. The stroke risk attributable to
hypertension in atrial fibrillation patients is likely to vary
depending on its severity and treatment,33 confounding appli-
cation of this prevalent risk factor. Previous stroke or TIA is
the most powerful risk factor1 and, by itself, drives the
successful identification of high-risk patients, regardless of
the presence of other risk factors in all except 2 schemes.12,15

The predictive value of these schemes for primary prevention
(ie, for patients without previous stroke or TIA) is a more
important, albeit more difficult, problem.20

Stroke rates in recent clinical trials34–37 involving atrial
fibrillation patients appear lower than in clinical trials com-
pleted 15 years ago.6 Better control of blood pressure may
contribute to lower stroke rates among patients with a history
of hypertension,38,39 because even modest blood pressure
lowering has a substantial favorable impact on the risk of
vascular events.33 Whether absolute stroke rates among those
stratified as being at high risk by any scheme are lower now
than they were 10 to 15 years ago is uncertain.38,40 In short,
secular trends in stroke rates among atrial fibrillation patients
may confound accurate risk prediction.

At the core of existing schemes are 4 features that have
been independently and consistently associated with stroke in
atrial fibrillation patients: previous stroke or TIA, hyperten-
sion, advanced age, and diabetes.1 Other risk factors included
in several schemes (eg, coronary artery disease, heart failure,
female sex) have not been validated as consistent independent
predictors of stroke in atrial fibrillation patients.1,19,25 Addi-
tional possible independent predictors that are not included in
current schemes (eg, estrogen replacement therapy associated
with higher stroke risk, regular alcohol consumption with
reduced stroke risk) have been identified,10 but these have not
been sufficiently investigated to justify application in
clinical practice. The additional discriminatory power of
biomarkers of thrombosis and inflammation are an area of
active research.17

Comparison of the predictive power of available schemes
with subsequent stroke in a single cohort of atrial fibrillation
patients of adequate size and with a full range of variables is
not currently available, and the optimal risk stratification
scheme cannot be determined from existing data. The pro-
portion of patients categorized as being at low, moderate, or
high risk by a scheme will vary depending on the composition
of the patient cohort to which it is applied, ie, the proportions
of primary versus secondary prevention cases, proportions of
elderly patients with multiple risk factors versus younger
individuals with few risk factors, and the availability of
echocardiographic data. Considering the inherent difficulty in
distinguishing patients with stroke risk of 1% per year versus
4% per year (a determining difference regarding recommen-
dations to anticoagulate in most guidelines), it is surprising,
perhaps, that the existing schemes appear able to do so, albeit
with differing results at the individual patient level.

We surveyed a scattered and complex literature on stroke
risk stratification for patients with atrial fibrillation to bring

its strengths and limitations into focus. We do not address the
threshold of absolute stroke risk for which anticoagulation is
warranted, because this depends on additional considerations,
including estimated bleeding risk during anticoagulation,41

access to quality anticoagulation monitoring, and patient
preferences and values.42 Several million people with atrial
fibrillation now receive chronic anticoagulation to prevent
stroke. Additional research to identify more discriminating
and accurate risk models around which standard recommen-
dations could be developed would encourage more uniform
use of antithrombotic agents and would likely lead to better
patient outcomes.
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ABSTRACT
Limited health literacy has been associated with a range
of adverse health outcomes including decreased use of
preventive health services, poorer disease-specific out-
comes for certain chronic conditions and increased risk of
hospitalisation and mortality. Although the majority of
research has been conducted in the adult population,
there is a small and growing body of research on this
subject in the paediatric literature. In this article, we will
review the research on health literacy, consider the range
of other communication skills associated with limited
health literacy and explore strategies to improve patient–
provider communication for clinicians who care for
families with limited health-literacy skills.

A 4-year-old boy with asthma arrives at his
pediatrician’s office with significant shortness of
breath. His mother is clearly anxious and fru-
strated. Despite giving him medicine every few
hours, his breathing seems only to have worsened.
When asked to demonstrate how she has been
giving the medicine, his mother produces a
corticosteroid inhaler. Unable to read the prescrip-
tion, she had accidentally switched his ‘‘controller’’
medicine for his ‘‘rescue’’ medicine.

Over the past decade, there has been growing
interest in the relationship between literacy and
health outcomes. From this work, the concept of
health literacy has emerged. Health literacy is ‘‘the
degree to which individuals have the capacity to
obtain, process and understand basic health infor-
mation and services needed to make appropriate
health decisions’’.1 In 2004, the Institute of
Medicine (IOM) published a report that sum-
marised the health-literacy field and proposed areas
of further investigation. The IOM concluded that
adults with limited health literacy have less
knowledge of disease self-management and
health-promoting behaviours, report poorer health
status, are less likely to use preventive services, are
more likely to be hospitalised and are more likely to
suffer poorer health outcomes for certain chronic
conditions.1

The importance of health literacy has also been
endorsed by a number of other agencies, which
include the US Department of Health and Human
Services, which identified improving health literacy
as a specific objective in Healthy People 2010;2 the
European Commission, which cited the impor-
tance of health literacy in an influential 2002
health policy report;3 and the World Health
Organization, which included health literacy as a
key component of global health promotion.4

In this paper, we will examine the epidemiology
of health literacy, consider the range of skills

associated with limited health literacy, review the
research in both the adult and paediatric literature
and propose strategies for clinicians who care for
families with limited health-literacy skills.

EPIDEMIOLOGY
The Adult Literacy and Life Skills (ALL) survey was
an international survey conducted in 2003 among
seven countries or regions: Bermuda, Canada, Italy,
Norway, Switzerland, the United States and the
Mexican State of Nuevo Leon.5 In the ALL survey,
literacy and numeracy skills were described by five
levels of proficiency. Experts considered level 3
literacy skills to be the minimum level necessary to
meet the demands of an emerging knowledge
society and information economy. In the ALL
survey, prose literacy is defined as ‘‘the knowledge
and skills needed to understand and use informa-
tion from texts including editorials, new stories,
brochures and instruction manuals’’.5

Approximately 33% of adults in Norway, 40% of
those in Canada and Bermuda, 50% of adults in
Switzerland and the United States, 80% of those in
Italy and almost 90% of adults in Nuevo Leon
demonstrated less than level 3 prose literacy.5

Additionally, countries varied significantly in the
size of the gap in literacy skills between adults in
the bottom 5% and those in the top 95%, with the
gap being smaller in some countries (Norway and
Switzerland) and larger in others (Italy).5 As an
international study of primarily developed nations,
results of the ALL survey suggest that the effects of
limited literacy probably affects individuals
throughout the world.

In the ALL survey, lower literacy skills were
associated with lower educational attainment,
poorer economic outcomes, older age and poorer
self-reported health status; these relationships have
been supported by other studies.1 5–8 Although
literacy is associated with educational attainment,
within each educational level individuals demon-
strate a broad range of literacy skills.5–7 Relying on
educational attainment to predict adult literacy
skills generally results in an overestimation of skill
level.7

Although the United Kingdom did not partici-
pate in the ALL survey, it did participate in the
International Adult Literacy Study (IALS), the
predecessor of the ALL survey and the first
international comparison of adult literacy skills.9

Conducted between 1994 and 1998, the IALS
assessed skills among 75 000 individuals in 22
nations.9 In the IALS, 42% of Canadians, 47% of
Americans and 52% of adults in the United
Kingdom demonstrated below level 3 prose literacy
skills.9 In 2003, the British Department for
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Education and Skills conducted the Skills for Life survey, a
national literacy survey of English adults.10 On the basis of this
survey, 16% of English adults (5.2 million) had entry-level
literacy skills, which were at or below the level expected of an
11 year old (ie, below a D–G grade in the General Certificate of
Secondary Education qualification).10 Given differences in the
scoring and testing between the IALS and Skills for Life survey,
it is difficult to draw direct comparisons between the outcomes
of these two surveys. However, both of these studies suggest
that the United Kingdom faces many of the same literacy issues
as other developed nations.

In the United States, the 2003 National Assessment of Adult
Literacy (NAAL), a nationally representative survey of adult
English literacy skills, included an assessment of adult health
literacy.6 Limited health-literacy skills were associated with
poverty, limited education, minority status, immigration and
older age.6 Results from the NAAL suggest that 36% of the US
adult population have limited health-literacy skills.6 This means
that 77 million US adults may be unable to determine when to
take a medication on the basis of directions associating
medication administration with meals or may have difficulty
identifying three substances that could interact with an over-
the-counter medication based upon the drug label.6

In the NAAL, adults in the lowest health-literacy group were
less likely to obtain health-related information from news-
papers, books, magazines and the internet than were those with
higher health literacy.6 They were also less likely to obtain
health-related information from family, friends, co-workers or
healthcare providers than adults in higher health-literacy
groups, but were more likely to obtain health-related informa-
tion from the TV or radio.6 These results highlight the
importance of considering the accessibility of various forms of
media when providing health education to individuals with
lower literacy skills.

All countries participating in the ALL survey demonstrated a
positive association between adult literacy skills and parental
educational attainment, although the strength of this relation-
ship varied between countries.5 Studies of early literacy have
found that maternal education is associated with a preschooler’s
engagement in home-based literacy activities such as reading
together – an activity that has been associated with improved
child language development and emergent early literacy
skills.11 12 Data from the 2003 NAAL suggest that parents with
limited literacy skills were less likely to read to their young
children five or more days a week and were less likely to have
children between the ages of 3 and 5 who knew the alphabet.13

Limited parental literacy may serve as a risk factor for the
development of a child’s emerging literacy skills.

The scope of health literacy
Although the majority of instruments used to measure health
literacy focus on reading comprehension or numeracy skills, the
concept of health literacy encompasses a wider array of abilities
including reading, writing, listening and oral communication.
Low literacy skills have been linked to poorer expressive
communication, understanding and recall.7 A recent study
revealed that patients with low literacy levels were significantly
less likely to ask questions, request additional services or seek
new information during a medical encounter.14 In the context of
patient–provider communication, limitations in these skills may
affect how a parent describes her child’s symptoms, understands
and remembers information or participates in medical decision-
making.7

Poor literacy skills are often associated with a significant
amount of shame and embarrassment. In one study, a third of
patients with limited health-literacy skills denied any difficul-
ties with reading.15 Of those who acknowledged literacy issues,
almost 40% endorsed feelings of shame – with the majority of
this group having never told their spouse or children about their
literacy challenges.15

Thus, in addition to the specific skills required by patients to
make health-related decisions, one must consider the wider
context in which patients acquire health-related information.
An individual’s ability to obtain, process and understand
information is tied to the complexity of the information
presented, the cultural overlay of health beliefs and the quality
of patient–provider communication.7 As such, many believe
that the ‘‘problem of health literacy’’ is as much a problem of
insufficient dedication of the staff within the healthcare system
to the issue of reducing unnecessary complexity and commu-
nicating more effectively as it is a problem of limited literacy
skills.16

With the increasing complexity of healthcare, the specialisa-
tion and technological advancements in medicine, as well as the
growing reliance on self-management and home care in the
treatment of chronic conditions, there are increasing literacy-
based demands placed on patients and their families. In this
environment, the role of health literacy probably assumes a
greater contribution to health outcomes.

Health literacy and health outcomes in adults
Multiple studies have analysed the association between health
literacy and health-related knowledge. Relationships between
limited health-literacy skills and low levels of disease-specific
knowledge have been demonstrated for a number of chronic
conditions including asthma, diabetes, hypertension and con-
gestive heart failure.7 17

Limited health literacy has been associated with decreased use
of preventive health services such as immunisations and cancer
screenings.18 It has been associated with suboptimal disease-
management skills as demonstrated by an increased likelihood
of improper inhaler technique in adults with asthma and a
decreased ability to appropriately identify medications in adults
with coronary artery disease.19–21 In addition, limited health-
literacy skills have been consistently associated with worse
health outcomes (ie, poorer physical functioning, poorer quality
of life or late-stage disease detection) in conditions such as
asthma and cancer,22 23 increased rates of hospitalisation24 and
mortality.25 Limited health-literacy skills, however, have yielded
mixed results in diabetes, HIV and depression.1 7 26–30 Similarly,
studies of health literacy and medication adherence have also
been inconsistent.7 26 27 31

Health literacy and child-health outcomes
Despite a significant body of health-literacy research in the
adult medical literature, there have been few studies assessing
the relationship between parental health literacy and child-
health outcomes. A recent study demonstrated that limited
parental health-literacy skills were associated with higher rates
of ER visits, hospitalisations and severity of asthma symptoms
for children with asthma.32 Ross found that parental literacy,
but not child literacy, was associated with HbA1c levels in
children with type 1 diabetes.33 Also, homeless mothers with
limited health literacy were more likely to report barriers to
giving their children the medication they needed than homeless
mothers with adequate health literacy.34
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By contrast, Sanders found no association between parental
health literacy and a child’s healthcare usage or healthcare costs
among a population of urban children.35 Similarly, in another
study of children seen for acute outpatient care, there were no
associations between parental health literacy and comprehen-
sion of a child’s diagnosis or the ability to name and administer
prescribed medications.36

In one study, parents with lower literacy levels attending a
clinic staffed by residents actually reported higher-quality
patient–provider relationships than did parents with higher
literacy skills.37 The authors posit that this finding does not
represent a true difference in the quality of the patient–provider
relationship, but instead suggests that individuals with lower
literacy levels may have lower expectations and be less critical of
their healthcare interactions.

Perhaps the effect of parental health literacy on child health
will be more keenly observed in children with chronic
conditions rather than in relatively healthy children for whom
the degree of self-management is minimal. In addition, how
parental health-literacy skills affect child-health outcomes may
be influenced by the child’s age and the child’s own literacy
skills. These and other questions regarding the role of parental
health literacy in psediatric health outcomes continue to be an
area of active research.

Measurement of health literacy
Most of the health-literacy instruments measure reading
recognition, reading comprehension and/or numeracy skills.
The Rapid Estimate of Adult Literacy in Medicine (REALM) and
Test of Functional Health Literacy in Adults (TOFHLA) are two
of the most commonly used health-literacy measures. These
instruments, or a modified form of them, have been validated
for use in adolescents.38 39 The REALM and TOFHLA are
primarily used for research purposes, and shortened versions
of both tests are available. In addition, short screening tools,
such as the ‘‘Newest Vital Sign’’ have been developed for use
during office visits.40

Practitioners often have difficulty identifying individuals
with limited literacy skills without the use of standardised
instruments,7 41 and developers of brief screening tools have
promoted the idea of screening in the clinical setting.40 We,
however, question the usefulness of screening patients for
limited health-literacy skills, noting that the only study
examining the effect of a screening programme failed to show
benefit for patients.42 Currently, such testing could lead to
stigma with no clear benefit. Instead, materials written in plain
language, employing other clear communication techniques and
confirming comprehension should be provided as part of
medical care for all patients regardless of their literacy level.43

STRATEGIES FOR IMPROVING CARE FOR PATIENTS WITH
LIMITED HEALTH LITERACY
Below we have listed some strategies that can be incorporated
into a patient–provider interaction to enhance understanding
and improve the quality of patient–provider communication.

Simplify the written word
The National Work Group on Literacy and Health recommends
keeping written patient materials at the 5th grade level
(generally 10–11 years of age) or lower and supplementing
them with pictures or other forms of non-written communica-
tion.44 Hundreds of studies have shown that the reading level of
educational material for patient often exceeds the reading

ability of its intended audience.7 When assessing the readability
of patient materials, clinicians might also consider documents
such as appointment reminders, directions and patient intake
forms as well as handouts for patient education.

Use strategies to improve comprehension and patient–provider
communication
Clinicians can use a number of techniques to improve the
quality of patient–provider communication. These strategies
aim to improve communication by helping clinicians clarify
their message and engage the parent in the decision-making
process. Limiting the amount of information, using plain
language, presenting recommendations as discrete action-
oriented steps and assessing comprehension are some techni-
ques suggested for improved communication.45–48 In addition,
engaging the patient in shared decision-making and exploring
possible barriers to following recommendations may improve
patient adherence and health outcomes. Box 1 provides
descriptions of several patient–provider communication strate-
gies.

Perform a ‘‘literacy walk through’’
Providers can evaluate the literacy demands placed on a parent
bringing a child for a visit by performing a ‘‘literacy walk
through.’’54 Clinicians could consider the skills needed to
navigate to the front desk, complete the sign-in process and
participate in the visit. Attention should be devoted to signs,
written information or directions that might be particularly
challenging for families with limited health literacy.

Promote early child literacy and language skills
Reading to young children is an important part of developing
early literacy and language skills. Programmes such as Reach-
Out-And-Read, which encourage early literacy skills by provid-
ing books at well-child visits, can serve as an opportunity to
model how books can be used to promote language develop-
ment even if the parent’s reading abilities are limited.
Information regarding community-based adult-literacy pro-
grammes can also be provided to all families in a sensitive
non-stigmatising manner. Benefits for children participating in
Reach-Out-And-Read have been supported in the literature.55

DISCUSSION
Several experts in the field of health literacy have proposed
mechanisms by which health-literacy skills may be linked to
poorer health outcomes.1 7 16 56 One conceptual model proposed
by Paasche-Orlow and Wolf considers the contributions of both
patient factors and system-based factors in influencing how
limited health-literacy skills might be associated with the
following three health-related processes: (1) access and utilisa-
tion of healthcare; (2) patient–provider communication; and (3)
self-care management.16 Within this framework, the mechan-
isms by which an individual’s health-literacy skills interface
with systemic demands can be used to consider areas of further
research or possible interventions for families with limited
health-literacy skills.

Consider the challenges a parent faces when navigating
through a complex healthcare system. The ability to ‘‘navigate’’
includes both the tactical skills needed by an individual to
successfully manoeuvre through a complicated healthcare
centre filled with signs and placards as well as the ability to
negotiate the complex web of regulations and bureaucracy
found in many healthcare systems. Studies associating issues of
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access and healthcare use have been primarily conducted in the
United States, whose complex multiple-payer system may pose
a unique set of challenges when compared with the healthcare
systems of other nations. Research conducted within other
healthcare models may provide insight into how both individual
health-literacy skills and systemic demands influence the
association between health literacy and healthcare access and
usage.

Patient–provider communication is another process through
which health outcomes are probably affected. For example, little
is known about how a parent’s understanding of specific
terminology affects the quality of a child’s care. A study of
parental comprehension of the word, ‘‘wheeze’’, suggested that
parents who understood the meaning of the word ‘‘wheeze’’
were more likely to report ‘‘wheezing’’ in their children.57

Providers typically fail to confirm that their patients understand
new ideas or treatment plans, though doing so has been
associated with better diabetes control.53 Confirming compre-
hension can be done with a ‘‘show me’’ or ‘‘teach back’’ method
in which patients demonstrate their understanding and
clinicians give directed feedback to correct errors until mastery
is established. For example, after teaching a family how to use
an inhaler device, each person who will be participating in
administering the medication can be asked to show how they
will use the device (ie, ‘‘Show me how you plan to use this
inhaler’’). The clinician can observe the family’s technique and
provide focused feedback. This iterative process continues until
the family demonstrates they have attained the goal. This teaching
approach can improve shared understanding and decrease the
chance of errors made through miscommunication.53

One of the most commonly proposed links between health
literacy and poorer health outcomes has been through decreased
self-care management skills, with significant interest in the role
of medication adherence. Although limited health literacy has
been associated with a decreased likelihood of appropriately
identifying medications and doses,20 studies of medication
adherence have produced mixed results.7 26 27 31 Perhaps other
factors, such as family and social support mediate the relation-
ship between health literacy and medication adherence. As
researchers search for interventions to better support self-care
management for various chronic conditions, understanding the
role of these mediating variables may provide an important key
to maximising self-care management for families with limited
health literacy.

CONCLUSION
Research has demonstrated that limited health-literacy skills
have important health-related implications for children and
adults. Although the precise mechanism for the relationship
between health literacy and health outcomes remains
unknown, it is probably complex, involving individual and
systemic factors. Without appropriate interventions, an indivi-
dual’s limited health-literacy skills may compromise his/her
ability to engage fully in healthcare interactions. At a systemic
level, the complexities of the medical system, the culture of
medical care and the growing literacy-based demands placed on
the patient may have substantial effects on the individual or
family with limited health-literacy skills. The literature on
health literacy should be a call to redirect significant resources
not only toward patient education but also toward redesigning
the system to promote and support self-care. Healthcare providers
for children and the systems in which they work can have
important roles in this process by assisting families with limited
health-literacy skills and bridging the communication divide.

Box 1 Patient–provider communication strategies

Clinical skills (remove unnecessary complexities)
c Communicate using plain language

– Use plain words and keep sentence structure simple.
c Avoid using jargon

– Jargon can include both medical terminology (ie,
anaemia) or words such as ‘‘diet’’, which has both lay
and medical meanings. Both types of jargon can decrease
comprehension.49

c Limit items discussed
– Focus the discussion on the two or three most important

ideas and reiterate these messages. Too much
information or too many options may be overwhelming
and sometimes result in decisions that are inconsistent
with a patient’s values.50

c Repeat important points
Be specific
c Provide clear, specific action-oriented steps

– Information should answer the question, ‘‘What do I need
to do?’’

c Take the patient’s perspective and consider what points
remain unclear

Use multiple forms of communication
c Present the most important information through a variety of

communication modalities
– A combination of pictures, written and oral communication

has been shown to improve understanding of health
information in certain contexts.51 52 Other forms of media
such as video or interactive computer-based material may
also be effective.

c Think like an educator!
– Be creative and engage the learner.

Help patients to ask questions
c Provide an environment conducive to learning and asking

questions
– Parents with lower literacy may ask fewer questions and be

less likely to describe possible barriers to recommendations.
Lack of understanding can be shameful to the patient.
Questions such as, ‘‘Do you understand?’’ may actually
inhibit discussion. Consider instead, ‘‘I have asked you so
many questions. What questions do you have for me?’’

c ‘‘Ask Me 3’’
– Ask Me 3 is a campaign to promote health communication

by having patients ask three questions in every healthcare
encounter: (1) What is my main problem? (2) What do I need
to do? and (3) Why is it important for me to do this? This
campaign is sponsored by the Partnership for Clear Health
Communication. Although research to assess the effective-
ness of Ask Me 3 is ongoing, when we wrote this article, we
were unable to find published studies. (www.askme3.org)

Learn to confirm comprehension
c Confirm comprehension with the ‘‘show me’’ or ‘‘teach back’’

method53

– Ask the patient or parent to state or demonstrate the
information presented. Using an iterative process, correct
misunderstandings and have the patient or parent restate
the information until comprehension is confirmed.

c Develop shared understanding
– Explore the attitudes, beliefs and understanding of your

patients and their families. Problem solve together about
possible challenges or barriers to care.
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Epidemiology of Atrial Fibrillation

It is projected that 7.5 million individuals will have
atrial fibrillation (AF) in the United States by the year
2020 [1]. The reason for this increasing prevalence is
multifactorial and due in part to the increased
prevalence of risk factors for AF like hypertension,
heart failure, diabetes, obesity, and older age.
Among individuals age 80 years and greater, the
prevalence of AF is approximately 10 percent [2].
Atrial fibrillation confers a five-fold increased risk of
stroke and 15 percent of all strokes occur in people
with AF. The attributable risk of strokewith AF differs
by age, 1.5 percent for those 50 to 59 years versus
23.5 percent for those 80 to 89 years. Untreated, the
average rate of stroke per year is 5 percent [3]. The
global impact of stroke is enormous. It is the third
most common cause of death in developed countries
and the leading cause of serious long term disability.
The disability adjusted life years are projected to
reach 61 million years per 1,000 population by the
year 2020 which is significantly increased from
38 million in 1990 [4]. The 30-day mortality of AF-
related stroke has been shown in multiple studies to
approximate 23-25 percent [5].
E-mail address: ehylek@bu.edu.

0049-3848/$ - see front matter © 2008 Elsevier Ltd. All rights reserv
doi:10.1016/j.thromres.2008.08.016
Stroke Prevention in Atrial Fibrillation

Oral vitamin K antagonists like warfarin are extre-
mely effective in reducing the risk of stroke among
patients with AF. The early AF trials consistently
demonstrated benefit with an overall 68% risk
reduction in stroke [6]. Despite this dramatic
efficacy, warfarin remains underused in clinical
practice. A study of 21 academic, 13 community,
and 4 Veterans Administration hospitals in the U.S.
revealed that 53% of individuals with AF and without
obvious contraindications were prescribed warfarin
at discharge. Age greater than 80 years and perceived
bleeding risk were the most often cited reasons for
not prescribing warfarin [7]. The gap is even greater
among economically disadvantaged groups [8]. For
example, among Ohio Medicaid patients, only 11.9
percent of patients without documented contra-
indications filled a prescription for warfarin based
on a retrospective analysis of 1998-2000 claims data.
Barriers to compliance either with laboratory mon-
itoring or medication adherence accounted for
approximately 30 percent [9].

Intracranial hemorrhage is the most feared com-
plication of anticoagulant therapy. Mortality related
to intracerebral hemorrhageapproximates 50 percent
and is related to hematoma volume and hematoma
expansion [10]. Risk factors for intracranial hemor-
rhage include anticoagulation intensity, age, prior
stroke, hypertension, concomitant antiplatelet ther-
apy, and arterial vasculopathy, specifically amyloid
ed.
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angiopathy and leukoaraiosis. The paradox facing
clinicians and patients is that many of the risk factors
for intracranial hemorrhage are also risk factors for
ischemic stroke. Age, hypertension, and prior stroke
all increase the risk for both hemorrhagic and non-
hemorrhagic stroke. Although leukoaraiosis and amy-
loid angiopathy are associated with increased risk of
intracerebral hemorrhage, their utility for risk strati-
fication remains unclear.

When assessing risk versus benefit, current evi-
dence from randomized controlled trials and obser-
vational studies weighs in favor of anticoagulant
therapy. The rate of intracranial hemorrhage is
approximately 0.5-0.6 percent. The rate of major
extracranial hemorrhage (defined as fatal, necessi-
tating transfusion of two or more units of packed
cells, or occurring in a critical site) is approximately
2 percent [11,12]. Untreated, the rate of stroke
among individuals with AF and multiple risk factors
exceeds 10 percent.

However, there are important caveats to the
published rates of major hemorrhage. Overall, few
patients greater than 80 years of age have been
enrolled in randomized trials and cohort studies. In
addition, recent trials andmost observational cohorts
have largely reported the outcomes of prevalent
users of warfarin. Because most major bleeding
occurs early in the course of anticoagulation, enroll-
ment of predominantly long-time users of warfarin
will result in lower estimates of hemorrhage. This
survival bias was illustrated by an inception cohort
study of patients with AF aged 65 years and greater
who were newly starting warfarin therapy. The rate
of major hemorrhage in the first year was 7 percent
and discontinuation of warfarin was highest in the
first 90 days. Perhaps not surprisingly, cessation of
warfarin was disproportionately high among patients
at the highest risk of stroke [13].
Strategies to Optimize the Benefit of Oral
Anticoagulant Therapy

Anticoagulation Control

Vitamin K antagonists like warfarin are remarkably
efficacious in preventing stroke. However, their
narrow therapeutic window, variable dose response,
and interference by diet and other medications
mandate frequent monitoring of the International
Normalized Ratio (INR). As an example, amiodarone
necessitates reduction of maintenance warfarin dose
by approximately one-third in many patients due to
its interference with the metabolism of both enan-
tiomers of warfarin. Protracted use of high doses of
acetaminophen has been shown to interfere with the
enzymes of the vitamin K cycle. Certain disease
states, most notably decompensated heart failure
and active cancer, induce significant variability in the
INR and these patients warrant frequent monitoring
[14]. Warfarin dose requirements decrease by
approximately 50 percent with advancing age which
highlights the importance of initiating warfarin with
smaller doses in elderly patients [15]. Older patients
are also slower to normalize an elevated INR which
may in part underlie the increased bleeding seen in
this age group. In a study of 633 patients presenting
with an INR greater than 6.0, each decade of age
conferred an 18% increased risk of having an INR
greater than 4.0 on repeat testing after withholding 2
consecutive doses of warfarin. Decompensated heart
failure, chemotherapy, and a lower warfarin main-
tenance dose all predicted a slower return to the
therapeutic range [16].

Recent interest has grown in the potential role of
genetic polymorphisms in predicting warfarin dose,
but definitive guidance awaits randomized trials.
Because so many factors affect warfarin dose,
patients will continue to need frequent monitoring
in the first 2 weeks of initiation regardless of genetic
profile. In addition, dietary patterns and medications
frequently change following hospital discharge.
Understanding the pharmacokinetics of warfarin,
triggers for aberrant control, influence of age, and
the effects of illness on INR andwarfarin dosewill help
to improve anticoagulation control in the interim.
Lower INR Target Intensity

There are few data to support use of a lower INR
target intensity for patients with AF. Sub-therapeutic
INR levels of less than 2.0 have been associated with
more thromboembolic events and more severe
strokes [17]. Although an INR target of 2.0-2.5
seems like a rational compromise, this degree of
precision may be difficult to attain in clinical
practice. Among patients with recurrent hemor-
rhage, the balance of risk versus benefit of a lower
target range has never been studied. Patients and
their caregivers need to be apprised of the potential
trade-offs inherent to such a strategy.
Concurrent Antiplatelet Therapy

There is a growing appreciation for the hazards of
combination therapy particularly among older
patients. A recent meta-analysis highlighted the
heightened bleeding risk [18]. The investigators
analyzed data from 10 clinical trials that compared
oral anticoagulant therapy alone versus oral
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anticoagulant therapy plus aspirin among 4,180
patients with AF, mechanical heart valve or cor-
onary artery disease. Combination therapy was
associated with a lower incidence of arterial
thromboembolism (odds ratio=0.66), but the ben-
efits were limited to patients with mechanical
valves (odds ratio=0.27). Combination therapy did
not benefit patients with AF (odds ratio=0.99) or
coronary artery disease (odds ratio=0.69) nor did it
influence all cause mortality. Oral anticoagulant
therapy plus aspirin did increase the risk of major
bleeding (odds ratio=1.43). Aspirin has also been
shown to increase the risk of intracerebral hemor-
rhage. The role of aspirin among patients taking
warfarin for AF who have stable coronary artery
disease is currently being reassessed. Strategies are
also evolving for patients with coronary stents and
AF who require warfarin and dual antiplatelet
therapy with aspirin and clopidogrel.
Blood Pressure Control

An often overlooked yet critical issue for patients on
oral anticoagulant therapy is blood pressure con-
trol. Blood pressure less than 130/80 is associated
with a decrease in both ischemic and hemorrhagic
stroke [19,20]. Uncontrolled hypertension is a
contraindication to warfarin therapy.
Risk Stratification for Stroke

Several risk stratification schemes have been
published. Perhaps the most widely used is the
CHADS2 score which assigns points to stroke risk
factors (C=Congestive heart failure, H=Hyperten-
sion, A=Age≥75 years, D=Diabetes mellitus, S=prior
Stroke/systemic embolus/transient ischemic attack).
Each risk factor is assigned one point except prior
stroke which is 2 points [21]. As an example, the
CHADS2 score for an 80 year old woman with a history
of transient ischemic attack and hypertension=4.
Current guidelines recommend warfarin for a
CHADS2 score of 2 or greater and either warfarin or
aspirin for a CHADS2 score=1 depending on patient
preference and ease of INR monitoring [22]. The
CHADS2 scheme was derived from a Medicare
population, as opposed to patients enrolled in
randomized trials thereby increasing the external
validity of the tool. However, the ability of these
schemes to predict stroke outside of the derivation
population remains suboptimal. Definitions for key
covariates have differed and only the Framingham
model incorporates blood pressure measurement
instead of simply the presence or absence of
hypertension as a diagnosis. Better models to predict
stroke and hemorrhage are needed.
New Antithrombotic Drugs

There is a pressing need for antithrombotic drugs
with a wider therapeutic index, decreased potential
for interactions with diet and other medications,
and minimal need for monitoring. Ximelagatran, an
oral direct thrombin inhibitor, was the first of these
agents. It was withdrawn due to hepatic toxicity.
Multiple other promising new drugs are currently
undergoing evaluation in randomized controlled
trials and Phase II testing. The size of the trial
populations necessary to evaluate the efficacy of
these new drugs versus warfarin is daunting. The
optimal double-blind design is challenging logisti-
cally for many of the countries and sites participat-
ing in these trials. In addition, because the risk of
hemorrhage and stroke are greatest in the early
period, studying adequate numbers of patients
newly taking these drugs will be important.
Control of AF

Extensive research into the basic mechanisms under-
lying AF and propagation of AF are ongoing. The role
of inflammation, vascular stiffness, oxidant stress,
nitric oxide, and the renin-aldosterone angiotensin
system (RAAS) have yet to be elucidated. A recent
study from the Framingham cohort linked incidence
of AF with pulse pressure (surrogate for vascular
stiffness). The investigators demonstrated earlier
progression to AF among those patients in the highest
quartile of pulse pressure [23].

In a meta-analysis of 11 studies involving either
angiotensin converting enzyme inhibitors or angio-
tensin receptor blockers, Healy, et al., demon-
strated a decreased incidence of AF among patients
randomized to these treatment arms. Overall the
risk of AF was reduced by 28 percent and by 44%
among patients with left ventricular dysfunction or
left ventricular hypertrophy [24]. This finding
awaits validation by randomized controlled trials.
Regarding non-pharmacological strategies, the role
of pulmonary vein isolation in the management of
AF is evolving as is identification of the optimal
candidates for this procedure.
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Contra: 'Warfarin should be the drug of choice for thrombo

prophylaxis in elderly patients with atrial fibrillation'
 
Caveats regarding use of oral anticoagulant therapy among elderly patients with atrial
 
fibrillation
 

Elaine M. Hylek 
Research Unit-Section of General Internal Medicine and Clinical Epidemiology Unit, Boston University School of Medicine, Boston, 

Massachussetts. USA 

A
lthough thebalanceof riskversusbenefitweighsin favor 
of anticoagulation therapy for most elderly individuals 
with atrialfibrillation (AF),thepotential forharmis con

siderably greater in the older age group. Higher rates of major 
haemorrhage haverepeatedly been shownamongolder individ
uals in bothrandomized trialsandobservational studies(1--4). In 
theAFFIRMtrial (AtrialFibrillation Follow-up Investigation of 
Rhythm Management), the risk of major bleedingincreased by 
approximately 5% peryear of age (3).Mostrecently, elderlypa
tients and thosewithrenal impairment werefoundto be at grea
test risk for bleeding complications in the trialwith idraparinux, 
a once weeklyinjectable factorXa inhibitor(5). 

Tomitigatethe riskof bleedingin the elderlypopulation, it is 
critically important to understand the factors that underlie this 
risk.Agealoneisnot a contraindication to anticoagulant therapy. 
The spectrumof aging is broad and has been categorized into 
three distinctgroups: the young-old (age 65-74 years), old-old 
(age 75 to 84), and oldest-old (age 85 and over). Functional 
status varies considerably acrossand within these different age 
strataas doesfrailtyand the riskofhaemorrhage. In randomized 
trials,eligibility criteriaandrigorousfollow-up protocols tendto 
bias enrollment to the highest functioning and overall healthier 
elderlypatients, suggesting that biological age probablymeans 
more thanchronological age. In addition, most trials inAF have 
excludedpatientswith either an indication for antiplatelet ther
apy or a perceived contraindication to anticoagulation. There is 
little consensus on the factors that constitute an absolute con
traindication, and designation of a relative contraindication to 
anticoagulant therapy is largely subjective. The systematic re
viewas part of the UKNationalInstitutefor HealthandClinical 
Excellence (NICE)management guidelines forAFidentifiedthe 
following patient characteristics as risk factors for anticoagu
lation-related bleeding complications: advanced age, uncon

trolled hypertension, history of myocardial infarction or is
chaemicheartdisease, cerebrovasculardisease, anaemia ora his
toryofbleeding, and the concomitant use of otherdrugs such as 
antiplatelet drugs (6). Importantly, some of the risk factors for 
anticoagulation-related bleedingwerealsofactorsindicatingthe 
use of anticoagulants in AF patients. 

In strokeprevention trials, the nearlyuniversal clinical trial 
restrictions on aspirin(or clopidogrel) use facilitates enrollment 
of patients with a lower atherosclerotic burden which further 
lowers the risk.Tomore fullyinterpretthe experience of elderly 
trial participants, knowledge of the denominator andnumber of 
individuals screenedin theserespective agecategories is impor
tant.All of thesestudydesignfeatures contribute to the disparate 
rates of haemorrhage reportedfromtrials and real-world obser
vational cohorts. The initial selection bias related to warfarin 
candidacy in trials andin clinicalpracticeis a culmination ofpa
tient and physician judgmentand preference. The impactof this 
bias on risk is difficultto quantifyandthwartsattemptstoextra
polateratesofhaemorrhageacrossdifferent patientpopulations. 

Agingis accompanied by pathological changesthat increase 
the propensity for haemorrhage. The incidence of lower gas
trointestinal haernrrhage increases200·fold from age 30 to age 
90 years (7). Diverticulosis, malignancy, angiodysplasias, and 
ischemic colitis are all more commonin the elderlypopulation. 
Recurrent bleeding especially from small bowel vascularecta
sias makes definitive treatment challenging and often precipi
tates cessationof anticoagulant therapy. The risk of upper gas
trointestinal bleedingor perforatedpepticulcer with antiplatelet 
therapyincreases exponentially with age (8).These detrimental 
effects havestimulated interestinnitricoxide(NO)-donating as
pirin to evaluate the touted protective effectof NO on the gas
trointestinal mucosa (9). Pathological changes in cerebral 
vessels, specifically leukoaraiosis and amyloid angiopathy, in
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crease with age and predispose to intracerebral haemorrhage ivelydue to intracranialhaemorrhage(IS). However, evenin the 
(10, II). The increased risk of subdural bleeding, both sponta older age group, the risk of intracranialbleeding is dwarfed by 
neous and associated with minor trauma, reflects age-related the risk of ischemicstroke.Cardioembolicstrokesare associated 
changes in bridging dural vessels. The increased risk of falls with a 30-day mortality of 24% (16, 17).Although extracranial 
among elderly individuals is multifactorial and, in part, due to haemorrhageis not associatedwith the samemorbidityand mor
sensoryimpairment,sarcopenia, autonomic dysfunction, andor tality of intracranialhaemorrhage,it oftenprecipitatescessation 
thostatic hypotension. The latter is often iatrogenicand second of warfarintherapy. 
ary to the detrimental effects of polypharmacy, for example, The debate has thereforeshifted fromwhetheror not elderly 
alpha-blockers used in conjunctionwith diuretics,nodal agents, patientsare athigherrisk of haemorrhageto whatare the optimal 
and!or vasodilators. Inone study,the rate of intracranialhaem strategiesto minimizeits occurrence.Thehazardsof antiplatelet 
orrhage among individuals prone to fall was 2.8% (95% con therapy combined with oral anticoagulants have been increas
fidence interval, 1.9-4.1) (12). ingly realized (18). Bloodpressurecontrol is critical as levelsof 

Severalstudieshavenow highlightedone of the key clinical 130/80 or less have been shown to decrease the risk of both 
dilemmasin stroke preventionamong patientswith atrial fibril ischemic and haemorrhagicstroke (19, 20). In addition,elderly 
lation, i.e. patients at highest risk of stroke (CHADS2 score ~3) patients require considerably lower doses of warfarin to attain 
also experience most of the major bleeding complications on the target range and are slowerto recoverfrom an episode ofex
antithrombotictherapy(4, 5,13,14). Thistrendwas alsoevident cessiveanticoagulation (21). Becausethe initial phase of'warfa
among the patients randomizedto idraparinux in the Amadeus rio therapyis the most risk-proneperiod,frequentmonitoring is 
trial and clopidogrel plus aspirin in theACTIVE-Wtrial, affirm therefore essential. Whether or not newer anticoagulant drugs 
ing that the increased bleeding complicationswere not attribu with considerablyshorter half-lives,wider therapeuticmargins, 
table to greater internationalnormalised ratio (INR) variability and less dietary and drug interactionswill be safer in elderlypa
among the higher risk warfarin-treated patients. Death and dis tients with atrial fibrillation awaits results of ongoing clinical 
ability associatedwith anticoagulanttherapyare almost exclus- trials. 
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Ultimately, it is likely that the field of aging and
dementia research will move in the direction of using a
combination of imaging measures, biomarkers, and
subtle clinical features to determine who might be at
the greatest risk for progressing to dementia. For ex-
ample, one might consider a person’s family history,
genetic status, a blood biomarker, and medical comor-
bidities, and combine these factors with a memory
measure to stratify risk. More expensive and invasive
investigations, such as a magnetic resonance imaging
scan, cerebrospinal fluid analysis, and amyloid imaging
measures, might be entertained for those at a greater
risk according to this profile. The data that Amieva
and colleagues7 provided give insight into the type of
clinical measures to be considered.

Finally, the context in which biomarker profiles in-
cluding cognitive tests will be used in the early detec-
tion and prevention of AD is an important concern.
The incorrect identification of individuals as being at
high risk for AD may lead to undue alarm and con-
cern. Therefore, before biomarker profiles are used in
the general population, high specificity should be dem-
onstrated in multiple populations. The initial applica-
tion of biomarkers and cognitive tests for early detec-
tion is likely to be for individuals coming to the clinic
with concerns about their memory and for alerting the
clinician of the need to carefully follow patients who
have profiles indicating high risk for AD. When safe
and effective disease-modifying therapies have been de-
veloped, reliable early detection in the general popula-
tion will become an essential tool in the prevention of
this illness.
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Atrial Fibrillation and
Stroke Severity: Expanding
the Mechanistic Exemplar,
Clinical Phenotype, and
Goals of Anticoagulant
Pharmacotherapy

The relation between left atrial or appendage thrombus
and cardioembolic events among individuals with par-
oxysmal, chronic, and permanent atrial fibrillation is
well established and incontrovertible.1 Thrombus size
varies and ranges from a few millimeters to several cen-
timeters.2 There is a suggestion, based on recent obser-
vations, that larger thrombi may bypass the carotid or-
ifice merely as a function of size.3 In addition, serial
transesophageal echocardiograms performed on patients
with atrial fibrillation and left atrial thrombus show
complete or near-complete resolution after anticoagu-
lant therapy in a majority of instances.4 These obser-
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vations support the importance of preventing thrombus
growth as an achievable end point of anticoagulant
therapy, permitting intrinsic fibrinolytic systems at the
endocardial level to progressively reduce thrombus bur-
den. Thrombus organization, reducing the propensity
for embolization, is also an important objective of
treatment. Wysokinski and colleagues5 demonstrated
immunohistochemical differences between in situ and
embolized thrombi.

In this issue, Ay and colleagues’6 study validates and
extends earlier observations that the level of anticoagu-
lation intensity at presentation correlates with severity
of stroke.7 The investigators found a robust association
between international normalized ratio (INR) and
acute infarct volume. Their study also raises several
fundamental questions. Why should warfarin treatment
before a cardioembolic ischemic stroke reduce the vol-
ume of injury? Is the protective effect specific to war-
farin (vitamin K antagonists) or to the anticoagulant
effect itself? If the latter, similar observations would be
expected for drugs under development, including factor
Xa antagonists such as rivaroxaban and apixiban, and
direct thrombin inhibitors such as dabigatran.

Does Vitamin K Antagonist-Based
Anticoagulant Therapy Facilitate Thrombus
Organization?
Vascular calcification commonly accompanies athero-
sclerosis involving the coronary arteries, carotid arter-
ies, and aorta, and is caused by deposition of basic cal-
cium phosphate crystals in a highly regulated process.8

Matrix �-carboxyglutamic acid (Gla) protein is a vita-
min K–dependent protein that inhibits arterial calcifi-
cation in vivo. Its five Gla residues are formed in a
posttranslation carboxylation reaction requiring vita-
min K as a cofactor.9 Vitamin K antagonists increase
calcium salt deposition in vascular smooth muscle cell
culture by preventing carboxylation and serine phos-
phorylation of matrix �-carboxyglutamic acid (Gla)
protein.10 Atrial tissue samples obtained at the time of
surgery from patients with atrial fibrillation undergoing
a Maze procedure overexpress L-type calcium channel
�-1 and sarcoplasmic reticulum Ca2�-ATPase messen-
ger RNA, suggesting that vitamin K antagonism may
compound an existing defect in calcium homeostasis in
this particular patient population.11

The stabilization of intravascular (and endocardial)
thrombus is achieved through several highly integrated
mechanisms involving coagulation proteases, fibrino-
lytic proteins, inflammatory cells, and matrix-forming
cells, a process collectively referred to as organization. A
pivotal state in thrombus organization is fibroblast re-
cruitment and their subsequent transformation to
collagen-producing myofibroblasts.12 Because circulat-
ing progenitor (stem) cells among patients with atrial
fibrillation have a particularly strong propensity to

transform into fibroblasts (a response to tissue injury),
and because a calcium-rich local environment may fa-
cilitate osteogenic cell differentiation, vitamin K antag-
onists may facilitate thrombus organization. Whether
the phenomenon of thrombus stabilization is unique to
vitamin K antagonists, by mechanisms summarized
previously, or driven predominantly by facilitated orga-
nization that could represent a more fundamental and
generalizable by-product of limiting thrombus growth
can readily be discerned through planned substudies in
ongoing, phase III clinical trials.

Does Anticoagulant Therapy Reduce Left Atrial
Thrombus Size?
The available information, based on serial echocardio-
graphic studies, suggests strongly that anticoagulant ther-
apy reduces left atrial and appendage thrombus size. Co-
agulation proteases participate directly in thrombotic,
inflammatory, and cellular regulatory processes. Throm-
bin is a pivotal enzyme in each process; however, factor
Xa, alone and as a critical component of the prothrom-
binase complex (responsible for thrombin generation), is
important as well. Indeed, factor Xa provokes tissue fac-
tor expression from endothelial cells, damaged endocar-
dial cells, smooth muscle cells, and macrophages.13

In addition to attenuating endocardial-based proin-
flammatory and prothrombotic events, anticoagulant
therapy may positively influence blood-borne contribu-
tions to thrombus growth and development as well.
Tissue factor–containing neutrophils, monocytes, and
microparticles that circulate within peripheral blood
can be transported to sites of endocardial injury where
they contribute directly to thrombus propagation. Sys-
temic anticoagulation, although not directly impacting
tissue factor production, may attenuate its activity.14 It
is interesting to note that Wysokinski and colleagues5

found tissue factor in thrombi to be colocalized with
platelets and granulocytes predominantly around the
periphery of thrombi and speculated that tissue factor
was integral to thrombus propagation.

Does Anticoagulant Therapy Influence
Thrombus Architecture and Its
Intrinsic Characteristics?
The polymerization of fibrin forms a highly resilient
scaffold that imparts unique structural, chemical, and
biological diversity. Fibrin ultrastructure, in turn, is in-
fluenced greatly by the local conditions in which the
conversion from fibrinogen to fibrin, and its subse-
quent covalent linkage, takes place.15 Models of fibrin
gel formation show that flow shear rate, permeability,
and thrombin activity are the key regulators. In vitro
clots formed in the presence of thrombin at low con-
centrations contain thick and widely porous fibrin
strands that are highly susceptible to fibrinolysis. The
reverse has been observed with thrombin at high con-
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centrations, where the developing fibrin strands are
thin, tightly packed, and resistant to fibrinolysis.16

It is likely that all of these processes contribute to
the efficacy of anticoagulant therapy and may help to
explain Ay and colleagues’6 findings. As noted by the
authors, the relation between INR and infarct volume
was not absolute; for example, several patients with an
INR of 2.0 or greater had a proximal pattern indicative
of a larger embolus, and several patients with subthera-
peutic INR had a distal stroke pattern. Given that
thrombus growth or regression is a dynamic process,
the duration of warfarin therapy before the embolus
would be an important consideration, and these data
were not provided. In addition, acute fluctuations in
INR are more reflective of changes in factor VII levels
(shorter half-life) as opposed to steady-state thrombin
levels, and this INR variability would attenuate the re-
lation between INR at presentation and infarct vol-
ume. As acknowledged, misclassification of stroke sub-
type may also have contributed.

From a clinical perspective, Ay and colleagues’
study6 reaffirms the importance of therapeutic antico-
agulation (INR of 2.0 or greater) for stroke prevention
in atrial fibrillation.6,17,18 It also highlights the poten-
tial tradeoffs inherent to use of lower target INR in-
tensity, that is, range 1.5 to 2.5, as a potential strategy
to offset bleeding risk.

Newer anticoagulant drugs with wide therapeutic
margins and minimal interference with diet and drugs
may supplant the oral vitamin K antagonists. However,
the increasing challenge for stroke prevention in atrial
fibrillation is the seemingly intractable risk for hemor-
rhage and ongoing eligibility for anticoagulant drugs,
particularly among elderly individuals.19 As our under-
standing advances of the complex interplay of basic
mechanisms that govern thrombus initiation, propaga-
tion, and embolization, hopefully other pivotal targets
in these pathways will be identified for interventions
devoid of bleeding risk.
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Probing Racial and Regional
Disparities in Stroke
Mortality: Same Problem,
Different Solutions?

Beyond its impact as the third leading cause of death
in the United States,1 mortality from stroke uniquely
manifests itself in substantive racial and regional dis-
parities.2,3 For instance, the stroke death rate in Afri-
can Americans is about twice the rate noted in white
counterparts.2 Regardless of race, people residing in the
southeastern 12-state region of the United States
known as the Stroke Belt have excess stroke mortality
rates compared with the rest of the country.3 The exact
reasons for these disparities remain unclear and some-
what controversial4; however, differences in stroke
mortality may be explained by a comparatively greater
prevalence or severity of vascular risk factors in these
disadvantaged groups.2,4 Probing the nature of these
disparities could lead to interventions, thereby amelio-
rating the overall societal burden of stroke.

Investigating the underlying causes behind these ra-
cial and regional stroke mortality disparities would re-
quire a fairly large prospective nationwide study of a
population adequately representative of these overly
burdened groups. The National Institutes of Health–
funded study Reasons for Geographic and Racial Dif-
ferences in Stroke (REGARDS) may be the ideal set-
ting to probe this question because of its large number
of participants (almost 30,000), nationwide scope, and
oversampling of African Americans, as well as the avail-
ability of in-person measures of traditional and novel
vascular risk factors.5 Cross-sectional analyses using val-
idated stroke risk assessment instruments could provide
insights into these racial and regional disparities, and
could lead to new avenues to bridge these gaps.

In this issue of Annals of Neurology, Cushman and
colleagues6 report the 10-year stroke rates predicted by

the Framingham Stroke Risk Profile among partici-
pants living in the Stroke Buckle (the coastal plain re-
gions of NC, SC, and GA), the Stroke Belt (the re-
mainders of NC, SC, and GA, plus AL, MS, TN, AR,
and LA), and the other 40 contiguous states.6 Overall,
the authors found that estimated stroke rates were ro-
bustly greater among African Americans compared
with their white counterparts, regardless of regional lo-
cation. Furthermore, among African Americans, these
greater predicted stroke rates were noted in the context
of significantly greater prevalence of vascular risk fac-
tors, including hypertension, increased systolic blood
pressure, diabetes, smoking, and left ventricular hyper-
trophy. On the other hand, and somewhat surprisingly,
predicted stroke rates were only marginally greater for
residents of the Stroke Belt and Stroke Buckle com-
pared with the rest of the country (10.7 and 10.4 vs
10.1%, respectively), and only two factors, the pres-
ence of diabetes and antihypertensive use, were signif-
icantly more common in the Stroke Belt compared
with the rest of the nation.

The greater rate of predicted stroke and the greater
prevalence of vascular risk factors among African
Americans compared with whites have also been shown
in prior studies.2 Interventions aimed at modifying vas-
cular risk factors could reduce the occurrence of stroke
in African Americans, thereby mitigating the greater
stroke mortality rate in this population.2 Cushman and
colleagues’6 study is also in agreement with earlier data
indicating that, despite the impact of greater stroke
rates on stroke-related mortality, this difference is
probably not large enough to fully account for the sub-
stantially greater stroke death rate among African
Americans compared with whites. Other factors, such
as risk factor severity and socioeconomic status, are
likely at play.2

The relatively small differences in Framingham
Stroke Risk Profile among the geographical regions
that Cushman and colleagues6 studied were unexpected
in light of previous reports of a 50% greater stroke
mortality rate in the Stroke Belt and Stroke Buckle re-
gions compared with the rest of the nation. If a greater
frequency of stroke does contribute substantially to re-
gional stroke mortality differences, what could explain
these large differences in regional stroke death rates?

Outcome after an incident stroke can be influenced
by a variety of factors, including stroke severity, patho-
physiologic mechanism, socioeconomic status, medical
comorbidities, and quality of care. The prospective RE-
GARDS study data will provide much needed informa-
tion about the contributions of stroke severity and sub-
type, socioeconomic status, and medical comorbidities
to these regional stroke mortality disparities. However,
about comorbidities, the cross-sectional REGARDS
data raise the question whether the presence of estab-
lished vascular risk factors may contribute to regional
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Disparate Stroke Rates on Warfarin Among
Contemporaneous Cohorts With Atrial Fibrillation
Potential Insights Into Risk From a Comparative Analysis of

SPORTIF III Versus SPORTIF V

Elaine M. Hylek, MD, MPH; Lars Frison, PhD; Lori E. Henault, MPH; Adrienne Cupples, PhD

Background and Purpose—The rate of stroke among warfarin-treated patients in SPORTIF V was approximately half that
of patients enrolled in SPORTIF III (1.16%/year versus 2.30%/year). SPORTIF III was an open-label trial comparing
ximelagatran with warfarin for stroke prevention in atrial fibrillation. SPORTIF V was a double-blind trial performed
in North America. The trial design was otherwise identical. We sought to determine if differences in baseline
characteristics, use of potentially risk-modifying medications, or anticoagulation control help to explain the lower risk
of stroke among warfarin-treated patients in SPORTIF V.

Methods—Cox regression with stepwise model selection was used to define the covariates independently associated with
stroke. Secondary analyses identified covariates with the strongest influence on the study factor (V/III). These covariates
were then added to the primary model. Cox regression was used to determine the degree of confounding exerted by these
covariates that might help to explain the differences between the trials.

Results—Independent risk factors for stroke on warfarin included prior stroke/transient ischemic attack, coronary artery
disease, international normalized ratio, weight, and study. Patients in SPORTIF V were at half the risk as those in
SPORTIF III. We found that lower international normalized ratio variability, a higher proportion of prevalent warfarin
use, lower systolic blood pressure, high-density lipoprotein, and a greater proportion of statin use among patients in
SPORTIF V collectively conferred a lower risk of stroke.

Conclusion—Differences in blood pressure control, international normalized ratio variability, proportion of prevalent
warfarin users, statin exposure, and high-density lipoprotein collectively conferred a lower risk of stroke to patients in
SPORTIF V. These findings suggest that the different event rates were not due to chance and provide potential insights
into stroke risk among warfarin-treated patients with atrial fibrillation. (Stroke. 2008;39:3009-3014.)

Key Words: atrial fibrillation � stroke � warfarin

Vitamin K antagonists (eg, warfarin) have been the
mainstay of oral anticoagulation for stroke prevention in

atrial fibrillation (AF). It is widely recognized that newer
antithrombotic agents are needed because of warfarin’s nar-
row therapeutic index and its interaction with food and other
drugs.1 The variability in the dose–response of warfarin
mandates frequent monitoring, which also imposes a signif-
icant barrier to its use.2

The first of these newer agents, an oral direct thrombin
inhibitor, ximelagatran, was evaluated in 2 clinical trials
enrolling an unprecedented 7329 patients (Stroke Prevention
using an ORal Thrombin Inhibitor in atrial Fibrillation
[SPORTIF]).3,4 SPORTIF III was an open-label trial compar-
ing ximelagatran with warfarin conducted in Europe, Asia,
Australia, and New Zealand; SPORTIF V was a double-blind
trial performed in North America. The trial design was

otherwise identical. The primary end point in both trials was
all strokes, both ischemic and hemorrhagic, and systemic
embolic events. Although potential risk factors were well
balanced across treatment arms within each trial, there were
significant differences across trials between SPORTIF III and
SPORTIF V.5 The stroke rate among warfarin-treated patients
in the North American trial was approximately half that of
patients enrolled in SPORTIF III (1.16%/year versus 2.30%/
year) despite similar adherence and anticoagulation control.

The objective of our study was to formally assess this
difference in event rates among warfarin-treated patients to
determine if differences in baseline characteristics, use of
potentially risk-modifying concomitant therapies, or variabil-
ity in control of anticoagulation might help to explain the
seemingly lower risk of warfarin-treated patients enrolled in
SPORTIF V. Understanding these differences would facili-
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tate a more informed interpretation of the 2 trials, provide
potential insights into stroke risk among warfarin-treated
patients with AF, and highlight important considerations for
randomized trials in AF with warfarin as the comparator.

Materials and Methods
The design, patient demographics, and main results of the 2 trials
have previously been published.3,4 The primary end point for both
trials included ischemic stroke, hemorrhagic stroke, and systemic
embolic events. SPORTIF III enrolled 1703 patients in the warfarin
arm. Median follow-up was 17.9 months. In SPORTIF V, 1962
patients were randomized to warfarin and the median follow-up was
20.1 months. In total, 93 primary events (9 primary intracerebral
hemorrhages) were confirmed among patients randomized to warfa-
rin in the 2 trials. Outcome assessment was blinded to treatment in
both trials.

Variables

Anticoagulation Control (time-in-range, international
normalized ratio variability, prevalent warfarin use)
Warfarin dosing and monitoring of the international normalized ratio
(INR) were different in the 2 trials. SPORTIF V used a double-blind
design with sham INR testing. A standardized point-of-care instru-
ment and uniform thromboplastin reagent were used for the majority
of INR measurements. Warfarin dosing was performed by a central
laboratory. In the open-label SPORTIF III trial that involved 23
countries, warfarin management was conducted locally by investi-
gators or individual patient physicians. Assays encompassed a
variety of methods, reagents, and instruments.

Anticoagulation control within the 2 trials was determined by
time-in-range analyses using linear interpolation between INR mea-
surements.6 Per protocol, INR measurements were mandated at least
every 31 days. As a result, gaps in monitoring were rare. Variability
in INR was assessed using SD. An additional variable of interest was
the proportion of patients taking warfarin at study entry. To the
extent that prevalent users represent a warfarin-tolerant population,
this survivor bias would be reflected in fewer events overall, both
ischemic and hemorrhagic, lower INR variability, and a higher
percentage of time in range. The increased INR variability attribut-
able to new warfarin use would heighten the already expected
differences due to the use of multiple thromboplastin reagents,
instruments, and testing methodologies. Differences in INR variabil-
ity or time in the therapeutic range may have placed SPORTIF V
patients at lower risk for the primary end point.

Potential Risk-Modifying Concomitant Therapy
Differences in exposure to other medications that have the potential
to alter stroke risk over time were also evaluated. Ascertainment of
concomitant medications in the SPORTIF program was conducted at
prespecified points throughout the trial periods. Specific drugs of
interest included hydroxymethylglutaryl coenzyme A reductase in-
hibitors (statins), aspirin, and drugs that inhibit the renin–angioten-
sin–aldosterone system. Because the majority of patients who were
taking these medications at baseline were still taking them at the end
of follow-up, we analyzed medication as a binary variable.

Additional Covariates
Other variables of interest that may have contributed to differences
in risk included demographic features, known risk factors for stroke
(hypertension, heart failure, diabetes, and prior stroke), weight, body
mass index, high-density lipoprotein (HDL), low-density lipoprotein,
creatinine clearance, and smoking status. Because differences in
blood pressure control may have existed between the 2 trials, we also
assessed the effect of mean systolic and diastolic blood pressure in
addition to analyzing hypertension as a binary variable. Physical
examinations that included determination of vital signs were per-
formed at prespecified intervals according to the study protocol:

baseline, 1, 3, and 6 months and 6-month intervals throughout the
trial period.

Statistical Analyses
The Kolmogorov-Smirnov test was adopted for testing the equality
of different empirical distribution functions. Cox regression models
with stroke/systemic embolic event as the dependent variable were
used to first define the univariate associations of the covariates and
outcome among patients taking warfarin in both trials. Stepwise
model selection was used for the multivariable Cox regression to
define the covariates that were independently associated with stroke
and included only those variables from univariate analysis that
achieved significance at the 5% level and maintained this level of
significance in the presence of other selected covariates in the
multivariate model. In the primary univariate analyses, a statistically
significant study factor (V/III) was found, ie, patients on warfarin in
SPORTIF V were at approximately half the estimated risk for stroke
as patients on warfarin in SPORTIF III (hazard ratio�0.541; 95%
CI, 0.358 to 0.824). We next sought to define the relationship
between covariates and the study factor with bivariate analyses.
Using Cox regression, we evaluated whether differences in distribu-
tions of risk factors or other variables between the 2 studies could
help to explain the difference in event rates. Models with study factor
(V/III) plus one additional covariate, one at a time, were used to
assess the effect of the covariate on the estimated hazard ratio (0.54)
of the study factor. Those factors having the largest impact were then
added to the primary multivariable model. Analyses were performed
in SAS (version 8.2; SAS Institute, Inc, Cary, NC).

Results

Baseline Characteristics
As previously highlighted in the pooled analysis, there were
significant differences in baseline characteristics between
SPORTIF V and SPORTIF III.5 Patients randomized to
warfarin in the North American (SPORTIF V) trial were older
(mean age, 71.6 years versus 70.1 years) and more had
hypertension (Table 1). Fewer patients had a history of stroke
(18% versus 24%), and a greater proportion of patients were
obese. In SPORTIF V, more patients were taking warfarin at
study entry (85% versus 73%), a statin (47% versus 30%),
and aspirin (25% versus 17%). Similar proportions of patients
were taking angiotensin-converting enzyme inhibitors.

Blood Pressure Control
Although more patients in SPORTIF V had hypertension,
blood pressure was controlled to a greater degree in SPOR-
TIF V (Table 2).7 Mean systolic blood pressure at entry was
132.6 mm Hg versus 139.0 mm Hg among patients in SPOR-
TIF III. Longitudinal assessment of blood pressure revealed
that 78% of warfarin-treated patients in SPORTIF V had a
mean systolic blood pressure of less than 140 mm Hg
compared with 63% of warfarin-treated patients in SPORTIF
III (P�0.001).

Anticoagulation Control
Despite different methodologies for warfarin dosing and INR
measurement, the overall time spent in the therapeutic range,
2.0 to 3.0, was nearly identical in the 2 trials, 68% versus 66%
for SPORTIF V versus SPORTIF III and 83% versus 81% for
time in the expanded range of 1.8 to 3.2 as has been
previously reported.5 Proportion of time in the INR range �2
was 20% versus 19% and 12% versus 15% for INR �3.
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However, the proportion of individual patients whose INR
was maintained between 2.0 and 3.0 for at least 50% of the
time was different in SPORTIF V versus SPORTIF III, 85%
versus 79.5% (P�0.001). This finding at least in part reflects
the higher proportion of prevalent warfarin users enrolled in
the North American trial (Figures 1 and 2). INR variability
was lower in SPORTIF V (SD, 0.63 versus 0.72). INR
variability was considerably lower among those patients
taking warfarin at study entry compared with those newly
starting therapy (SD, 0.61 versus 0.85; P�0.001).

Risk Factors for Stroke and Study Factor Analysis
Among patients taking warfarin, independent risk factors for
stroke included prior stroke/transient ischemic attack, coro-
nary artery disease, time in INR range, weight, and study, ie,
patients in SPORTIF V were at approximately 40% lower
risk than patients in SPORTIF III (Table 3). Covariates
identified in bivariate analyses as having the strongest influ-
ence on the study factor (V/III) were added to the primary
multivariable model. As shown in Table 4, after adjusting for
these 5 factors, ie, systolic blood pressure, HDL, statin use,
INR variability, and prevalent warfarin use, the effect of the
study factor was diminished and no longer statistically
significant. This finding suggests that the collective impact
(joint confounding) of these covariates helps to explain the
disparate stroke event rates experienced within the 2 trials.
These factors were sufficiently correlated with the study
factor such that after adjusting for them, there was no longer
a significant difference between the study groups.

Discussion
Warfarin is highly effective in reducing the risk of ischemic
stroke in AF. In the pooled analysis of the first 5 randomized
trials, the event rate on placebo was 4.94% compared with
1.91% on oral anticoagulant therapy.8 In the open-label
SPORTIF III trial, the rate of all stroke/systemic embolism
was 2.30% on warfarin and 1.16% in SPORTIF V. The
difference in event rates on warfarin between the 2 trials has
not previously been studied in detail. In this analysis, we
found a joint confounding effect of systolic blood pressure,

Table 1. Baseline Clinical Characteristics of Warfarin-Treated
Patients in SPORTIF III versus SPORTIF V*

SPORTIF III
(N�1703)

SPORTIF V
(N�1962)

Variables, % (n)

Age �75 yr 33 (565) 42 (820)†

Female 30 (507) 31 (609)

Prior stroke/TIA 24 (405) 18 (348)†

Hypertension 72 (1230) 81 (1582)†

Heart failure‡ 34 (584) 40 (788)†

Diabetes mellitus 22 (377) 25 (483)

Coronary artery disease 40 (675) 48 (944)†

Creatinine clearance �50, mL/min 14 (228) 13 (260)

Vitamin K antagonist at entry 73 (1235) 85 (1661)†

Body weight �100 kg 11 (182) 25 (494)†

Body mass index �30, kg/m2 31 (520) 40 (790)†

HDL, mmol/L, mean (SD)§ 1.27 (0.38) 1.20 (0.39)†

LDL, mmol/L, mean (SD)§ 3.16 (0.93) 2.82 (0.86)†

Concomitant medications, % (n)

Aspirin 17 (290) 25 (482)†

Angiotensin-converting enzyme inhibitor 53 (896) 53 (1041)

Angiotensin-receptor blocker 12 (202) 15 (296)

HMG-CoA reductase inhibitor 30 (504) 47 (928)†

ACEI�HMG-CoA reductase inhibitor 17 (290) 29 (566)†

*Stroke Prevention using an ORal Thrombin Inhibitor in atrial
Fibrillation�SPORTIF.

†P�0.001.
‡Left ventricular ejection fraction �40% or symptomatic heart failure.
§Multiply by 39 to convert to mg/dL.
TIA indicates transient ischemic attack; LDL, low-density lipoprotein; HMG-

CoA, hydroxymethylglutaryl coenzyme A; ACEI, angiotensin-converting enzyme
inhibitor.

Table 2. Distribution of Warfarin-Treated Patients in SPORTIF
III and SPORTIF V by Mean Systolic Blood Pressure During the
Trial Period (P<0.001)

Mean SBP Category,
mm Hg

SPORTIF III
(N�1703)

SPORTIF V
(N�1962)

84–119.9 214 (12.6%) 410 (20.9%)

120–139.9 865 (50.8%) 1111 (56.6%)

140–159.9 561 (32.9%) 411 (21.0%)

160–179.9 61 (3.6%) 30 (1.5%)

180–191.7 2 (0.1%) 0

SBP indicates systolic blood pressure.

Figure 1. Distribution of patients on warfarin by percentage of
time spent in the INR range of 2 to 3. The hypothesis of equal
distributions was rejected, P�0.0004, by the Kolmogorov-
Smirnov test.

Figure 2. Distributions for the percentage of time by INR level
according to warfarin status at entry. The hypothesis of equal
distributions was rejected, P�0.0001, by the Kolmogorov-
Smirnov test.
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HDL, statin use, INR variability, and prevalent warfarin
status that may help to explain the lower event rate among
patients taking warfarin in SPORTIF V.

Despite similar aggregate time in range, more individual
patients in SPORTIF V maintained the therapeutic range
compared with SPORTIF III. SPORTIF V enrolled 85% of
patients taking warfarin at study entry compared with 73% in
SPORTIF III, and INR variability was less. SPORTIF V used
a double-blind design with sham INR testing, a standardized
point-of-care instrument, uniform thromboplastin, and a cen-
tralized laboratory for dosing of warfarin. These controlled
experimental conditions would be difficult to duplicate in
real-world care, and in this respect, SPORTIF III more
closely reflects clinical practice. The effect of INR intensity
on risk of stroke has been well described.9,10 This was also
recently shown in a pooled analysis of warfarin-treated
patients in the SPORTIF program.11 White et al found the rate
of stroke/systemic embolism to be 2.10% among patients
with �60% time in the therapeutic INR range compared with
1.07% for patients with �75% time in range. In contrast to
the early AF trials that established the efficacy of warfarin
versus placebo, newer antithrombotic drugs are being com-
pared with warfarin. There is an important survivor bias
inherent to prevalent warfarin use that has been underrecog-
nized. New use of warfarin is more closely associated with
incident AF, which is a risk-prone period for stroke and
hemorrhage.12–15 Prevalent warfarin use denotes a warfarin-
tolerant, lower-risk population.16 In addition, patients who
have been taking warfarin for longer periods of time have a
unique training advantage in knowing their own individual
triggers for aberrant INR control and have benefited from
multiple medical encounters that reinforced healthy behaviors
and medication adherence. This frequent interface with med-
ical care may also have helped to optimize other stroke risk

factors through improved control of hypertension, diabetes,
and heart failure. For all of these reasons, the distinction
between warfarin-naive and prevalent warfarin use is impor-
tant for trials with warfarin as the comparator. Event rates
will be influenced by the proportions of these patients
enrolled.

Hypertension is a potent risk factor for stroke and its
effects persist despite anticoagulant therapy.9,17 In a pooled
analysis of SPORTIF data, Lip et al found the rate of
stroke/systemic embolism to increase substantially at mean
systolic blood pressures of 140 mm Hg and greater (2.4%
versus 1.4% for mean systolic blood pressure
�140 mm Hg).7 In addition to the differences related to
warfarin, our data suggest that blood pressure control, statin
use, and HDL collectively lowered the risk of patients
enrolled in SPORTIF V. This finding is supported by a
growing body of evidence affirming the complex endothelial
and antithrombotic actions of statin drugs and HDL.18–26

Evidence also exists for additional benefits of combination
therapy and effects of renin–angiotensin–aldosterone inhibi-
tors that are independent of the blood pressure-lowering
effects.27–31 Estimate of risk related to hypertension is ob-
scured by studies that rely on diagnostic codes for hyperten-
sion rather than blood pressure measurement, which is
essential to discriminate among these different effects.

Distinct from stroke risk factors derived from placebo
populations, risk of stroke among individuals taking warfarin
provides insight into factors that either influence risk inde-
pendent of anticoagulation or factors that modulate the
efficacy of warfarin. There are comparatively fewer studies of
stroke risk among warfarin-treated patients with AF. The
prospective study of 364 individuals by Poli and colleagues

Table 4. Joint Confounding Effect After Addition of the 5
Covariates Most Strongly Associated With the Study Factor Into
the previous Multivariate Analysis*

Univariate Multivariate

Variable HR (95% CI) HR (95% CI)

Study factor V/III 0.54 (0.36–0.82) 0.77 (0.48–1.23)

Prior stroke/TIA 2.56 (1.69–3.89) 2.32 (1.47–3.64)

CAD 1.60 (1.06–2.41) 1.87 (1.19–2.93)

% time INR �3.0 1.02 (1.00–1.03) 1.01 (1.00–1.03)

Weight 0.20 (0.08–0.50) 0.27 (0.09–0.76)

SBP, mean 1.02 (1.00–1.03) 1.01 (1.00–1.03)

HDL 0.92 (0.56–1.51) 0.78 (0.46–1.35)

Statin therapy 0.73 (0.47–1.13) 0.70 (0.43–1.13)

INR, SD 1.44 (1.09–1.90) 1.30 (0.82–2.06)

Warfarin at entry 0.63 (0.41–0.99) 0.87 (0.52–1.44)

*In a univariate Cox regression, the study factor had HR�0.54 (95% CI, 0.36
to 0.82). In bivariate Cox regression models, the HR (95% CI) for the study
factor changed as follows, when each of these 5 top-ranked risk factors/vari-
ables was added, one at a time: SBP mean (HR�0.59 [0.38 to 0.89�), HDL
(HR�0.57 �0.37 to 0.88�), VKA at entry (HR�0.57 �0.37 to 0.87�), statin use
(HR�0.56 �0.37 to 0.86�), INR, SD (HR�0.56 �0.36 to 0.86�). Their individual
impact in explaining event rate differences between studies was not sufficient,
but their collective impact was.

HR indicates hazard ratio; TIA, transient ischemic attack; CAD, coronary
artery disease; SBP, systolic blood pressure; VKA, vitamin K antagonist.

Table 3. Independent Predictors for Stroke/Systemic Embolic
Event Among Patients Taking Warfarin*

Univariate Multivariate

Variable HR (95% CI) HR (95% CI)

Study factor V/III 0.54 (0.36–0.82) 0.61 (0.39–0.94)

Prior stroke/TIA 2.56 (1.69–3.89) 2.16 (1.40–3.32)

Coronary artery disease 1.60 (1.06–2.41) 1.75 (1.15–2.65)

Percent time INR �3.0 1.02 (1.00–1.03) 1.02 (1.00–1.03)

Weight 0.20 (0.08–0.50) 0.26 (0.10–0.68)

*Thirty-five covariates were assessed by univariate analysis in addition to
the study factor (V/III). Only variables significant at the 5% level, in the presence
of other selected variables, were retained in the final model. Variables in italics
were significant at the 5% level in the unadjusted analysis: age �75 years,
gender, previous stroke/TIA, diabetes, left ventricular dysfunction, mean SBP at
baseline, mean SBP during study, mean DBP at baseline, mean DBP during
study, coronary artery disease, smoker now, smoker ever, mean heart rate at
baseline, mean heart rate during study, weight, total cholesterol, HDL, LDL,
creatinine clearance, warfarin at study entry, mean warfarin dose, SD of
warfarin dose, body mass index, paroxysmal AF, aspirin, class of medication
(beta-blocker, calcium-channel blocker, angiotensin-converting enzyme inhib-
itor, angiotensin-receptor blocker, statin), mean INR, INR SD, percent time INR
within 2.0 to 3.0, percent time INR �3.0, percent time INR �2.0, study factor.

HR indicates hazard ratio; TIA, transient ischemic attack; SBP, systolic blood
pressure, DBP, diastolic blood pressure; LDL, low-density lipoprotein.

3012 Stroke November 2008

 at BOSTON UNIV MEDICAL LIB on August 9, 2011http://stroke.ahajournals.org/Downloaded from 

http://stroke.ahajournals.org/


was limited by the small number of events (n�21).17 We
found prior stroke to persist as a strong risk factor among
warfarin-treated patients as previously reported.9,17 Coronary
artery disease has not consistently been found to be an
independent risk factor for stroke in AF after adjusting for
other known vascular risk factors.8,32 However, coronary
artery disease is a marker of atherosclerotic burden and an
independent predictor of complex aortic plaque, which has
been shown to be independently associated with high throm-
boembolic risk among patients with AF.33 The protective
effect of weight is unexpected. The paradoxical effect of
obesity on cardiovascular outcomes has been reported in
patients with hypertension and coronary artery disease, pa-
tients with heart failure, and in patients treated with early
percutaneous coronary intervention for unstable angina/non-
ST-segment elevation myocardial infarction.34 –36 Touted
mechanisms include detection and treatment bias among
obese patients compared with nonobese patients, upregulation
of endogenous cannabinoids, and complex effects of inflam-
matory cytokines and adiponectin.37–40 Weight may also
reflect warfarin dose and warfarin sensitivity as suggested by
the pooled analysis that found improved INR control with
increasing weight.11

Our study has several limitations. The findings were
derived from a post hoc analysis of the SPORTIF trials.
Residual unmeasured confounding may still exist. We were
unable to measure the effect of homocysteine, which has been
reported to be a risk factor for stroke among patients with AF
taking oral anticoagulants.17 Given the use of multiple throm-
boplastins of varying sensitivity, comparison of INR distri-
butions across trials is less than optimal. The most valid
comparison would require reassay of plasma at a reference
laboratory.

Summary
In this study, we sought to better understand the differences in
event rates among warfarin-treated patients with AF enrolled
in 2 contemporaneous trials. We found that differences in
blood pressure control, INR variability, proportion of preva-
lent warfarin users, statin exposure, and HDL collectively
conferred a lower risk of stroke to patients in SPORTIF V.
These findings suggest that the different event rates were not
due to chance and provide potential insights into stroke risk
among warfarin-treated patients with AF.

Source of Funding
AstraZeneca funded this study and the SPORTIF III and SPORTIF
V trials.

Disclosures
E.M.H. has served in an advisory capacity and received research
grant support from AstraZeneca and Bristol-Myers Squibb; L.F. is an
employee of AstraZeneca.

References
1. Ansell J, Hirsh J, Poller L, Bussey H, Jacobson A, Hylek E. The phar-

macology and management of the vitamin K antagonists: the Seventh
ACCP Conference on Antithrombotic and Thrombolytic Therapy. Chest.
2004;126(suppl):204S–33S.

2. Birman-Deych ERM, Nilasena DS, Gage BF. Use and effectiveness of
warfarin in Medicare beneficiaries with atrial fibrillation. Stroke. 2006;
37:1070–1074.

3. Executive Steering Committee for the SPORTIF III Investigators. Stroke
prevention with the oral direct thrombin inhibitor ximelagatran compared
with warfarin in patients with non-valvular atrial fibrillation. Lancet.
2003;362:1691–1698.

4. Executive Steering Committee for the SPORTIF V Investigators. Ximel-
agatran vs warfarin for stroke prevention in patients with nonvalvular
atrial fibrillation. JAMA. 2005;293:690–698.

5. Diener HC; Executive Steering Committee SPORTIF III and V Investi-
gators. Stroke prevention using the oral direct thrombin inhibitor ximel-
agatran in patients with non-valvular atrial fibrillation. Pooled analysis
from the SPORTIF III and V studies. Cerebrovasc Dis. 2006;21:
279–293.

6. Rosendaal FR, Cannegieter SC, van der Meer FJ, Briet E. A method to
determine the optimal intensity of oral anticoagulant therapy. Thrombosis
& Haemostasis. 1993;69:236–239.

7. Lip GY, Frison L, Grind M. Effect of hypertension on anticoagulated
patients with atrial fibrillation. Eur Heart J. 2007;28:752–759.

8. Atrial Fibrillation Investigators. Risk factors for stroke and efficacy of
antithrombotic therapy in atrial fibrillation. Analysis of pooled data from
five randomized controlled trials. Arch Intern Med. 1994;154:
1449–1457.

9. Hylek EM, Skates SJ, Sheehan MA, Singer DE. An analysis of the lowest
effective intensity of prophylactic anticoagulation for patients with non-
rheumatic atrial fibrillation. N Engl J Med. 1996;335:540–546.

10. SPAF Investigators. Adjusted-dose warfarin versus low-intensity,
fixed-dose warfarin plus aspirin for high-risk patients with atrial fibril-
lation: stroke prevention in Atrial Fibrillation III randomised clinical trial.
Lancet. 1996;348:633–638.

11. White HD, Gruber M, Feyzi J, Kaatz S, Tse HF, Husted S, Albers GW.
Comparison of outcomes among patients randomized to warfarin therapy
according to anticoagulation control. Arch Intern Med. 2007;167:
239–245.

12. Wang TJ, Massaro JM, Levy D, Vasan RS, Wolf PA, D’Agostino RB,
Larson MG, Kannel WB, Benjamin EJ. A risk score for predicting stroke
or death in individuals with new-onset atrial fibrillation in the com-
munity: the Framingham Heart Study. JAMA. 2003;290:1049–1056.

13. Lehto M, Snapinn S, Dickstein K, Swedberg K, Nieminen MS. Prognostic
risk of atrial fibrillation in acute myocardial infarction complicated by left
ventricular dysfunction: the OPTIMAAL experience. Eur Heart J. 2005;
26:350–356.

14. Gitter MJ, Jaeger TM, Petterson TM, Gersh BJ, Silverstein MD. Bleeding
and thromboembolism during anticoagulant therapy: a population-based
study in Rochester, Minnesota. Mayo Clin Proc. 1995;70:725–733.

15. DiMarco JP, Flaker G, Waldo AL, Corley SD, Greene HL, Safford RE,
Rosenfeld LE, Mitrani G, Nemeth M; AFFIRM Investigators. Factors
affecting bleeding risk during anticoagulant therapy in patients with atrial
fibrillation: observations from the AFFIRM Study. Am Heart J. 2005;
149:650–656.

16. Hylek EM, Evans-Molina C, Shea C, Henault LE, Regan S. Major
hemorrhage and tolerability of warfarin in the first year of therapy among
elderly patients with atrial fibrillation. Circulation. 2007;115:2689–2696.

17. Poli D, Antonucci E, Cecchi E, Marcucci R, Liotta AA, Cellai AP, Lenti
M, Gensini GF, Abbate R, Prisco D. Culprit factors for the failure of
well-conducted warfarin therapy to prevent ischemic events in patients
with atrial fibrillation: the role of homocysteine. Stroke. 2005;36:
2159–2163.

18. Casani L, Sanchez-Gomez S, Vilahur G, Badimon L. Pravastatin reduces
thrombogenicity by mechanisms beyond plasma cholesterol lowering.
Thrombosis & Haemostasis. 2005;94:1035–1041.

19. Fukuta H, Sane DC, Brucks S, Little WC. Statin therapy may be asso-
ciated with lower mortality in patients with diastolic heart failure: a
preliminary report. Circulation. 2005;112:357–363.

20. Mineo C, Deguchi H, Griffin JH, Shaul PW. Endothelial and anti-
thrombotic actions of HDL. Circ Res. 2006;98:1352–1364.

21. Sanguigni V, Pignatelli P, Lenti L, Ferro D, Bellia A, Carnevale R,
Tesauro M, Sorge R, Lauro R, Violi F. Short-term treatment with ator-
vastatin reduces platelet CD40 ligand and thrombin generation in hyper-
cholesterolemic patients. Circulation. 2005;111:412–419.

22. Sola S, Mir MQS, Lerakis S, Tandon N, Khan BV. Atorvastatin improves
left ventricular systolic function and serum markers of inflammation in
nonischemic heart failure. J Am Coll Cardiol. 2006;47:332–337.

Hylek et al Stroke Rates on Warfarin 3013

 at BOSTON UNIV MEDICAL LIB on August 9, 2011http://stroke.ahajournals.org/Downloaded from 

http://stroke.ahajournals.org/


23. Wadham C, Albanese N, Roberts J, Wang L, Bagley CJ, Gamble JR, Rye
KA, Barter PJ, Vadas MA, Xia P. High-density lipoproteins neutralize
C-reactive protein proinflammatory activity. Circulation. 2004;109:
2116–2122.

24. Haendeler JH, Zeiher AM, Dimmeler S. Antioxidant effects of statins
via S-nitrosylation and activation of thioredoxin in endothelial cells.
Circulation. 2004;110:856–861.

25. Lee T-S, Chang C-C, Zhu Y, Shyy J. Simvastatin induces heme oxygen-
ase-1. Circulation. 2004;110:1296–1302.

26. Eichinger S, Pecheniuk NM, Hron G, Deguchi H, Schemper M, Kyrle
PA, Griffin JH. High density lipoprotein and the risk of recurrent venous
thromboembolism. Circulation. 2007;115:1609–1614.

27. Koh KK, Quon MJ, Han SH, Chung WJ, Ahn JY, Seo YH, Kang MH,
Ahn TH, Choi IS, Shin EK. Additive beneficial effects of losartan
combined with simvastatin in the treatment of hypercholesterolemic,
hypertensive patients. Circulation. 2004;110:3687–3692.

28. Arima H, Hart RG, Colman S, Chalmers J, Anderson C, Rodgers A,
Woodward M, MacMahon S, Neal B. Perindopril-based blood pressure-
lowering reduces major vascular events in patients with atrial fibrillation
and prior stroke or transient ischemic attack. Stroke. 2005;36:2164–2169.

29. Olsson LG, Swedberg K, Ducharme A, Granger CB, Michelson EL,
McMurray JJ, Puu M, Yusuf S, Pfeffer MA. Atrial fibrillation and risk of
clinical events in chronic heart failure with and without left ventricular
systolic dysfunction: results From the Candesartan in Heart failure-
Assessment of Reduction in Mortality and morbidity (CHARM) Program.
J Am Coll Cardiol. 2006;47:1997–2004.

30. Wachtell K, Hornestam B, Lehto M, Slotwiner DJ, Gerdts E, Olsen MH,
Aurup P, Dahlof B, Ibsen H, Julius S, Kjeldsen SE, Lindholm LH,
Nieminen MS, Rokkedal J, Devereux RB. Cardiovascular morbidity and
mortality in hypertensive patients with a history of atrial fibrillation: the
Losartan Intervention for End Point Reduction in Hypertension (LIFE)
Study. J Am Coll Cardiol. 2005;45:705–711.

31. Schmieder RE, Hilgers KF, Schlaich MP, Schmidt BM. Renin–angioten-
sin system and cardiovascular risk. Lancet. 2007;369:1208–1219.

32. Watson T, Shanstila E, Lip GYH. Management of atrial fibrillation: an
overview of the NICE guidance on AF management. Br J Cardiol.
2007;14:23–28.

33. Zabalgoitia M, Halperin JL, Pearce LA, Blackshear JL, Asinger RW, Hart
RG. Transesophageal echocardiographic correlates of clinical risk of
thromboembolism in nonvalvular atrial fibrillation. Stroke Prevention in
Atrial Fibrillation III Investigators. J Am Coll Cardiol. 1998;31:
1622–1626.

34. Uretsky S, Messerli FH, Bangalore S, Champion A, Cooper-DeHoff RM,
Zhou Q, Pepine CJ. Obesity paradox in patients with hypertension and
coronary artery disease. Am J Med. 2007;120:863–870.

35. Horwich TB, Fonarow GC, Hamilton MA, MacLellan WR, Woo MA,
Tillisch JH. The relationship between obesity and mortality in patients
with heart failure. J Am Coll Cardiol. 2001;38:789–795.

36. Buettner HJ, Mueller C, Gick M, Ferenc M, Allgeier J, Comberg T,
Werner KD, Schindler C, Neumann F. The impact of obesity on mortality
in UA/non-ST-segment elevation myocardial infarction. Eur Heart J.
2007;28:1694–1701.

37. Wannamethee SG, Whincup PH, Lennon L, Sattar N. Circulating adi-
ponectin levels and mortality in elderly men with and without cardiovas-
cular disease and heart failure. Arch Intern Med. 2007;167:1510–1517.

38. Laughlin GA, Barrett-Connor E, May S, Langenberg C. Association of
adiponectin with coronary heart disease and mortality: the Rancho
Bernardo Study. Am J Epidemiol. 2007;165:164–174.

39. Feldman AM, Combes A, Wagner D, Kadakomi T, Kubota T, Li YY,
McTiernan C. The role of tumor necrosis factor in the pathophysiology of
heart failure. J Am Coll Cardiol. 2000;35:537–544.

40. Steffens S, Veillard NR, Arnaud C, Pelli G, Burger F, Staub C, Karsak M,
Zimmer A, Frossard JL, Mach F. Low dose oral cannabinoid therapy
reduces progression of atherosclerosis in mice. Nature. 2005;434:
782–786.

3014 Stroke November 2008

 at BOSTON UNIV MEDICAL LIB on August 9, 2011http://stroke.ahajournals.org/Downloaded from 

http://stroke.ahajournals.org/


EDITORIAL

Methodological considerations for interpretation of rates
of major haemorrhage in studies of anticoagulant
therapy for atrial fibrillation
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This editorial refers to ‘Anticoagulation for elderly patients
with atrial fibrillation: not to be neglected’ by J. S. Taggar
and G. Y. H. Lip, on page 1

Major haemorrhage is a significant concern for elderly
patients with atrial fibrillation (AF) taking anticoagulant
therapy. Two recently published studies have demonstrated
conflicting results with regard to the incidence of major
haemorrhage on warfarin in this age group. The Birmingham
Atrial Fibrillation Treatment of the Aged Study1 (BAFTA) ran-
domized 973 patients with AF aged 75 years or more to
warfarin or aspirin. During the 2.7 year mean follow-up,
the incidence of major haemorrhage was nearly identical
in the two study arms (1.9% per year for warfarin vs. 2.2%
for those taking aspirin). In contrast, a single centre, incep-
tion cohort study identified a significantly greater incidence
of major haemorrhage in elderly patients initiating warfarin
for stroke prevention in AF:2 7.2% per year in a population
with mean age 77 years, increased to 13.1% per year
among those aged 80 and older.

How can such disparate rates be reconciled? The answers
are found in the key elements of study design which guide
the interpretation of event rates. These studies contrasting
results demonstrate the importance of assessing study
design, patient population (with particular regard to selec-
tion bias), length of observation, definition of major haem-
orrhage, specific anticoagulant, quality of anticoagulation
control, and use of other risk-modifying therapy.

Study design

Randomized controlled trials are the most valid assessment of
an intervention. Although often criticized for the highly

selected nature of the study population, a trial’s first priority
is to ensure internal validity to facilitate an objective assess-
ment of efficacy. Anticipated drop-out rates should be low
and medication adherence rates should be high. Translating
trial results into real-world practice can be challenging
because the patient populations are often considerably
different (external validity). Observational studies provide
important insight into clinical practice, but these designs
are also subject to bias. A source of bias that affects both
randomized trials and observational studies is enrolment of
prevalent users of warfarin opposed to those newly starting
therapy. Bleeding events are more likely to occur early in the
treatment course, and new users are often sicker at baseline
and therefore more likely to stop therapy.3 Patients who
remain on warfarin (prevalent users) are the ‘survivors’ and
are a lower risk group compared with those individuals who
‘dropped out’. Trials and non-inception cohorts that predomi-
nantly enrol prevalent warfarin users will have lower event
rates.

In BAFTA, 40% of subjects were taking warfarin at study
entry; 100% of patients enrolled in the inception cohort
study were newly starting warfarin. The latter study
found the risk of haemorrhage was significantly increased
during the first 90 days of therapy (IRR 3.31, 95% CI
1.51–7.25). In addition, bleeding and early warfarin ter-
mination occurred more often among patients with a
CHADS2 score of �3. This study demonstrated that higher
risk patients have a disproportionate burden of adverse
events, and that these events occur early following the
initiation of warfarin. Thus, BAFTA may have been vulner-
able to enrolling a population of patients who were not
‘warfarin naı̈ve’. This higher proportion of warfarin
prevalent subjects likely influenced the different major
haemorrhage incident rates in these populations and
emphasized the need for new-user designs in randomized
controlled trials of antithrombotic therapy. Overall there
were too few events in BAFTA to meaningfully assess this
difference.
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Patient population

As is true of any potentially hazardous medication, the
initial selection bias related to ‘candidacy’ for the drug is
very difficult to overcome. This decision is often subjective
and frequently based on relative rather than absolute con-
traindications to anticoagulant therapy. Trials often further
restrict enrolment of patients perceived to be at the
lowest risk for haemorrhage. The setting in which patients
are identified also has critical implications: the period
immediately post-hospital discharge is more risk-laden, for
instance, than recruitment from routine care in an ambulat-
ory setting. Patients identified from a hospitalization will
likely also have a greater degree of comorbidities.

The patient populations enrolled in the two studies were
distinctly different. Inclusion in BAFTA was restricted to
patients for whom there was clinical uncertainty as to
whether aspirin or warfarin should be used. This criterion
therefore favoured enrolment of patients at lower risk of
stroke and lower risk of haemorrhage. It is challenging to
assert equipoise in aspirin vs. warfarin for patients with
heart failure or high CHADS2 scores. Given the 50% likelihood
of being randomized to warfarin, it also seems unlikely that
these patients were deemed to be at high risk of haemor-
rhage. Exclusion criteria in BAFTA included: major haemor-
rhage in previous 5 years, intracranial haemorrhage,
endoscopically proven peptic ulcer disease in the previous
year, oesophageal varices, or surgery within the past 3
months. In contrast, by principle of study design, the incep-
tion cohort study had none of these exclusion criteria.
Patients were deemed warfarin candidates independent of
the study and placed on this anticoagulation regimen,
regardless if they had any of the exclusion criteria articu-
lated by the BAFTA investigators. In point of fact, 10% of
patients had a history of gastrointestinal or other bleed.
BAFTA enrolled 100% of its participants from the ambulatory
setting, while the inception cohort study identified a third of
its patients at hospital discharge. Twenty-eight percent of
patients enrolled in BAFTA had a CHADS2 score of �3; this
is in comparison with the 44% of patients in the cohort
study aged 80 years or greater.

Length of observation

Because adverse events are more likely to occur early among
new users of anticoagulant therapy, longer-term follow-up
disproportionately reflects the experience of the warfarin
‘survivors’. The number of hemorrhagic events decreases
over time while the person-year denominator continues to
be enriched by prevalent users of warfarin.

BAFTA’s mean follow up was 2.7 years. However, the incep-
tion cohort was designed purposefully to truncate observation
at 1 year of warfarin therapy. Had the exposure period been
extended, the ‘surviving’ patients would have continued to
contribute to the person-years in the denominator resulting
in a lower reported rate of major haemorrhage.

Definition of major haemorrhage

Broad, less restrictive definitions of haemorrhage serve to
inflate event rates. Reporting of aggregate bleeding rates
(major plus minor) tends to deter use of warfarin in clinical
practice. This is particularly problematic in AF given the

increased disability and mortality related to stroke in AF.
The inception cohort study used the definition of major
haemorrhage promulgated by the International Society of
Haemostasis and Thrombosis: fatal bleeding or symptomatic
bleeding in a critical area or organ, such as intracranial,
intraspinal, intraocular, retroperitoneal, intraarticular or
pericardial, or intramuscular with compartment syndrome,
and/or bleeding causing a fall in haemoglobin level of
20 g/L (1.24 mmol/L) or more, or leading to transfusion of
two units of packed red blood cells.4

Therefore, the reported rate of 7.2% for major haemor-
rhage is not due to inclusion of minor events.

Characteristics of the anticoagulant drug

Both studies exclusively used warfarin and experienced
nearly identical time above the therapeutic range (BAFTA
14% vs. 13%). Thus, the difference in bleeding rates was
not attributable to different drug pharmacokinetics or sub-
optimal anticoagulation control. Adherence to warfarin in
BAFTA was stated to be 67% which may have biased
towards lower rates of bleeding in the intention to treat
analysis. The investigators acknowledged this possibility,
but noted no difference in the on-treatment analyses.

Use of other risk-modifying therapy

It is unclear in BAFTA if patients randomized to warfarin had
access to over-the-counter aspirin. The hazards of dual
therapy are now being more fully realized as this combi-
nation is being prescribed with increasing frequency to
older patients.5,6 In the uncontrolled, unselected observa-
tional cohort study, 40% of patients were also taking
aspirin for either primary or secondary prevention of cardio-
vascular disease. This higher than expected prevalence of
dual therapy has also been found in other patient popu-
lations.7 Twelve of the 26 major bleeding events in the
cohort study occurred on combination therapy.

Summary comments

These two studies are in marked contrast to one another in
terms of study design, enrolment, patient characteristics
and outcomes. BAFTA enrolled patients with a choice of
anticoagulant therapies and then randomized them to
warfarin or aspirin. In contrast, the inception cohort study
identified a sicker population with more extensive comor-
bidities who had been placed on warfarin and then followed
for the first year. If anything, the BAFTA population reflects
the outcome of a healthier population. It would be interest-
ing to know the rate of haemorrhage among the excluded
patients in the BAFTA trial whose physicians deemed
warfarin to be indicated. These patients are likely more
comparable with those patients enrolled in the inception
cohort study.

The higher rates of major haemorrhage in the inception
cohort study were driven by the unselected nature of the
study population, focus on the initiation period, higher pro-
portion of patients identified at hospital discharge,
restriction to 1-year follow-up, and high prevalence of con-
comitant use of aspirin. The cohort study highlights the clini-
cal complexity of patients with AF encountered in routine
practice and the need for aggressive strategies to optimize
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the benefit of anticoagulant therapy for stroke prevention in
this vulnerable patient population.

Conflict of interest: none declared.
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DITORIAL COMMENT

ual Antiplatelet and Oral
nticoagulant Therapy

ncreasing Use and Precautions
or a Hazardous Combination*

laine M. Hylek, MD, MPH,† David E. Solarz, MD‡

oston, Massachusetts

he prevalence of atrial fibrillation (AF) in the U.S. is
rojected to reach nearly 8 million individuals by 2020 (1).
troke prevention in AF is the most common indication for
arfarin. Approximately one-third of these individuals will

lso have coronary artery disease. Overall, the number of
arfarin prescriptions has increased from 21 million in 1998

o nearly 31 million in 2004 (2). This surge in warfarin use
as paralleled an increase in aspirin use for primary and
econdary prevention of cardiovascular disease. The in-
reased incidence of major hemorrhage, particularly among
he older patient population, is at least in part attributable to
he increased use of combination antithrombotic therapy
3). This risk was also recently highlighted in the Warfarin
ntiplatelet Vascular Evaluation trial that randomized pa-

ients with peripheral arterial disease to antiplatelet or
ombination therapy (4).

See page 56

In this issue of JACC: Cardiovascular Interventions, Ro-
acka et al. (5) report their findings from 127 consecutive
atients discharged on aspirin, a thienopyridine (clopidogrel
r ticlopidine), and warfarin after coronary stent implanta-
ion. Atrial fibrillation was the indication for warfarin in
9% of patients. The mean exposure to combination therapy
as 5.6 � 4.6 months. Of the 127 patients, 6 experienced a
ajor hemorrhage, 4 of which were intracranial hemor-

hages (ICH), and 3 were fatal. Most events occurred within
he first month.

This study importantly adds to the growing body of
vidence documenting the hemorrhagic risk of combined

Editorials published in JACC: Cardiovascular Interventions reflect the views of the
uthors and do not necessarily represent the views of JACC: Cardiovascular Interven-
ions or the American College of Cardiology.

From the †Clinical Epidemiology Unit and Research Unit–Section of General
nternal Medicine, and the ‡Department of Medicine, Boston University School of

edicine, Boston, Massachusetts. Dr. Hylek has received research funding from
l
straZeneca and Bristol-Myers Squibb and has served in an advisory capacity to
ristol-Myers Squibb.

interventions.onlinejDownloaded from 
ual antiplatelet and warfarin therapy. The hazards of triple
herapy after percutaneous coronary intervention were first
ighlighted in a retrospective analysis of 65 patients dis-
harged after coronary stenting on aspirin, clopidogrel, and
arfarin. Six patients (9.2%; 95% confidence interval [CI]
.5 to 19.0) experienced a bleeding complication; 2 met
riteria for major hemorrhage (6). Khurram et al. (7)
ubsequently published a retrospective study of 107 patients.

ajor bleeding occurred in 7 patients (6.6%); the hazard
atio of triple therapy was 5.4 compared with dual antiplate-
et therapy alone. Similar findings were reported from
inland. Among 185 patients treated for a mean of 4
onths, 18 (8.2%) sustained a major hemorrhage, including
ICH (2 related to trauma) (8).
Limitations of these studies include small sample size,

etrospective design, lack of international normalized ratio
INR) data, and small number of events that prohibits
eaningful assessment of risk. In the study by Rogacka et

l. (5), the distribution of hemorrhage raises additional
oncern. Four of the 6 major bleeds were ICH. Information
n blood pressure was not provided. The disproportionate
umber of ICH suggests incomplete ascertainment of major
xtracranial hemorrhage and a subsequent under-estimate of
he aggregate bleeding rate. It is also important to note that
lthough the authors attempt to assess differences in hem-
rrhage with different types of stents, in the absence of
andomized data, this is problematic because of confound-
ng by indication (i.e., patients at higher risk of hemorrhage

ight have preferentially received bare-metal stents to
inimize exposure to triple therapy).
The risk of upper gastrointestinal bleeding or perforated

eptic ulcer with aspirin use increases exponentially with age
9). Aspirin in combination with clopidogrel increases this
isk more than 3-fold (adjusted rate ratio [RR] 3.9, 95% CI
.8 to 5.5), and aspirin plus warfarin increases this risk more
han 6-fold (adjusted RR 6.5, 95% CI 4.3 to 9.9) (10). The
umber needed to harm with antiplatelet therapy is 33
mong high-risk female patients with a history of compli-
ated ulcer who are �80 years of age and 17 for the
omparable risk stratum in men. Nonsteroidal anti-
nflammatory drugs (NSAIDs) in combination with aspirin
reatly magnify this risk (9).

otential Strategies to Minimize
emorrhagic Complications

onsistent risk factors for major hemorrhage on warfarin
nclude older age, anticoagulation intensity, early course of
herapy, prior bleed, and concomitant antiplatelet therapy
11,12). Additional risk factors for ICH include prior stroke
nd hypertension. The clinical challenge is how best to
avigate optimal prevention of thrombosis while minimiz-

ng serious bleeding consequences. Combination antiplate-

et therapy is less effective than warfarin for stroke preven-
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ion in AF (13). Improved risk stratification in AF is a
ogical first step. Current AF guidelines recommend warfa-
in for CHADS2 scores of �2 (Congestive heart failure �
 point; Hypertension � 1 point; Age �75 years � 1 point;
iabetes mellitus � 1 point; prior Stroke/transient ischemic

ttack � 2 points) and aspirin or warfarin for a CHADS2
core of 1 point (14). This point is emphasized by the
urrent study in which 2 of the patients with ICH had
HADS2 scores � 0 and 1.
It is unclear to what degree hemorrhage on triple therapy

s attributable to suboptimal control of warfarin. Proven
trategies to minimize anticoagulant-related bleeding
hould be aggressively implemented, and interventions to
meliorate the hazards of antiplatelet therapy should be
nstituted (Table 1) (15). Prophylactic treatment with the
roton-pump inhibitor (PPI) lansoprazole coupled with
radication of H. pylori infection was shown to significantly
educe the risk of recurrence of ulcer complications associ-
ted with aspirin (16,17). Patients were treated with 100 mg
spirin and lansoprazole 30 mg daily after confirmed H.
ylori eradication. The risk of recurrence was 1.6% in the
PI group (95% CI 0% to 9%) and 14.8% in the placebo
roup (95% CI 7% to 26%); adjusted hazard ratio 9.6 (95%
I 1.2 to 76.1). The number needed to treat was only 7.6 to
revent 1 bleeding complication.

uture Directions

t is possible that newer anticoagulant drugs with shorter
alf-lives and a wider therapeutic window might be safer to

Table 1. Potential Strategies to Minimize Major Hemorrhage
Among Patients on Triple Therapy After Coronary Stent Implantation

1. Vigilant INR monitoring in the first 4 weeks, especially among patients newly
starting warfarin or antiplatelet therapy

2. Judicious use of “bridging therapy” with heparin (e.g., highest-risk mechanical
prosthetic heart valve, venous thromboembolism within 3 months)

3. Improved risk stratification for warfarin use in patients with AF
(CHADS2 score �2)

4. Increased awareness of the most potent risk factors for erratic INR control:
decompensated heart failure, enteral feeding, erratic dietary vitamin K intake,
amiodarone therapy, chemotherapy, protracted new use of high-dose
acetaminophen

5. Attention to blood pressure control with goal �130/80 mm Hg (15)

6. Prophylactic proton-pump inhibition for patients with peptic ulcer disease

7. Eradication of H. pylori in patients with peptic ulcer disease and
uninvestigated dyspepsia (17)

8. Explicit warnings regarding use of over-the-counter NSAIDs and aspirin-
containing compounds

9. Physical therapy/safety evaluation before discharge to minimize fall risk

10. There is insufficient evidence to support lower INR target intensities; patients
and their caregivers need to be cognizant of the trade-offs inherent to this
strategy

AF � atrial fibrillation; CHADS2 � Congestive heart failure, Hypertension, Age �75 years, Diabe-

tes mellitus, prior Stroke/transient ischemic attack; INR � international normalized ratio; NSAIDs

� nonsteroidal anti-inflammatory drugs.
se in combination with antiplatelet therapy. The balance
interventions.onlinejDownloaded from 
etween antithrombotic potency and safety will demand
mproved risk stratification particularly among individuals

75 years of age as highlighted by the recent trial that
ompared clopidogrel with prasugrel for the prevention of
n-stent thrombosis (18). The mean age of trial participants
as 61 years, and 13% were �75 years of age. Insights into

he mechanisms of enhanced gastrointestinal susceptibility
o antithrombotic therapy particularly in the elderly patient
opulation warrant further study (19). Further data, prefer-
ntially from randomized trials, are needed to better assess
he effects of staggered therapy, single versus dual antiplate-
et therapy and warfarin, and optimal duration of antiplate-
et therapy among different risk subgroups (20).

eprint requests and correspondence: Dr. Elaine M. Hylek,
oston University School of Medicine, Clinical Epidemiology
nit and Research Unit–Section of General Internal Medicine, 91
ast Concord Street, Suite 200, Boston, Massachusetts 02118.
-mail: ehylek@bu.edu.
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EDITOR’S CORRESPONDENCE

RESEARCH LETTER

The Representation of Women on the
Editorial Boards of Major Medical Journals:
A 35-Year Perspective

I n their recent landmark report on gender bias in sci-
ence and engineering, the National Academy of Sci-
ences and Institute of Medicine called for “reason-

able representation of women on editorial boards and in
other significant leadership positions.”1(pS7) Indeed, mem-
bership on the editorial board of a major medical jour-
nal is a highly visible, prestigious appointment and af-
fords one the opportunity to have a substantial impact
on the nature of the published scholarly discourse of aca-
demic medicine. Despite the increased entry of women
into the medical profession over the past several de-
cades, with women constituting half of the current medi-
cal school class,2 some have suggested that women may
remain substantially underrepresented in senior leader-
ship positions, including editorial positions at biomedi-
cal journals.3

This study examines the gender distribution of editors-
in-chief and members of the editorial boards of 16 ma-
jor medical journals over time to determine the extent
to which women have achieved these influential posi-
tions within the academic medical community.

Methods. We focused on 16 prominent biomedical jour-
nals that publish original research, selected after consid-
eration of published journal impact factors,4,5 citation half-
life, and comments solicited from medical school faculty
members regarding the long-term prestige and impor-
tance of the various journals in their fields. We in-
cluded 5 major, English-language, general medical jour-
nals published in the United States, United Kingdom, and
Canada—The Journal of the American Medical Associa-
tion (JAMA), The New England Journal of Medicine (NEJM),
The Lancet (Lancet), British Medical Journal (BMJ), and
Canadian Medical Association Journal (CMAJ)—that pub-
lish clinically oriented research of interest to practition-
ers of all medical specialties. We also selected 6 journals
specific to 4 major clinical specialty fields: internal medi-
cine (Annals of Internal Medicine [Ann Intern Med] and
Archives of Internal Medicine [Arch Intern Med]), surgery
(Annals of Surgery [Ann Surg]), obstetrics and gynecol-
ogy (Obstetrics and Gynecology [Obstet Gynecol]), and pe-
diatrics (The Journal of Pediatrics [ J Pediatr] and Pediat-
rics). In addition, we examined 5 journals that report
research in the experimental biomedical sciences: Cell,
Nature Medicine (Nature Med), Science, The Journal of Ex-

perimental Medicine ( J Exp Med), and The Journal of Clini-
cal Investigation ( J Clin Invest).

The lists of editorial board members and names of edi-
tors-in-chief published in the first issues of the years 1970,
1975, 1980, 1985, 1990, 1995, 2000, and 2005 were ex-
amined for each journal to determine number and gen-
der. Gender was determined by initial inspection of first
name; for cases in which gender was not certain, at-
tempts were made to discern gender through Internet
searches using the Google (Google Inc, Mountain View,
California) search engine or by communication with the
journal’s editorial offices.

Other editors (such as senior editors, deputy editors,
and assistant editors) and editorial staff members (such
as editorial assistants, copy editors, and statistical con-
sultants) were not included in the analyses that are pre-
sented here. Gender information was collected for the se-
nior editorial staff of each journal in each of the years
studied, and these data are available to interested read-
ers on request to the corresponding author. Given the
heterogeneity in titles, qualifications, and duties for edi-
torial staff positions across the different journals, it was
not possible to summarize these data with an acceptable
degree of clarity or consistency in this report.

For certain journals, the group of biomedically trained
professionals appearing to serve the role of editorial board
was not called “editorial board” but rather held a different
title (eg, International Advisory Board and Advisory Edi-
tors). In these cases, the specific title of the individuals ana-
lyzed is listed inTable1. Individuals who served as editors-
in-chief or editorial board members in multiple years were
counted in each year in which their names were listed.

The tabulated data were stored in an Excel database
(Microsoft Corporation, Redmond, Washington) and ana-
lyzed using SAS version 9.1 statistical software (SAS In-
stitute Inc, Cary, North Carolina) to determine the gen-
der distribution of members of the editorial board for each
journal. Percentages were calculated from only those
names with gender determined; names for which gen-
der could not be identified were excluded from all analy-
ses. Because the size of the editorial boards varied con-
siderably from journal to journal, an analysis in which
the percentage of women was averaged from each jour-
nal (to weight equally each journal) was also per-
formed. Reported P values pertain to the significance of
trends over time in these data.

Results. Gender was determined for 3218 of the 3237
names (99.4%) of editorial board members listed in the
selected journals in the years studied. Gender was de-
termined for 115 of 118 editors-in-chief (97.5%) listed.

Table 1 presents the detailed gender distribution of
editorial board members and editors-in-chief. Overall, 371
(11.5%) of the editorial board members were female. This
figure rose from 1.4% in 1970 to 16.0% in 2005. Signifi-
cant trends of increased female representation were evi-
dent for a number of the analyzed journals that had edi-
torial boards over the 35-year period (Table 1). However,
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women remained in the minority on all editorial boards
studied, and markedly so for some. Fewer than 15% of
the editorial board members of the NEJM and Cell in each
year studied, and fewer than 10% of the members of the
editorial board of Ann Surg in each year were women.

Table 2 presents the mean percentage of women
among editorial board members, with each journal
weighted equally. Overall, this percentage rose from 1%
in 1970 to 21% in 2005. Table 2 also details the mean
percentage of women by journal type. In 2005, the mean
percentage of women was 22% in the general medical jour-
nals, 25% in the clinical specialty medical journals, and
15% in the biomedical science journals. These differ-
ences were not statistically significant (P=.89 for the com-
parison of the percentage female in the general medical
journals vs the basic science journals and P=.27 for the
percentage female in the specialty medical vs basic sci-
ence journals).

In the year 2000, all 5 general medical journals listed
editorial boards; these were compared by the journal’s
national origin. The representation of women on the edi-
torial boards of the 3 general medical journals pub-

lished in the United Kingdom and Canada differed sig-
nificantly from the proportion of women on the editorial
boards of the 2 general medical journals published in the
United States in that year. Of the 50 editorial board mem-
bers for the 2 American general journals ( JAMA and
NEJM), 6 (12.0%) were female, and 29 (27.1%) of the
107 editorial board members of the Canadian (CMAJ) and
British (The Lancet and BMJ) journals were female. This
difference was statistically significant (P=.04).

Overall, 8 (7.0%) of the editors-in-chief listed were
female (7 individuals, with 1 individual serving during
2 of the years studied). The journals ever having female
editors-in-chief in the studied years were JAMA, NEJM,
Cell, J Exp Med, and Nature Med. Journals having female
editors-in-chief were not significantly more likely to have
female editorial board members during those years than
journals with male editors-in-chief (P=.45).

Comment. This study demonstrates a substantial in-
crease in women’s representation on the editorial boards
of a number of major medical journals over the past 3 de-
cades and the appointment of women to the position of

Table 1. Gender Distribution of Editors and Editorial Board Members of 16 Prominent Biomedical Journals

Journal 1970 1975 1980 1985 1990 1995 2000 2005 P Value

JAMA
Total editorial board members, No. None listed 27 24 25 24 25 26 25
Female, No. (%)a None listed 1 (4) 0 5 (20) 3 (13) 4 (17) 3 (12) 4 (16) .09
Gender of editor-in-chief M M M M M M F F

NEJM
Total editorial board members, No. 15 15 15 15 24 26 24 19
Female, No. (%)a 1 (7) 0 0 0 1 (4) 3 (12) 3 (13) 2 (11) .07
Gender of editor-in-chief M M M M M M F M

Lancet
Total “international advisory board”

members, No.
None listed None listed None listed None listed None listed 25 24 24

.005Female, No. (%)a None listed None listed None listed None listed None listed 2 (9) 3 (13) 10 (42)
Gender of editor-in-chief M None listed None listed None listed M Unknown M M

BMJ b

Total editorial board members, No. None listed None listed None listed None listed None listed 12 63 None listed
Female, No. (%)a None listed None listed None listed None listed None listed 3 (27) 19 (31) None listed .82
Gender of editor-in-chief M M None listed None listed M M M None listed

CMAJ
Total editorial board members, No. None listed None listed None listed None listed None listed None listed 22 18
Female, No. (%)a None listed None listed None listed None listed None listed None listed 7 (33) 3 (18) .27
Gender of editor-in-chief M M Unknown M M M M M

Ann Intern Med
Total editorial board members, No. 18 18 24 18 18 18 18 16
Female, No. (%)a 0 1 (6) 2 (8) 2 (11) 2 (11) 5 (28) 7 (39) 5 (31) �.001
Gender of editor-in-chief M M M M M M M M

Arch Intern Med
Total editorial board members, No. 10 12 15 23 15 12 8 14
Female, No. (%)a 0 0 0 0 0 2 (17) 2 (25) 6 (43) �.001
Gender of editor-in-chief M M M M M M M M

J Pediatr
Total editorial board members, No. 14 15 31 25 22 24 23 19
Female, No. (%)a 0 1 (7) 4 (13) 4 (16) 6 (27) 6 (25) 3 (13) 3 (16) .12
Gender of editor-in-chief M M M M M M M M

Pediatrics
Total editorial board members, No. 28 28 26 22 25 27 27 23
Female, No. (%)a 1 (4) 1 (4) 4 (15) 4 (18) 3 (12) 6 (22) 6 (22) 5 (22) .007
Gender of editor-in-chief M M M M M M M M

(continued )
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Table 1. Gender Distribution of Editors and Editorial Board Members of 16 Prominent Biomedical Journals (cont)

Journal 1970 1975 1980 1985 1990 1995 2000 2005 P Value

Ann Surg
Total “editorial and advisory

board” members, No.
26 21 27 25 24 37 46 58

.08Female, No. (%)a 0 0 1 (4) 1 (4) 1 (4) 1 (3) 3 (7) 4 (7)
Gender of editor-in-chief M M M M M M M M

Obstet Gynecol
Total editorial board members, No. 8 8 9 12 13 13 15 16
Female, No. (%)a 0 2 (25) 0 1 (8) 2 (15) 3 (23) 4 (27) 5 (31) .03
Gender of editor-in-chief M M M M M M M M

Cell
Total “associate editors,” No. Journal not started 25 28 46 61 61 69 64
Female, No. (%)a Journal not started 2 (8) 0 3 (7) 3 (5) 5 (8) 5 (7) 7 (11) .17
Gender of editor-in-chief Journal not started M M M M M F F

Science
Total editorial board members, No.c 14 14 9 14 None listed 19 80 117
Female, No. (%)a 0 2 (14) 2 (22) 2 (14) None listed 3 (16) 11 (14) 22 (19) .20
Gender of editor-in-chief M M M M M M M M

J Clin Invest d

Total editorial committee members
and consulting editors, No.

None listed 30 35 34 31 140 180 217

.10Female, No. (%)a None listed 2 (7) 0 1 (3) 0 22 (16) 11 (6) 22 (10)
Gender of editor-in-chief None listed Unknown M M M M M M

J Exp Med
Total “advisory editors,” No. 16 17 29 38 40 98 99 101
Female, No. (%)a 0 0 2 (7) 2 (5) 2 (5) 12 (12) 14 (14) 18 (18) �.001
Gender of editor-in-chiefe M M M M M M M F

Nature and Nature Med f

Gender of editor-in-chief None listed M None listed M M F F M

Abbreviations: Ann Intern Med, Annals of Internal Medicine; Ann Surg, Annals of Surgery; Arch Intern Med, Archives of Internal Medicine; BMJ, British Medical
Journal; CMAJ, Canadian Medical Association Journal; J Clin Invest, The Journal of Clinical Investigation; J Exp Med, The Journal of Experimental Medicine; J Pediatr,
The Journal of Pediatrics; NEJM, The New England Journal of Medicine; Nature Med, Nature Medicine; Obstet Gynecol, Obstetrics and Gynecology.

aNumber is reported as number female/total number with gender determined.
bIn 1995, BMJ listed a group of “editorial advisors” only, and this is the group analyzed in the Table. In 2000, it listed an “editorial board” (33 members, of whom

10 were female) and “editorial advisors” (30 individuals, of whom 9 were female and 1 unknown); these groups were combined for this.
c In 2000 and 2005, Science did not list an editorial board, but it did list a “board of reviewing editors.” Therefore, for 1970 to 1995, we considered the “editorial

board” lists, and in 2000 and 2005, the list of the “board of reviewing editors.”
dFrom 1975 to 1990, J Clin Invest listed an “editorial committee.” In 1995, it listed both an “editorial committee” of 36 individuals, of whom 12 were female, as well

as a list of 104 “consulting editors,” of whom 10 were female and 3 were unknown. In 2000 and 2005, it listed only “consulting editors.” In these analyses, in 1975-
1990, the editorial committee was analyzed; in 1995, both groups were combined; and in 2000 to 2005, consulting editors were analyzed.

eJ Exp Med did not list a specific individual as editor-in-chief in the years 1970, 1975, 1980, 1985, 1990, or 1995. The journal did, however, list a small group of
“editors” (4 in 1970, 5 in 1975, 4 in 1980, 3 in 1985, 5 in 1990, and 6 in 1995). These individuals were all male; therefore, the gender of the editor-in-chief has been
reported and analyzed as “male” for each of these years. In 2000 and 2005, an “executive editor” was listed separately, and this individual was analyzed as the
editor-in-chief.

fThe editors-in-chief of Nature are considered here, until the time that Nature Med was spun off (1995, 2000, and 2005). Nature does not employ an editorial board of
any sort (written communication, Juan Carlos Lopez, Editor-in-Chief, Nature Med, June 26, 2006).

Table 2. Mean Percentage of Female Editorial Board Members by Journal Type and Year

Year

All

Category

Biomedical Science General Medical Clinical Specialty

No. of Journals Mean % Female No. of Journals Mean % Female No. of Journals Mean % Female No. of Journals Mean % Female

1970 9 1 2 0 1 7 6 1
1975 12 6 4 7 2 2 6 7
1980 12 6 4 7 2 0 6 7
1985 12 9 4 7 2 10 6 10
1990 11 9 3 3 2 8 6 12
1995 14 17 4 13 4 16 6 20
2000 15 18 4 10 5 20 6 22
2005 14 21 4 15 4 22 6 25
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editor-in-chief of several prominent journals. Neverthe-
less, the majority of editors-in-chief of the journals stud-
ied herein continue to be men, and women’s representa-
tion on the editorial boards of certain journals remains low.

Previous studies have also explored the gender distri-
bution of journal editors in years past.6,7 Wilkes and Kravitz8

conducted a survey study a decade ago, finding that 96%
of 221 responding editors-in-chief of US and Canadian
medical journals were men. Furthermore, they found that
96% of respondents reported having “a great deal of con-
trol over” original scientific articles, commentaries, and edi-
torials, leading them to speculate that “homogeneity and
concentration of power may have contributed to certain
unintended biases in publication.”8(p447-448) However, a de-
tailed study of the gender of editors, reviewers, and corre-
spondingauthorsofmanuscripts submitted to JAMA in1991
revealed no apparent effect of gender differences on the fi-
nal outcome of the review process or acceptance for
publication.9

In any case, it is clear that the positions of editor-in-
chief and editorial board member are prestigious ap-
pointments that afford the opportunity to guide the un-
derlying direction of a journal, with the potential for
consequent impact on the nature of the research empha-
sized in the medical academic community. These indi-
viduals make critical decisions and policies that govern
the dissemination of scientific information, such as rules
protecting the public from information that has not yet
been reviewed by the academic community, policies re-
garding conflicts of interest on the part of researchers,
and policies regarding advertisements.8 Therefore, it is
important to consider the evolving composition of these
appointments and the underlying forces shaping that dis-
tribution over time.

Our results show that in 2005, 16% of the editorial
board members of the journals studied were women. The
mean percentage of women for that year (with each jour-
nal weighted equally) was 21%. The greatest challenge
in interpreting these findings lies in determining what
the level of women’s participation ought to have been. If
the proportion of medical students who are women has
only recently reached parity, one cannot expect the se-
nior ranks (from which editorial board members are
drawn) to approach an equal gender distribution until
substantial time has passed. This has been dubbed the
“pipeline phenomenon.” Unfortunately, several well-
designed studies have suggested that the low represen-
tation of women observed in senior positions in aca-
demic medicine is due to more than a simple pipeline
effect alone.10 For example, a detailed cohort study by
Nonnemaker11 has suggested that women are not achiev-
ing senior status as quickly as would be expected. Tesch
and colleagues12 have also found that promotions in rank
appear to be achieved more slowly by women faculty
members. A number of explanations for these findings
have been proposed,13-23 and future research should seek
to understand more fully the barriers faced by women
in their ascent to the upper echelons of academic medicine.

Also worthy of further exploration is the possibility
that women’s participation may actually improve the abil-
ity of senior professional bodies such as editorial boards
to serve society. As one editor-in-chief noted in his dis-

cussion of the creation of an editorial board for his jour-
nal, “The main purpose for developing a board is to help
us to prepare the journal for the next century. The mem-
bers will ensure a steady flow of new ideas from a wide
range of specialties, countries, and disciplines.”24(p52) Just
as diversity in specialty, country, and discipline may be
important to the ability of an editorial board to serve its
mission, so may be gender diversity. If women have dif-
ferent perspectives and different life experiences than their
male colleagues, new ideas and approaches might emerge
from their participation in these groups, and the critical
decisions they make might be improved. Moreover, wom-
en’s participation in these visible, influential editorial po-
sitions may encourage the continued, vital participation
of women in medicine more generally by providing vis-
ible role models for younger women. We believe these
are important subjects for further investigation.

The primary limitation of this study lies in the smallnum-
bers that compose the denominator for many of the indi-
vidual journal-years. Therefore, it is important to con-
sider these data primarily in the aggregate, so that small,
chance fluctuations (such as the hypothetical stepping down
of several female editors just prior to a year considered in
the study) would have only minimal effects on the per-
centage of women observed. We also wish to emphasize
that the comparison between US and British/Canadian jour-
nals reported in the “Results” section was restricted to the
one year in which the 5 general medical journals all re-
ported editorial boards, and therefore we view this as an
exploratory rather than definitive analysis, worthy of fur-
ther investigation if possible in future years.

As Kuhn25(p210) notes, “Scientific knowledge, like lan-
guage, is intrinsically the common property of a group or
else nothing at all. To understand it we shall need to know
the special characteristics of the groups that create and use
it.” While this study documents heartening trends of in-
creased female representation on the editorial boards of a
number of the prominent journals that shape our scien-
tific knowledge, it also suggests a need for a greater un-
derstanding of barriers that may have impeded (and may
continue to impede) even greater participation by women
in these critical leadership positions.
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COMMENTS AND OPINIONS

Low-Dose Rosiglitazone in Patients
With Type 2 Diabetes Mellitus
Requiring Insulin Therapy

W e would like to raise the following issues re-
garding the interesting article by Hollander et
al.1 The high dropout rates (176 of the 630 ran-

domized subjects) reported in the study may have re-
duced power and comparability and thus limit the valid-
ity of the results.2 Furthermore, including sample size
estimation in the manuscript would facilitate assessment
of the impact of follow-up losses on the study results.

The investigators must describe cardiovascular ad-
verse events in detail, in view of recent reports showing
that rosiglitazone is associated with higher risk of myo-
cardial infarction.3 In addition, confounder analysis should
be performed to evaluate if the increase in cardiovascu-
lar events reported in the study could be attributed to
the high prevalence of risk factors in the subjects as re-
ported by the authors.

Although diet and exercise are significant confound-
ers of diabetes control,4,5 these variables were neither mea-
sured nor their effects on outcomes analyzed. Insulin dose
was left to discretion of the investigators, which could
confound diabetes control and further limit validity.

Correspondence: Dr Lopez, Department of Internal Medi-
cine, Lincoln Medical and Health Center, 234 E 149th
St, Bronx, NY 10451 (doctorcesarlopez@yahoo.com).
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Neither Freedom nor Autonomy
Without Beneficence

V arma and Wendler1 recently focused on the medi-
cal ethical challenge represented by the treat-
ment forpeople lackingadvanceddirectivesordes-

ignated surrogates. They argue that it is fundamental to give
them the same level of respect afforded those with surro-
gates. The clear identification of instruments to help phy-
sicians make treatment decisions consistent with the pa-
tient’s preferences is mandatory. They propose a
“population-based treatment indicator,” a computer-
based tool that should be able to unravel a patient’s choice
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Pre-Pregnancy Body Mass Index among Pregnant Adolescents:
Gestational Weight Gain and Long-Term Post Partum
Weight Retention
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Abstract. Study Objective: To determine the relationship
between adolescents’ pre-pregnancy body mass index
(BMI), and gestational weight gain and postpartum weight
retention.

Design: We review the medical records of adolescents
participating in a prospective cohort study on comprehen-
sive health care and parenting education to determine pre-
pregnancy BMI, gestational weight gain, and postpartum
weight retention at one year.

Setting: Urban academic hospital clinic.
Participants: 102 pregnant adolescents aged 15e21

years.
Main Outcomes: Gestational weight gain and weight

retention at one year postpartum.
Results and Conclusions: Fifty-two (51%) adolescent

women had normal pre-pregnancy BMI according to the In-
stitute of Medicine classification. Adolescent women with
normal (36.5%) and high pre-pregnancy BMI (66.5%) were
more likely than women with low pre-pregnancy BMI
(26.5%) to exceed recommended gestational weight gain.
Adolescent women who exceeded recommended weight
gain retained significantly more weight at 1 year postpar-
tum than women with weight gain within or below the rec-
ommendation. In a linear regression model that controlled
for age, smoking, pregnancy complication, and post partum
contraceptive use, pre-pregnancy BMI and gestational
weight gain were the strongest predictors of postpartum
weight retention at 1 year.

A normal to high pre-pregnancy BMI and excessive ges-
tational weight gain are important predictors of postpartum
weight retention in adolescents. These two predictors must
be monitored systematically with the aim of preventing
postpartum obesity and its associated diseases among this
population.
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Introduction

Four in 10 adolescent girls get pregnant at least once
before the age of 20 in the United States, leading to
nearly 900,000 teenage pregnancies each year.1e3

Among adolescents, there is some evidence those with
excessive maternal weight gain has a greater tendency
to retain excess weight postpartum,4 placing them at
risk of becoming obese. There is a higher rate of obe-
sity among adolescents from lower income groups as
opposed to higher income groups.5,6 The identifica-
tion of groups of people at risk of becoming obese
is one of the Healthy People 2010 objectives for pre-
vention and research. However, little is known about
weight retention among adolescent women following
delivery and its relationship with weight gain during
pregnancy.

The purpose of this study was to examine the
correlates of excessive maternal weight gain among
adolescent mothers using a clinic based sample of
pregnant adolescents from an urban, academic teach-
ing hospital. We examine the association between
adolescent women’s pre-pregnancy and postpartum
weights 12 months following delivery with attention
to how much they gained during pregnancy. It also ex-
amines the implications of gaining weight according
to the latest Institute of Medicine recommendations
for women’s postpartum weight. Recognizing that
larger weight gains may be associated with

1083-3188/08/$22.00
doi:10.1016/j.jpag.2007.08.006

mailto:Natalie.pierrejoseph@bmc.org
mailto:Natalie.pierrejoseph@bmc.org


196 Joseph et al: Pre-Pregnancy BMI, Gestational Weight Gain and Weight Retention
subsequent obesity, the Institute of Medicine has iden-
tified this as an area where further research is needed.7

Materials and Methods

This study is part of a larger prospective cohort study
of the effectiveness of comprehensive health care and
parenting education to pregnant and parenting adoles-
cents on adolescent parenting, the development of
self-sufficiency and maternal and child health. The
current study addresses pre-pregnancy body mass in-
dex (BMI), gestational weight gain and postpartum
weight retention among adolescents.

Subjects
The study subjects were parenting adolescents within
the larger prospective cohort study. Subjects were re-
cruited at their child’s primary care visit at the Teen
and Tot clinic between January 2002 to January
2005 as part of a demonstration care project. Eligible
subjects were 21 years or less at enrollment, with
a singleton infant at delivery or whose child was 18
months or younger at recruitment. The subjects lived
in neighborhoods adjacent to the Boston Medical
Center hospitals. The Institutional Review Boards of
Boston Medical Center approved the study.

Methods and Procedure
The medical records were reviewed quarterly from
before pregnancy until the adolescent mother was
three years postpartum. For the purpose of this study,
records from the electronic medical record of the ad-
olescent mother and child were reviewed for informa-
tion up until one year postpartum. The following were
reviewed from the medical record: the pre-pregnancy
weight (the last weight before a positive pregnancy
test was confirmed); pre-pregnancy BMI (calculated
as weight in kilograms divided by the square of height
in meters); weight gain during pregnancy was calcu-
lated from pre-pregnancy weight and last pregnancy
weight recorded before delivery either at the last pre-
natal visit or at delivery. Postpartum weight retention
was calculated as the difference between the gesta-
tional weight gain(weight at delivery or 2e6 weeks
postpartum � prepregancy weight) and the postpar-
tum weight loss (weight at delivery/or 2e6 weeks
postpartum � weight at 1 year postpartum) Other data
abstracted from the medical record included: age at
menarche, gravidity, parity, smoking history during
pregnancy, and contraception use at 6 months postpar-
tum. Young women’s actual weight gain during preg-
nancy was classified according to the Institute Of
Medicine’s guidelines/ reclassification (Table 1).
Statistical Evaluation
Data were analyzed by testing bivariate relationships
among study measures. Main outcome variables were:
gestational weight gain and weight retention at one
year postpartum. To evaluate for independent associ-
ations of pregnancy weight gain in teen mothers on
these two continuous dependent variables, linear
regression analyses were conducted to control for
potential confounders. The adjusted potential con-
founding variables used in the regression to predict
gestational weight gain are: age of mother at delivery,
pre-pregnancy BMI, smoking during pregnancy, age
at menarche, contraception use at six months and
pregnancy complications The model to predict post-
partum weight retention in teen mothers used a linear
regression model with all the above confounding
variables, and in addition, included pregnancy weight
gain. A P-value less than 0.05 was considered
statistically significant.

We utilized the Institute of Medicine’s 1990 weight
gain guidelines for pregnant women, the first guide-
lines to adjust for pre-pregnancy weight and height.
The BMI has been found to be a better indicator of
nutritional status than weight alone.7 Based on these
guidelines, ‘‘underweight’’ women (BMI ! 19.8)
should be advised to gain 28e40 pounds during preg-
nancy; ‘‘overweight’’ women (BMI 5 26.1 to 29.0)
should be advised to gain 15e25 pounds; and ‘‘nor-
mal’’ weight women (BMI 5 19.8 to 26.0) 25 to 35
pounds. Obese women (BMI O 29.0)should be
advised to gain at least 15 pounds with no upper limit
stated.

Results

One hundred twelve adolescent women were eligible
for this analysis. Ten were excluded because of miss-
ing information on weight retention at 1 year postpar-
tum, leaving a final sample size was 102. Descriptive
maternal characteristics of the sample are shown in
Table 2.

At enrollment, the mean age of adolescent mothers
in the study was 15 � 1.5 years. Ninety-eight percent

Table 1. Institute of Medicine Recommendations for Weight Gain

in Pregnancy

Initial Body
Mass Index

IOM Recommended
Gestational Weight Gain (Pound)

!19 (low) 28e40
19.8e26.0 (normal) 25e35
26.1e29 (high) 15e25
O29.0 (obese) At least 15*

*The obese pregnant women are to gain at least 15 pounds like the

women with high BMI. but with no upper limit of weight gain set

for obese women.
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were primiparous. Eighty-four percent of the sample
was African American, 12% were Latina, 1% was
non-Hispanic white, and 3% were of other ethnicities.
Seventy-five percent of the sample described their
‘‘culture of origin’’ as African American, 3% Puerto
Rican, 3% Haitian, 1% Dominican, 10% described
it as ‘‘other.’’

The majority of the adolescents were between ages
15e17 years (43%), followed by the young adult age
group of 17e20 years (38%). Seventy-one percent of
these young women were pregnant for the first time,
98% were giving birth for the first time, and of those
who delivered, 87% (89) of the adolescent mothers
delivered at full term. Fifty-one percent (52) of ado-
lescent women had a normal pre-pregnancy BMI.
Thirty percent met the Institute of Medicine (IOM)
weight gain recommendation, and 36% exceeded the
IOM recommendation (Table 3).

Bivariate analyses showing the relationship of pre-
pregnancy BMI to IOM weight gain recommenda-
tions are displayed in Table 3. Young women with
normal (37%) and high pre-pregnancy BMI (67%)

Table 2. Description of Sample (N 5 102)

Maternal Characteristic N (%)

Age
Mean age � SD years 15 (14-20) � 1.5

!15 19 (19%)
15-17 44 (43%)
17-20 39 (38%)

Gravida
1 72 (71%)
2þ 30 (29%)

Para
0 100 (98%)
1 2 (2%)

Gestation (wks)
!37 13 (13%)
$37 89 (87%)

Maternal race or ethnicity
African American 88 (84%)
Hispanic 13 (12%)
White 1 (1%)
Other 3 (3%)

Contraceptive use postpartum (at # 6 month)
Yes 80 (79%)
No 21 (21%)
were most likely to have exceeded IOM recommended
weight gain , followed by young with normal BMI
(37%), women with low BMIs (27%) and obese young
women (25%). Young women whose gestational
weight gain was above the IOM recommendation
retained significantly more weight than women with
weight gain within or below the recommendation
(Fig. 1).

In the linear regression model of pregnancy weight
gain (Table 4), no strong predictors of pregnancy
weight retention were noted. The final model showed
that, unadjusted, each 1-lb increase in pre-pregnancy
BMI was associated with a decrease of 0.63 pounds
of weight gain during pregnancy. However, when
a correlation analysis was performed it was noted that
subjects with a BMI less than 26 had a risk to gain
less than 25 pounds during pregnancy that was 0.4
times that of subject with BMI more than 29. We es-
timate that the relative risk to gain less than 25 pounds
lies between 0.2 and 0.7 with 95% confidence. This
result is statistically significant (P 5 0.01) or
(RR 5 0.4, CI 5 0.2e0.7, P 5 0.01). In conclusion,
subject with pre-pregnancy BMI ! 26 are more likely
to gain more pounds during pregnancy compared
to those with pre BMI O 29.

In the linear regression model (Table 5), pre-
pregnancy BMI and gestational weight gain were
the strongest predictors of postpartum weight reten-
tion at one year postpartum. The final adjusted model
showed that each unit increase in pre-pregnancy BMI
was associated with an increase of 1.23 pounds of
weight retention at one year postpartum. When ad-
justed for age, smoking, pregnancy complication
and contraception use at six months postpartum,
adolescent pregnancy weight gain was a significant
predictor of weight retention at 1 year postpartum.
Every pound increase in pregnancy weight gain
was associated with an increase of 0.37 pounds of
postpartum weight retention at one year.

Discussion

Summary of Results
Pre-pregnancy BMI and gestational weight gain are
predictors of postpartum weight retention in
Table 3. Number and Percent of Sample below, at and above IOM Weight Gain Recommendations

Initial Body
Mass Index (BMI)

Percent of
Sample (n)

Below IOM
Recommendation %

At IOM
Recommendation %

Above IOM
Recommendation %

!19.8 (low) 19 (20%) 31.6 42.1 26.5
19.8e26.0 (normal) 52 (54%) 34.6 28.5 36.5
26.1e29.0 (high) 18 (9%) 16.7 16,7 66.5
O29 (obese) 8 (8%) 12.5 62.5 25
Total 97 (100%)* 27 30 36

*N (5) missing data.
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adolescents. Our study of 102 pregnant adolescents
found that those with higher pre-pregnancy weight
or those whose gestational weight gain was above
the IOM recommendation retained significantly more
weight than adolescent women with weight gain
within or below the recommendation. These findings
were independent in age, post partum contraceptive
use, and smoking status.

Four in 10 adolescent girls get pregnant at least
once before the age of 20 in the United States, leading
to nearly 900,000 teenage pregnancies each year.1e3

Most adolescents who become pregnant are still
growing. Normal adolescent growth is associated with
increased weight gain and fat storage.8 Compared to
adolescent boys, adolescent girls have a greater pro-
portion of body fat, with adipose tissue distributed
along the upper arms, thigh, and upper back. In ado-
lescent girls younger than 16 years of age, the annual
increase in BMI is driven primarily by changes in fat-
free mass; however, after 16 years of age, the increase
in BMI in girls is largely because of increase in fat
mass.8 The onset of puberty is controlled by many
factors that remain incompletely understood.9 Leptin
has been proposed as the hormone responsible for
the initiation and progression of puberty. Leptin is
produced largely in adipocytes; large fat cells produce
more leptin than do small ones, and serum leptin
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Fig. 1. Mean Weight Retention by Pre-Pregnancy BMI and
Pregnancy Weight Gain According to IOM Weight Gain
Recommendations. X axis, Pre-Pregnancy BMI and IOM
classification; Y axis, weight gain (pound).

Table 4. Longitudinal regression model for pregnancy weight
gain

Crude Adjusted

Predictors

Change in weight
(lb) during
pregnancy

P
value

Change in weight
(lb) during
pregnancy

P
value

Age* 0.07 0.93 0.48 0.66
Pre BMI �0.63 0.06 �0.56 0.10
Smoking 2.67 0.37 2.43 0.46
Menarche* �1.26 0.16 �1.04 0.28
Complications 5.57 0.10 5.5 0.13

*Change per year increase, Change per Unit and BMI.
concentrations are highly correlated with body fat
content. Higher serum leptin concentration in girls
is associated with increased body fat and earlier onset
of puberty.10 In a study, a 1ng/ml increase in serum
leptin lowered the age at menarche by 1 month, and
a gain in body fat of 1 kg lowered the timing of men-
arche by 13 days.11 When menarche occurs before the
individual reaches the age of 12 years, it is associated
with increases in weight and body mass index.12,13

Hence, girls who mature early are at an increased risk
for obesity when compared with late maturers. Hence,
early mature girls (menarche !12 yr) who get preg-
nant are even at a higher risk of weight gain given
the already stated facts above. Scholl and colleagues
have shown that the amount of postpartum weight re-
tained after one year is significantly greater in still-
growing gravidas than in other pregnant women.14

Research comparing maternal weight gain differences
among adolescents and other women has shown that
adolescents gain more weight during pregnancy than
their older counterparts.15e18 Increased maternal
weight gain in adolescents compared with older
women has been attributed, in part, to the adolescent
body working to meet the needs of its own growth in
addition to the needs of the growing fetus.18e20 As
a result, some of the increased maternal weight gain
in adolescents may be associated with increased birth
weight of infants and more favorable pregnancy out-
comes.21e23 However, there is evidence that adoles-
cent mothers with excessive maternal weight gain
have a greater tendency to retain excess weight
postpartum.4

Recommendations for gestational weight gain have
increased in recent decades. In 1970, the National
Academy of Sciences recommended a gestational
weight gain of 20e25 pounds.24 In 1983, the first
edition of Guidelines for Perinatal Care called for
a maternal weight gain of 22e27 pounds.25 In a report
issued in 1990, the IOM recommended a maternal
weight gain of 25e35 pounds for women with normal
weight for height26 (Table 1). In terms of the IOM
recommended weight gain, using age appropriate

Table 5. Linear Regression Model for Weight Retention

Unadjusted Adjusted

Predictors
(for each unit
increase)

Change in weight
retention (Lb)

postpartum
P

value

Change in weight
retention (Lb)

postpartum
P

value

Age* �1.39 0.30 �2.48 0.06
Pre BMI 1.23 0.005 1.33 0.002
Smoking �1.88 0.63 �5.41 0.19
Complications �2.23 0.61 �5.51 0.16
Contraception �10.34 0.02 �6.95 0.11
Weight gain 0.37 0.004 0.47 0.0002

*Change per year increase, Change per Unit and BMI.
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ranges might not alter the recommended weight gain
during the pregnancy. Based on the BMI for Cauca-
sian and African American children (6e18 y), adoles-
cent girls between the ages 15e18 with BMI ranging
from 19.6 to 20.8 respectively will fall below the 50th
percentile and will be considered to have normal
BMI.27 Adolescent girls of the same age group with
BMI ranging 26.0e27.9 will be at O85% for BMI
and be considered overweight; whereas same aged
girls with BMI 27.0e29.3 will be O 95% and be con-
sidered obese. For the age group (primarily 15e18
yrs) in this study (Table 1), the ‘‘normal’’ BMI value
for adolescents is also considered normal by the Insti-
tute; the range considered ‘‘overweight’’ in adoles-
cents falls in the ‘‘high’’ category to the IOM. For
this age range in adolescents ‘‘obesity’’ is a BMI $

27 whereas for the IOM ‘‘obesity’’ falls in the BMI
range of O29. However, the recommended pregnancy
weight gain to the IOM for obese women is at least 15
pounds which is the minimum amount recommended
for girls with in the ‘‘high’’ (BMI 26.1e29) to the
IOM. In conclusion, there exists little difference in
the BMI category (normal, overweight, obese) used
primary care pediatrics compare to the IOM BMI cat-
egory (normal, high, obese) respectively. Hence, the
recommended weight gain during pregnancy might
not alter using age appropriate ranges.

The trend toward higher recommendations for
weight gain during pregnancy is motivated by con-
cerns about the weight and health of the infant,26

although apprehension about retaining weight after
the baby is born may make the prospect of gaining
more weight unattractive to some women.

Excessive maternal weight gain has been associ-
ated with many pregnancy-related health risks,
including labor and delivery complications, maternal
anemia, preterm labor, macrosomia, and infant mor-
tality.21,26,28 Proposed maternal weight gain by IOM
is geared more toward adult women. Whether the rec-
ommended 25e35 pound pregnancy weight gain is
adequate or too much for pregnant adolescent is unde-
termined and remains a topic of discussion. A larger
sample of pregnant adolescents is needed to support
or refute these IOM recommendations for this popula-
tion. Further, post-partum weight retention, a direct
consequence of excessive maternal weight gain, can
lead to obesity, which increases a woman’s risk of
major health problems such as hypertension, heart
disease, diabetes, and some types of cancer.15,18,29 In-
deed, obesity is increasing rapidly among women all
over the world30 and more women of reproductive
age are becoming overweight and obese.

Obesity is steadily increasing in women of repro-
ductive age31 and has become a major public health
concern in the United States. Reducing the proportion
of children, adolescents, and adults who are obese
has been listed as one of the Healthy People 2010 ob-
jectives. According to the National Health and
Nutrition Examination Survey (NHANES) which
has monitored changes in body weight among chil-
dren and adolescents in the US since 1960, 16% of
adolescents are now obese. This figure represents
a threefold increase in prevalence rates since
NHANES I (1976).32

In a study examining the potential implications of
compliance with the IOM guidelines for weight gain
during pregnancy, for postpartum weight retention,
Keppel and Taffel found that weight retention follow-
ing delivery increased as weight gain increased, and
Black women retained more weight than White
women with comparable weight gain during preg-
nancy.4 The median weight retained among White
women who gained the amount now being recommen-
ded was 1.6 pounds versus 7.2 pounds for Black
women.

Adolescents are at high risk based on their ongoing
growth and development of gaining an excessive
amount of weight during pregnancy and should be
monitored during pregnancy by professional dieti-
cians. These findings, along with those of Keppel
and Taffel, suggest that adolescent women in general,
and more specifically, Black young women, are in
need of advice of about how to lose weight following
delivery.

Strength of Study
A major strength of our study is its ability to sample
a group of adolescents from racial and ethnic minority
populations, a group at higher risk for future obesity.
A second strength of the study is the use of the
medical record and measured weights as opposed to
subject self- report, and associated recall bias.

Limitation
This study is limited by its small sample size and
inability to generalize the result to a different
population.

Implications
These findings suggest the need to be concerned about
weight before girls get pregnant; interventions to pre-
vent excessive weight gain during pregnancy must be
in place during prenatal care. Pre-pregnancy adoles-
cents who gain an excessive amount of weight during
their first pregnancy may retain some of this weight.
BMI and gestational weight gain are two predictors
that must be monitored systematically with the aim
of preventing postpartum obesity and the diseases that
follow. Further research into understanding the rela-
tive contributions of age and parity on prenatal weight
gain may be important for determining how to best
prevent obesity among adolescent mothers.
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Angina pectoris is a stronger indicator of diffuse vascular
atherosclerosis than intermittent claudication: Framingham study
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Abstract

Objective: To compare implications of Angina Pectoris (AP) and Intermittent Claudication (IC) as indicators of clinical atherosclerosis
in other vascular territories.

Study Design and Setting: Prospective cohort study of cardiovascular disease (CVD) in 5,209 men and women of Framingham, MA,
aged 28e62 years at enrollment in 1948e1951, who received biennial examinations during the first 36 years of follow-up. Comparative
10-year incidence of subsequent atherosclerotic CVD in participants with IC and AP relative to a reference sample free of CVD was
determined.

Results: On follow-up, 95 CVD events occurred in 186 participants with IC and 206 of 413 with AP. After age, sex, and risk-factor
adjustment, the proportion acquiring other CVD was 34.0% for IC and 43.4% for AP. Relative to the reference sample, those with IC
had a 2.73-fold higher age and sex-adjusted 10-year hazard of CVD (95% CI 2.21, 3.38) and for AP was 3.17 (95% CI 2.73, 3.69).
CVD hazard ratios remained more elevated for AP and statistically significant after standard risk factor adjustment. Risk factors accounted
for more of the excess CVD risk associated with IC (34.8%) than AP (9.5%).

Conclusion: AP is as useful as IC as a hallmark of diffuse atherosclerotic CVD and an indication for comprehensive preventive
measures. � 2008 Elsevier Inc. All rights reserved.

Keywords: Angina pectoris; Intermittent claudication; Prognosis; Cohort study; Cardiovascular disease; Vascular damage indicator
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1. Introduction

Peripheral artery disease, manifested as intermittent
claudication (IC) or abnormal ankleebrachial index is an
accepted marker of diffuse atherosclerotic vascular disease
and increased risk for mortality, primarily from cardiovas-
cular causes [1e9]. Angina pectoris (AP), another transient
ischemic condition provoked by exertion, is regarded
chiefly as a hallmark of impending myocardial infarction
or a coronary fatality. For example, the Rose angina
questionnaire, devised for epidemiological investigation
of angina, was tested chiefly as a predictor of coronary
morbidity and mortality [10e12].
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We had the opportunity to examine the prognostic impli-
cations of these transient ischemic conditions, using popu-
lation-based data derived from the Framingham Study
between 1949 and 1990, a period during which there were
few effective cardiovascular disease (CVD) therapies avail-
able or in widespread use, allowing unbiased estimates.
This report compares the total atherosclerotic cardiovascu-
lar outlook of participants experiencing an initial IC or AP
event, during the first 36 years of the study with a reference
group of participants, free of CVD, drawn within the same
calendar time frame.

2. Methods

2.1. Study sample

The Framingham Study is an ongoing, prospective co-
hort study of the epidemiology of CVD. From 1948 to
1953, 5,209 men and women, between the ages of 28 and
62 years, residing in Framingham, MA were enrolled and
have been re-examined biennially since the study inception.

mailto:billkannel@yahoo.com
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What is new?

Angina pectoris joins intermittent claudication as
a robust indicator of diffuse atherosclerotic vascular
involvement. Both require targeting of the underlying
accelerated atherogenesis in their management in ad-
dition to protecting the limbs for claudication and
the heart for angina.

Details of the original sampling have been published previ-
ously [13]. Participants with no prior history of CVD at en-
try were eligible for the present study. First CVD events
classified as either IC or AP, occurring prior to January 1,
1980, and with no other CVD event on the same day, com-
prised the two exposure groups of interest. When the exact
date of onset of IC or AP was unknown, the mid-point be-
tween the examination of diagnosis and the last attended
examination free of symptoms was used. Participants were
followed for up to 10 years for new CVD events. Partici-
pants who had not attended an examination within 2 years
prior to IC or AP diagnosis were excluded from analysis
(n 5 46) because covariate data was taken from the
examination prior to diagnosis.

The sampling scheme used to select the reference group
was designed such that the distribution of age, sex, and cal-
endar time would resemble that of the IC and AP groups.
For each participant in the study, one examination was cho-
sen, at random, from all examinations attended prior to
1990 free of CVD, to serve as the baseline for the 10-year
follow-up period. If, after 10-years, the participant at-
tended another exam, still free of CVD, a new baseline
was established along with a corresponding 10-year fol-
low-up period. This technique is the time dependent Cox re-
gression (SAS Institute Inc. SAS/STAT User’s Guide,
Version 8. Cary, NC: SAS Publishing; 1999, 2569e2656).

2.2. Diagnostic criteria for AP and IC

The clinical criteria used for the diagnosis of cardiovas-
cular events in the Framingham Heart Study have been re-
ported in detail [14]. A physician-administered structured
questionnaire was used to determine the presence of AP
and IC based on the participants’ subjective manifestations.
Brief, recurrent chest discomfort of up to 15 min in dura-
tion, brought on by exertion and relieved by rest or nitro-
glycerin, was accepted as angina if two physicians agreed
that it was present. Abnormality of the ECG, either at rest
or on exercise testing, was not taken into account. Partici-
pants with angina who exhibited no other manifestations
of coronary heart disease (CHD) at the current examination
or any prior examination were designated as having uncom-
plicated AP.

The presence of IC was accepted if the interviewing
physicians agreed that the participant had experienced
a transient, short duration, cramping discomfort in the calf
that was provoked by walking, appeared sooner when the
participant walked faster or uphill, and was promptly re-
lieved by rest [14]. Abnormalities on noninvasive testing
such as ankleebrachial blood pressure testing or ultrasonog-
raphy were not taken into account in the evaluation of IC.

2.3. Ascertainment of CVD outcomes and death

Participants were followed for 10 years after the onset
of IC or AP for the occurrence of a cardiovascular event
or death. Information regarding events was obtained from
biennial examinations and hospital surveillance. CVD
included CHD defined as AP, coronary insufficiency (pro-
longed chest pain in the presence of reversible electro-
cardiographic changes), myocardial infarction, or CHD
death; stroke or transient ischemic attack; and congestive
heart failure. CVD events were adjudicated by a panel of
three senior investigators (or a panel of study neurologists
for cerebrovascular disease events) using standardized cri-
teria previously reported [15]. All deaths were reviewed
and cause of death was classified by the endpoint panel
as due to CHD, stroke, other CVD, cancer, other causes,
or unknown cause.

2.4. Covariate measures

At each biennial examination, resting blood pressures
were taken with a mercury sphygmomanometer and a 14-
cm cuff on the left arm of participants and readings were
recorded to the nearest even number. For the purposes of
this investigation, hypertension was designated if the mean
of two physician obtained blood pressures was >140/90
mm Hg or the participant reported taking antihypertensive
medications. Serum cholesterol after exam 2 in 1952 was
determined by the AbelleKendall method. Blood glucose
was measured on a casual specimen of whole blood using
the Nelson method. Diabetes mellitus was diagnosed if
there was a casual blood glucose level of >200 mg/dl or
the use of insulin or oral hypoglycemic medication. Body
mass index was calculated from height and weight mea-
surements obtained from trained technicians using the for-
mula: weight(kg)/height(m2). Current cigarette smoking
was self-reported. Participants who reported regular ciga-
rette smoking within the year prior to the examination were
classified as current smokers.

2.5. Statistical analysis

The IC, AP, and reference groups were followed for up
to 10 years from baseline for the occurrence of new CVD
events. Endpoints of interest included the first new event,
fatal or nonfatal, in each of the three types of CVD exam-
ined, CHD, congestive heart failure (CHF), and cerebral
vascular accident (CVA) or transient ischemic attack, as
well as the first new CVD event overall. Events in subjects
in the IC group included AP while events in the AP group
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included IC. Subject characteristics at baseline for the IC,
AP, and reference group were compared after adjustment
for age and sex. For continuous variables, linear regression
was used, least squares mean values were produced, and the
partial F-statistic was used to test for differences between
the groups. Dichotomous variables were standardized using
the direct method and the Pearson chi-square was used to
test for differences between the groups.

To assess differences in CVD incidence between the IC
group, the AP group, and the reference group, Kaplane
Meier survival methods were used to construct incidence
(1-survival) curves (Fig. 1). As indicated in Figure 1, the
age- and sex-adjusted incidence of angina pectoris is
greater than that for intermittent claudication throughout
the follow-up. The Group Prognostic Method [16] was used
to produce group-specific, predicted incidence rates adjust-
ing for age and sex and with further adjustment for systolic
blood pressure, hypertension treatment, body mass index,
current cigarette smoking, diabetes, and serum total choles-
terol. Cox proportional hazards regression was used to
compare CVD risk in the IC group and the AP group, both
relative to the reference group. Separate models were per-
formed for men and women and then pooled.

3. Results

Table 1 displays the baseline characteristics of the study
sample. The IC and AP subjects were older and more male
than the reference sample free of CVD. In addition, as ex-
pected, almost all risk factor levels were significantly
(P ! 0.001) higher in those with IC or AP than in the ref-
erence sample. Comparing IC subjects with those having
AP, cigarette smoking prevalence was lowest in subjects
with angina and BMI was lowest in IC subjects. Cigarette
smoking and diabetes prevalence were substantially higher
in the IC group than in the AP group. Those with AP were
heavier than those with IC whose BMI was lower than that
of the reference sample.
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Fig. 1. Cardiovascular disease incidence in the Intermittent Claudication,

Angina Pectoris, and Reference Group: Results of Age- and Sex-adjusted

KaplaneMeier Survival Analysis.
The number of men and women in the population at risk
with AP was substantially larger than for IC. As a conse-
quence, the number of other cardiovascular events over
the 10-year period of follow-up was substantially larger
for AP (206) than IC (95). However, the age and sex-
adjusted proportion developing CVD events was about 46%
compared to 20.5% in the reference group (Table 2). After
multivariable risk-factor adjustment there was a greater pro-
portion of AP victims (43.4%) having an event than observed
for persons with IC (34.0%) (Table 2). This appears to be at-
tributable to the fact that a greater fraction of the IC events
(34.8%) can be ascribed to accompanying cardiovascular risk
factors than for AP (9.5%).

CHD was the most common cardiovascular hazard for
both AP and IC, which adjusting for age and sex, occurred
at the same 35% 10-year rate. However, as expected, on ad-
justment for accompanying CVD risk factors the coronary
rate for AP was somewhat greater (30.8%) than for IC
(25.2%). Age and sex-adjusted stroke rates appeared to
be almost twice as high for IC as for AP. However, on ad-
justment for accompanying CVD risk factors, the 10-year
stroke rates were more comparable (14.5% vs. 11.2%) but
the stroke rate for AP was identical to that for the reference
sample (11.1%). Contrary to expectation, the 10-year heart
failure rate for IC (10.8%) was similar to that for AP
(12.4%) on adjustment for accompanying CVD risk factors.

Table 2 also indicates that subjects with either one of
these transient exercise-induced ischemic conditions are
at about four to fivefold increased risk of developing the
other. The absolute age and sex-adjusted risk of IC in sub-
jects with AP (16.3%) is greater than the 9.8% risk of AP in
subjects with IC. This greater likelihood of angina patients
to develop IC than the converse persists after adjusting for
associated risk factors.

Table 3 displays the age and sex-adjusted and multivari-
able risk-factor adjusted hazard ratios for other cardiovas-
cular events in subjects with IC and AP. For IC, the age
and sex-adjusted hazard of developing angina was greatest
(4.3-fold) followed by heart failure (3.1-fold), and then cor-
onary disease (2.7-fold) and least of all stroke (2.1-fold).
This ranking order persists after multivariable risk factor
adjustment. Overall, IC imposes a 2.7-fold age and sex-
adjusted increased risk of other cardiovascular events,
which is reduced to 1.8-fold after multivariable risk-factor
adjustment.

For AP, the age and sex-adjusted hazard ranking is great-
est for IC (5.2-fold) followed by other manifestations of
coronary disease (3.1-fold), heart failure (2.7-fold), and
least stroke (1.1-fold). This rank order holds after multivari-
able risk-factor adjustment. Overall, AP carries a 3.2-fold
age and sex-adjusted hazard of other cardiovascular events,
which is reduced to 2.9-fold after multivariable risk-factor
adjustment.

Analysis of the multivariable hazard provides insight
into the amount of influence that the associated CVD risk
factors have in generating the increased propensity to other
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Table 1

Baseline characteristics according to first CVD event as intermittent claudication or angina pectoris: Framingham Heart Study, 1948e1979

Characteristic

Intermittent Claudication;

n 5 186

Angina Pectoris;

n 5 413

Reference Sample Free of

CVD; n 5 6,860

Age (years) 62.5 (8.9) 60.8 (8.6) 56.8 (10.8)

Men (%) 56 48 43

Systolic blood pressure (mm Hg)a 146.1 (1.60) 144.6 (1.07) 136.9 (0.27)

Diastolic blood pressure (mm Hg)a 83.1 (0.87) 86.6 (0.59) 82.4 (0.14)

Hypertension treatmenta 25.1 17.5 11.1

Total cholesterol (mg/dL)a 248 (3.3) 252 (2.2) 235 (0.5)

Diabetes mellitusa 16.7 4.5 3.4

Cigarette smoking, currenta 60.0 37.6 40.7

Body mass index (kg/m2)a 25.4 (0.31) 27.2 (0.21) 26.0 (0.05)

All P-values for difference between the groups <0.001.
a Age and sex-adjusted least squares means (6 standard error) for continuous variables; direct age and sex-adjusted prevalence for categorical variables.
CVD. Judging by the size of the reduction in the hazard
ratio from age-adjusted to multivariable-adjusted models,
about 34.8% of the CVD potential of IC is attributable to
the associated risk factors, whereas for AP only about 9.5%.

Table 4 provides sex specific hazard ratios for develop-
ment of cardiovascular events in subjects presenting with
AP and IC. For subjects with IC, the total CVD hazard ra-
tios are greater for women than men for all outcomes, with
the possible exception of stroke (not statistically signifi-
cant). For AP subjects, the hazard ratios for CVD are
comparable in men (hazard ratio [HR] 2.9) and women

Table 2

Cardiovascular events according to intermittent claudication and

angina pectoris status: Framingham Study cohort: men and women

combinedd10-year incidence rates

Events/person years
Intermittent

Claudication

Angina

Pectoris

Reference

SamplePredicted 10-year rates

CVD 95/1,269 206/2,719 983/45,054

Unadjusted 53.8% 51.1% 19.9%

Age and sex 45.7% 47.2% 20.5%

Multivariable 34.0% 43.4% 21.3%

CHD 67/1,392 143/2,978 602/40,526

Unadjusted 39.9% 36.1% 13.9%

Age and sex 34.9% 34.6% 14.2%

Multivariable 25.2% 30.8% 14.9%

CVA 38/1,517 42/3,446 419/40,441

Unadjusted 22.9% 11.8% 10.2%

Age and sex 20.7% 11.6% 10.5%

Multivariable 14.5% 11.2% 11.1%

CHF 27/1,545 48/3,407 199/39,187

Unadjusted 16.0% 13.0% 5.1%

Age and sex 14.6% 12.8% 5.2%

Multivariable 10.8% 12.4% 5.5%

IC 27/1,500 156/37,592

Unadjusted 16.8% 4.0%

Age and sex 16.3% 4.0%

Multivariable 14.5% 4.1%

AP 35/3,383 72/36,818

Unadjusted 9.9% 1.9%

Age and sex 9.8% 1.9%

Multivariable 9.0% 2.0%
(HR 2.8). The hazard of IC in women with AP (HR 10.5)
is substantially greater than for men (HR 2.7).

4. Discussion

Both AP and IC are transient symptoms of ischemic vas-
cular disease brought on by exertion and relieved by rest.
Angina is usually regarded as a hazard for development
of a myocardial infarction or coronary fatality, which it
clearly is. It is less often considered as an indicator of dif-
fuse atherosclerotic disease involving other vascular territo-
ries as is now the case for IC [17e19]. The data presented
indicates that angina as well as IC is a hallmark of diffuse
atherosclerotic vascular disease involving the circulation to
the limbs as well as the heart, imparting a two to threefold
excess risk compared to the reference group. It appears that
AP deserves as much attention as IC as an indicator of the
need for comprehensive and more aggressive preventive
measures against diffuse accelerated atherogenesis.

Atherothrombotic vascular disease is usually a diffuse
condition involving the arterial circulation to the heart, brain,
kidney, and periphery. Most of the risk factors that predis-
pose to involvement of one arterial bed also apply to the
others; consequently, it should be expected that having one
clinical manifestation of atherosclerosis, increases the risk
of developing the others [14]. However, the hazard of clinical
events in other vascular territories is apparently not chiefly
a product of shared risk factors. Judging by the size of the re-
duction in the hazard ratio on adjustment for the coexistent
risk factors, they only account for about 35% of the other
CVD risk for IC and 9.5% of the hazard of AP. The nature
of the unique effect is uncertain but it is possible that the ap-
pearance of a clinical manifestation indicates greater vulner-
ability to the cluster of predisposing cardiovascular risk
factors. Furthermore, atherosclerosis per se begets athero-
thrombosis by its tendency to progress on its own.

It was previously reported from the Framingham Study
that more than half of persons with IC at initial diagnosis al-
ready have coexistent atherothrombotic CVD [18,20e22].
As early as 1974, the Study also reported that the chief



955W.B. Kannel et al. / Journal of Clinical Epidemiology 61 (2008) 951e957
Table 3

CVD subsequent to intermittent claudication vs. angina pectoris as initial CVD events compared with a reference sample free of CVD at baseline, 10-year

follow-up

Sex Pooled

Hazards Ratios (95% Confidence Intervals)

Intermittent Claudication Angina Pectoris

Events Age and Sex Adjusted Multivariate adjusteda Age and Sex Adjusted Multivariable Adjusteda

Cardiovascular disease 2.73 (2.21, 3.38) 1.78 (1.43, 2.22) 3.17 (2.72, 3.69) 2.87 (2.47, 3.35)

Coronary heart disease 2.72 (2.11, 3.51) 1.74 (1.33, 2.27) 3.09 (2.58, 3.71) 2.66 (2.21, 3.20)

Stroke 2.13 (1.52, 2.97) 1.36 (0.96, 1.92) 1.12 (0.81, 1.54) 1.02 (0.74, 1.40)

CHF 3.08 (2.05, 4.61) 2.15 (1.41, 3.29) 2.69 (1.96, 3.69) 2.52 (1.83, 3.48)

Intermittent claudication 5.22 (3.48, 7.83) 4.60 (3.04, 6.98)

Angina pectoris 4.27 (2.82, 6.46) 3.71 (2.40, 5.74)

a Adjusted for age, systolic blood pressure, hypertension treatment, body mass index, diabetes, current smoking, and serum total cholesterol.
hazard of IC was not the loss of a limb but rather a serious
cardiovascular event [23]. It was suggested that IC may be
a marker for predisposition to atherothrombotic events in
other vascular territories, which proved to be the case [1e3].

Vascular bruits often signify diseased arteries and it is
not surprising that femoral bruits have been reported to
be associated with a high (20e30%) prevalence of IC.
However, these same bruits are also associated with a signif-
icantly increased prevalence of CHD and heart failure [24].
Likewise, carotid bruits, indicating vascular disease of the
cerebral circulation, is not only associated with a two to
threefold increased stroke risk, but also carries a two to
threefold increased risk of coronary disease, IC, and heart
failure. Because the peripheral vessels are more accessible
to noninvasive testing for obstruction to flow, there is merit
in detecting presymptomatic arterial disease, so that timely
preventive measures can be implemented to protect against
lethal clinical manifestations of atherothrombotic disease.

The Framingham Study has crafted multivariable risk
profiles for identifying high-risk persons for development
of IC and coronary disease that can be used to educate pa-
tients about modifiable risk factors for avoiding CVD
[22,25]. Although this has not been done specifically for
AP, the coronary risk profile can be used to identify high-
risk candidates for AP. Assessment of multivariable risk
of AP would indicate the need for more aggressive preven-
tive measures to prevent ischemic vascular events in other
vascular territories as well those involving the heart.

It is estimated, using Framingham Study and National
Heart, Lung and Blood Institute data that the prevalence
of AP in the year 2001 was 6,800,000 cases. In the national
data, as in the Framingham Study, age-adjusted prevalence
of angina was greater in women than men. National data
also indicate that the prevalence of AP is higher in blacks
and Mexican Americans [26]. Peripheral artery disease af-
fects more than 5 million persons in the United States and
is also higher in racial and ethnic minorities [4,27].

IC appears to be the most underdiagnosed and least ag-
gressively managed clinical atherosclerotic condition
[28,29]. The peripheral artery disease coalition and the
NHLBI are launching a campaign to remedy this public
health problem (www.padcoalition.org). The major prob-
lem the patient with IC faces is the high risk of other car-
diovascular events; attention to the ischemic limb is not
enough. The same applies for AP, where alleviation of
myocardial ischemia is not enough. Investigation of IC in
Table 4

Sex-specific CVD hazard following angina vs. intermittent claudication

Hazards Ratios (95% Confidence Intervals)

Men Women

Age Adjusted Multivariable Adjusteda Age Adjusted Multivariable Adjusteda

Intermittent claudication

Cardiovascular disease 2.53 (1.92, 3.30) 1.67 (1.26, 2.22) 3.32 (2.36, 4.67) 2.09 (1.47, 2.99)

Coronary heart disease 2.38 (1.73, 3.27) 1.63 (1.17, 2.28) 3.76 (2.47, 5.74) 2.14 (1.37, 3.34)

Angina pectoris 3.92 (2.32, 6.63) 3.95 (2.27, 6.89) 5.27 (2.70, 10.30) 3.72 (1.81, 7.64)

Angina pectoris

Cardiovascular disease 3.14 (2.56, 3.84) 2.93 (2.38, 3.59) 3.24 (2.58, 4.06) 2.81 (2.23, 3.54)

Coronary heart disease 3.12 (2.48, 3.92) 2.81 (2.23, 3.55) 3.08 (2.27, 4.18) 2.39 (1.75, 3.28)

Intermittent claudication 3.25 (1.88, 5.63) 2.74 (1.57, 4.79) 11.29 (5.94,21.43) 10.49 (5.36, 20.50)

Events compared with a reference sample free of CVD at baseline, 10-year follow-up.
a Adjusted for age, systolic blood pressure, hypertension treatment, body mass index, diabetes, current smoking, serum total cholesterol. Sex specific

hazard ratios for stroke and heart failure (not shown) were not statistically significant compared to reference sample.

http://www.padcoalition.org
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the Framingham Study has identified a number of risk fac-
tors that lead to its occurrence. These include age, sex, se-
rum cholesterol, hypertension, cigarette smoking, diabetes,
and presence of CHD [14]. They are also the standard risk
factors for coronary disease and stroke. For AP, systolic
blood pressure, serum cholesterol, diabetes, cigarette smok-
ing, and hematocrit are significant independent risk factors
in one or both sexes [14,30]. There is evidence supporting
the efficacy of risk factor correction for reducing risk of
other CVD events in patients with AP and IC [31e36].

Although lacking in sensitivity and specificity, a detailed
history and physical examination are important in detecting
and evaluating peripheral artery disease. The anklee
brachial index can be done to confirm the diagnosis and
help stratify the risk since it correlates well with disease
severity, functional symptoms, and disease progression.
The ankleebrachial index also predicts CVD and stroke
mortality, the greatest hazard of the condition [5e7]. Tran-
sient ischemic vascular episodes involving the circulation
of the heart and limbs are often silent and a significantly
compromised circulation may exist without symptoms.
Noninvasive testing in a population indicates that the true
prevalence of peripheral artery disease is at least five times
greater than would be estimated from the reported preva-
lence of IC [37]. Likewise, three of every four transient
ischemic cardiac episodes detected by ECG monitoring in
angina are silent [38e40].

5. Limitations

The Framingham Study cohort has few blacks and other
minority population subgroups, limiting generalizability of
the data. The number of events in the CVD subgroups of
myocardial infarction, stroke, and heart failure were too
few to provide confident estimates of differences of the size
of hazard ratios for AP in comparison to IC in the two
sexes. The use of only a clinical assessment of transient
myocardial and peripheral artery ischemia allows many pa-
tients with silent occlusive arterial disease who are also at
high risk of other atherosclerotic events to go undetected.
Ankleebrachial index is a feasible office procedure that
could be used on asymptomatic patients with an unfavor-
able multivariable risk profile to detect occult peripheral ar-
tery disease needing comprehensive preventive measures;
especially for those aged 50e69 with diabetes and smoking
or age 70 or over [41]. Comparable simple office proce-
dures for detecting occult myocardial ischemia in high-risk
persons are currently unavailable.

6. Conclusions

Once detected, cardiovascular risk factor modification,
symptomatic relief, and use of antiplatelet agents form
the core of the management of both angina and IC. The ma-
jor cardiovascular risk factors adversely affect all vascular
territories, increasing vulnerability to multiple clinical
manifestation of atherosclerosis including CHD and IC
[14]. Modification of risk factors intended to prevent a par-
ticular atherosclerotic cardiovascular event should also pre-
vent other outcomes. Optimal appraisal of the hazard,
aggressiveness, and urgency for treatment is best obtained
from a multivariable cardiovascular risk profile that esti-
mates the probability of a cardiovascular event given the
existing constellation of predisposing factors.
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Pressure ulcer healing is an important quality
measure for nursing homes, but the factors that pre-
dict healing have not been well studied. Using the
Minimum Data Set, the authors identified candidate
variables for a logistic regression, risk-adjustment
model to predict ulcer healing. The authors then
assessed model discrimination and calibration.

Finally, the authors compared unadjusted with risk-
adjusted performance for the individual facilities
within a nursing home chain. Significant predictors
of healing included mobility in bed, presence of a
stage 2 ulcer (compared with a stage 4 ulcer), absence
of paraplegia and quadriplegia, and absence of end-
stage illness. The model C statistic was 0.67, and the
calibration was acceptable. Judgments about nursing
performance varied in 2 cases depending upon
whether unadjusted or risk-adjusted performance
was used. The model that the authors developed con-
tains credible predictors of healing. Pressure ulcer
healing may be one of many indicators used to evalu-
ate nursing home quality. (Am J Med Qual 2008;
23:342-349)

Keywords: risk adjustment; pressure ulcer healing;
nursing home

INTRODUCTION

Assessing quality in nursing homes is becoming
increasingly important. Quality can be assessed in
different ways, but there has been a push to develop
outcome-based quality indicators. One possible out-
come is pressure ulcer healing. Pressure ulcers are
areas of tissue necrosis that develop when soft tissue
is compressed for a prolonged period of time. Staging
is usually rated on a scale of 1 to 4, where 1 repre-
sents erythema with intact skin, and stages 2
through 4 represent increasing levels of tissue break-
down. Consistent with notions of what constitutes a
good outcome to assess, pressure ulcers are common
and usually treatable with good quality care.1 To be
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accepted by nursing homes being evaluated, models
built to compare provider performance (ie, risk-
adjustment models) must adjust the rate of pressure
ulcer healing for differences in case mix. Case mix for
pressure ulcer healing may include predictors
related to the size and stage of the ulcer, as well as
demographic and comorbid illness information. Any
variation in the rate of healing not explained by case
mix can be attributed to quality (or random error).1

Little has been published about the predictors
that are important to adjust for when evaluating
pressure ulcer healing. Previous investigations
were limited in the number of available clinical
predictors.2 The Minimum Data Set (MDS) con-
tains detailed information describing the clinical,
behavioral, and social status of each resident. Data
in the MDS are collected by registered nurses on
admission, every 90 days thereafter, and for signif-
icant health events. The objectives of this study
were (1) to develop a risk-adjustment model that
takes advantage of the detailed, longitudinal clini-
cal information of MDS to predict which individu-
als with a pressure ulcer will heal and (2) to apply
this model to a nursing home chain and compare
the performance of individual facilities using
unadjusted versus risk-adjusted performance
measures.

METHODS

Study Setting and Sample

Pressure ulcer healing was evaluated among indi-
viduals with a stage 2 or higher pressure ulcer
residing in a nursing home chain between 1997
and 1998. We had information about 110 facilities
within the chain, most of which are located in the
southeastern part of the United States. This cohort
represented the incident cases of pressure ulcer
disease captured in a previous study of the predic-
tors of pressure ulcer development.3,4

To be eligible for the study, residents needed at
least 2 assessments (ie, 2 recordings of MDS data)
available that evaluated for the presence of a pres-
sure ulcer. The index assessment was the first
assessment of each quarter of the calendar year. The
outcome assessment was the assessment that was
nearest to 90 days after the index assessment, sepa-
rated in time by at least 45 days and up to 135 days
without a discharge or transfer out of a member
facility. The outcome assessment for 1 quarter could
therefore serve as the index assessment for the next
quarter. Residents with an outcome assessment or

any interval assessment that indicated a readmission
were excluded from the analyses for that quarter. An
individual could contribute multiple times as a heal-
ing or nonhealing event. After identifying a sample of
eligible residents, we randomly divided them into
60%:40% derivation:validation sets. Information
about the chain and the collection of descriptive infor-
mation about its residents have been published pre-
viously by Berlowitz et al.4

Defining Pressure Ulcer Healing

We defined healing as a stage 2 or higher ulcer
identified on index assessment that resolved to
reepithelialization on the outcome assessment.

Selection of Study Predictors

To build the risk-adjustment model, we selected the
following candidate predictors from the literature on
pressure ulcer healing: age, continence, quadriplegia
and paraplegia, mobility, presence of fever within the
last 7 days, and ulcer stage.2,5 Because of the limited
number and quality of publications about pressure
ulcer healing, we also consulted the pressure ulcer
development literature hypothesizing that the oppo-
site states of predictors of pressure ulcer development
would, in turn, predict healing. From this literature,
we selected sex, body mass index (BMI), transfer abil-
ity, bed bound status, end-stage illness, cognitive
impairment, hip fracture that has occurred within
the past 180 days, diabetes, peripheral vascular dis-
ease, history of a resolved ulcer, and presence of
edema.3,6-8 From our clinical insight and the larger
wound care literature, we also chose bowel conti-
nence, congestive heart failure, cancer, and human
immunodeficiency virus (HIV).9-11

We did not include the predictors that repre-
sented a process of care, such as prescription of a
pressure relieving device, rehabilitation, or ulcer
dressing. The use of these processes relates to the
quality of the care being administered and there-
fore should not be controlled for in the analysis.
Similarly, race was not included in our baseline
analysis given that there is no biological reason
that individuals of a certain race should heal dif-
ferently from another. Controlling for race could
excuse facilities that cared poorly for their minor-
ity residents. As a sensitivity analysis, we exam-
ined the effect of race on ulcer healing. In contrast,
the development of a pressure ulcer was predicted
in male sex in a previous study and therefore was
included in the current model.3
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Analyses

We performed all analyses using Statistical Analyses
System (SAS), version 9.1 (SAS Institute, Cary, North
Carolina). First, we examined the bivariate associa-
tion of candidate predictors with the binary outcome
healing, yes or no.This information was used to deter-
mine whether to model predictors as continuous or
categorical predictors and when to collapse categories
(eg, if there was no difference in effect among 2 risk
categories). Predictors with sufficient distribution
across clinically relevant predictor levels and which
had sufficient nonmissing data were chosen for mul-
tivariable regression. Selection of the predictors to
include in the multivariable model was not based on
the significance level of bivariate associations, in
accordance with recommendations by Sun et al.12

Next, we entered candidate predictors into a logis-
tic regression model. The C statistic was examined to
assess model discrimination (ie, ability to differenti-
ate high-risk and low-risk patients), and the Hosmer-
Lemeshow goodness of fit statistic was used to assess
model calibration (ie, how well the model-predicted
risk matched the actual probability of healing). More
specifically, we evaluated calibration by dividing the
sample into deciles of increasing model-predicted
risk, or probability, of healing. Within each decile, we
compared the expected rate calculated from logistic
regression with the observed rate. Because a single
patient could contribute up to 6 observations, we
repeated these analyses using generalized estimating
equations from the GENMOD procedure in SAS. As
results did not change appreciably using GENMOD,
we report only the results from logistic regression.

We tested several models with variables progres-
sively added and deleted using the above model per-
formance statistics and our a priori beliefs about
which variables were important to retain in the
model. Specifically, we decided to retain age, male sex,
bed mobility, urinary continence, and ulcer stage in
all models because the preponderance of evidence
supported their inclusion. We also included any vari-
able that met statistical significance at the usual
alpha 0.05 level. Of the remaining variables, we
included any that obtained a substantial association
with healing (10% increase or decrease in odds) and
that we felt to represent an important predictor of
healing based on our clinical insight and the medical
literature. Also, among the variables that did not
meet statistical significance, we excluded variables
that had counterintuitive results, such as cancer, pre-
dicting more healing. Counterintuitive associations

are unlikely to predict outcomes in external settings,
which is an important goal when building risk-
adjustment models.

We conducted a sensitivity analysis of our results,
examining duration of the assessment period as a
predictor of healing. We also analyzed a model with
ulcer stage alone given the strength of the association
for this predictor in previous analyses. Finally, we
evaluated the model in the validation set. Specifically,
we applied the regression coefficients from the model
generated from the derivation set to the validation
set. We again calculated the C statistic and Hosmer-
Lemeshow χ2 test. After model validation, we
repeated the multivariable regression on the entire
dataset and documented the individual variable asso-
ciations calibrated to the entire data.

Next, we applied our risk-adjustment model for
the evaluation of ulcer healing in individual facili-
ties that cared for a minimum of 30 ulcer episodes.
For each facility, we calculated 2 rates; the
observed rate that was the average rate of healing
for residents within a nursing home, and the
expected rate that was the average of the probabil-
ities predicted by the model for each resident. To
test whether there was a difference in case mix
among facilities, we performed an analysis of vari-
ance (ANOVA) on the expected rate of pressure
ulcer healing. We also examined the model to see
whether judgments about nursing home perform-
ance differed when comparing the unadjusted ver-
sus risk-adjusted measures. Specifically, we
compared the observed rates of healing for each
facility with its acceptability interval. The accept-
ability interval is the 95% confidence interval (CI)
around the expected rate. Facilities with an
observed rate falling above the interval repre-
sent top performing outliers, and those with
rates falling below the interval represent bottom
outliers.

RESULTS

In total, there were 4327 eligible ulcer episodes cared
for by 110 nursing home facilities; 3931 ulcer episodes
(representing 2666 subjects) had complete data avail-
able. Missing data occurred primarily in comorbid ill-
ness. We did not have information on why the data
were missing in these cases except to note that the
same 395 subjects did not have any comorbid illness
information; therefore, we did not attempt to impute
their missing values. Sixty percent of included obser-
vations represented first ulcer episodes recorded for a
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subject, 29% represented second ulcer episodes, and
11% represented third or higher ulcer episodes. The
duration of ulcer episode (time between recordings of
MDS data) was normally distributed with a mean of
88 ± 18 days. In the derivation set, there were 2384
ulcer episodes compared with 1547 in the validation
set.The random 60%:40% derivation set:validation set
split of the subjects successfully divided ulcer episodes
equivalently across all descriptive variables (Table 1).
Sixty-five percent of the ulcer episodes involved stage
2 ulcers. Patients had a large number of physical
impairments. Subjects had no bed mobility in 39%
of ulcer episodes. In only 30% of ulcer episodes were
subjects usually continent of urine. In only 31% were
subjects continent of stool (bowel continence).

Bivariate Analysis

Several candidate predictors showed association with
pressure ulcer healing in bivariate analysis. We high-
light some of the more notable results of this analysis
below. Lower stage ulcer was substantially associated
with the outcome (Table 2). Having urinary conti-
nence at all times (as compared with always being
incontinent) showed a paradoxically lower rate of
healing (odds ratio [OR] = 0.77; 95% CI = 0.65-0.91).
When we recoded individuals continent with an
indwelling catheter as always incontinent, as
Berlowitz et al did previously, we found the more
logical association of continence predicting healing
(OR = 1.52; 95% CI = 1.28-1.81).4 Given the lack of a
definite trend toward less healing in the occasionally

and frequently incontinent groups, we collapsed the
groups with any degree of continence and compared
them to those always incontinent. Body mass index
was divided into 8 predictor levels, but there was no
trend to the association. Therefore, we modeled BMI
as a binary predictor with a cutpoint of 19, which is a
commonly cited threshold for being underweight and
possibly malnourished. We also considered multiple
other cognitive predictors, such as delirium, periods of
disordered thought, and restlessness, but there was a
substantial number of incomplete data for these pre-
dictors, and so we did not further analyze these items.
In addition, HIV was too rare to include in the model.
In total, we analyzed 20 predictors in the multivari-
able phase of our analysis.

Multivariable Analysis

Among the predictors entered into the multivari-
able analysis, 4 showed substantial and statisti-
cally significant associations with pressure ulcer
healing. These included ulcer stage, bed mobility,
absence of paraplegia or quadriplegia, and absence
of end-stage illness. Young age (ie, age < 65), male
sex, urinary continence, intact bed transfer ability,
and history of a resolved ulcer had a greater than
10% increase in odds of healing. We felt that these
were important predictors of healing and therefore
included them in the model as discussed in the
Methods section. Cognitive status, diabetes, periph-
eral vascular disease, and congestive heart failure
did not have a substantial association with the out-
come. Among the other predictors that did not
meet statistical significance, we excluded recent
hip fracture, change in weight, presence of edema,
and fever because we did not feel that they were
important predictors of pressure ulcer healing
beyond the predictors already included. Cancer
and low BMI (ie, BMI < 19) counterintuitively pre-
dicted increased healing, although the results were

Table 1

Comparison of Descriptive Statistics for 
Derivation and Validation Set of Ulcer Episodes

Derivation Set, Validation Set, 
n = 2384 (%) n = 1547 (%)

Age < 65 y 186 (8) 135 (9)
Male 719 (30) 478 (31)
White race 2047 (86) 1326 (86)
Stage 2 ulcer 1536 (64) 985 (64)
Stage 3 ulcer 504 (21) 324 (21)
Intact bed mobility 1268 (53) 863 (56)
Intact transferring from bed 466 (19) 315 (20)
Urinary continence 712 (30) 473 (31)
Bowel continence 737 (31) 503 (33)
Paraplegia or quadriplegia 44 (2) 33 (2)
End-stage illness 104 (4) 75 (5)
History of resolved ulcer 431 (18) 278 (18)
Pressure ulcer healed 1367 (57) 856 (55)

Table 2

Rate of Pressure Ulcer Healing by Stage of Ulcer

Rate of Healing 
Initial Ulcer Stage (95% Confidence Interval)a (%)

2 67 (64-69)
3 44 (40-48)
4 32 (27-36)

aUnadjusted analysis
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not statistically significant. We excluded these
variables as discussed.

In the sensitivity analysis looking at race, white
race (compared with nonwhite race) was not sig-
nificantly associated with healing (OR = 0.98; 95%
CI = 0.81-1.19). Therefore, we did not include race
in subsequent analyses. Results from sensitivity
analysis, including duration of follow-up time,
revealed that a longer than average duration (ie,
110-135 days) did not have a significant associa-
tion with pressure ulcer healing; hence, duration
was not included in the model.

In the derivation set, the C statistic for the model
was 0.68, and the Hosmer-Lemeshow χ2 was 6.50,
(P = .59), indicating acceptable calibration. In Table
3, we report the expected and observed rates by
deciles of model-predicted probability of healing.
There are only isolated deciles in which the expected
rate did not match the observed rate. The model was
able to identify individuals with high and low model-
predicted probability of ulcer healing, with close to a
3-fold difference in observed rate between the high-
est and lowest decile. A model with ulcer stage alone
had a C statistic of 0.63.

In the validation set, the C statistic for the
model was 0.66, and the Hosmer-Lemeshow χ2 was
22.1 (P = .004). The model did not perform as well
(>5% difference in observed and expected) in
deciles 1, 3, 4, and 10 of predicted probability in
this validation set (Table 3).

A final list of the associations between the variables
and the outcome fit to the entire set of ulcer episodes
appears in Table 4. A stage 2 ulcer predicted more
healing compared with a stage 4 ulcer, (OR = 3.18; 95%
CI = 2.62-3.87). Having some or full mobility in bed
predicted more healing than having no mobility in bed
(OR = 1.56; 95% CI = 1.22-2.00).Absence of paraplegia
or quadriplegia predicted more healing (OR = 3.17;
95% CI = 1.83-5.48). Absence of end-stage illness also
predicted more healing (OR = 1.45; 95% CI = 1.06-
2.00). The C statistic for the entire dataset was 0.67,
and Hosmer-Lemeshow χ2 was 3.52, (P = .89).

Facility Performance

Nursing homes differed considerably in case mix as
described by their expected rates of pressure ulcer
healing.Among the 62 (of 110) nursing homes with 30
or more ulcer episodes, the expected range for healing
was 47% to 65%. The differences were significant (P <
.001) on test with ANOVA. These nursing homes also
differed in their observed rates of healing, ranging
from 23% to 74% (P < .001).

Judgments of nursing home performance varied
depending on whether we considered unadjusted or
risk-adjusted performance measures. Figure 1 depicts
the performance profile for the 10 top-performing 
and 10 bottom-performing facilities ordered by
decreasing observed rate. In the top 10 facilities, only
G and H performed better than their acceptability

Table 3

Probability of Healing Divided Into Deciles for
Derivation and Validation Samples Showing

Expected Rates of Pressure Ulcer Healing from the
Logistic Regression Model and the Observed Rates

Derivation Set Validation Set

Predicted Expected Observed Expected Observed 
Decile Rate (%) Rate (%) Rate (%) Rate (%)

1 27.3 28.9 26.2 32.5
2 38.4 41.2 38.4 37.9
3 46.0 41.2 45.6 37.4
4 53.7 50.4 53.1 44.8
5 58.3 60.2 58.3 56.1
6 63.9 66.8 63.9 66.5
7 66.4 64.1 67.0 69.5
8 68.7 69.0 69.9 69.4
9 71.8 70.3 72.9 70.5

10 75.2 76.6 76.0 67.0

Table 4

Results from Multivariable Logistic Regression
Model Fit to All Data With Outcome of Healing of

Pressure Ulcers

OR OR Logistic
Variable Names Logistic 95% CI

Age <65 y 1.08 0.83-1.39
Male sex 1.15 0.99-1.33
Stage 2 ulcer (compared to stage 4) 3.18 2.62-3.87
Stage 3 ulcer (compared to stage 4) 1.23 0.98-1.54
Intact bed mobility 1.56 1.22-2.00
Intact transferring from bed 1.21 0.94-1.56
Urinary continence 1.09 0.89-1.32
Bowel continence 1.12 0.93-1.36
Absence of paraplegia and quadriplegia 3.17 1.83-5.48
Absence of end-stage illness 1.45 1.06-2.00
History of resolved ulcer 1.13 0.95-1.34

Abbreviations: OR, odds ratio; CI, confidence interval.
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intervals. We would have considered facilities A
through F as better performers than G and H if we
had not considered outlier status. Judgments about
the bottom performers did not differ whether we con-
sidered observed rates or the outlier status. Overall,
there were 2 top outliers and 3 bottom outliers.

DISCUSSION

Using data from the MDS, we developed a risk-
adjustment model with credible predictors of pres-
sure ulcer healing in nursing home residents. The
model had moderately good discriminatory capac-
ity, identifying individuals with a 3-fold difference
in observed rate between the lowest and highest
deciles of model-predicted risk. This discrimina-
tory ability was maintained in the validation phase
of our analysis. Use of risk-adjusted outcomes
based on this model was important in making
judgments about nursing home performance.

Establishing accurate indicators of nursing home
performance has become an important challenge in
health services research. Risk-adjusted outcomes
can serve as such indicators, yet controversy exists
as to the extent of their use. Some investigators
have argued against the use of risk adjustment in
the long-term care setting because certain predic-
tors, such as functional status, will vary over time
and may be influenced by prior poor care.13

Although inclusion of such predictors requires spe-
cial attention, one must still account for the fact
that different providers see very different popula-
tions of patients. Risk adjustment has been shown
to alter judgments of provider performance in the
current and previous work in the long-term care
setting.14-17 The controversy heralds the need to
examine multiple indicators to comprehensively
assess the quality of individual facilities.

There are only a handful of investigations that
have attempted to delineate the predictors of pres-
sure ulcer healing. Comparisons with previous mod-
els are limited given the variation in the outcome
assessed and/or process of care predictors included.
Using percent reduction in ulcer size, Kramer et al
studied 109 patients with pressure ulcers and found
that patient and ulcer characteristics explained 19%
of the variation in healing.5 Mukamel studied deteri-
oration in ulcer level as a quality indicator.1 Her
model obtained good discrimination, a C statistic of
0.75, with acceptable calibration. This last model
looked at both skilled nursing facility and health-
related facility residents with a separate predictor
included if the subject was in one type of facility or
the other. The model also included the use of physical
restraints. Similarly, Berlowitz et al published a
study of pressure ulcer healing in 819 veterans using
the VA Patient Assessment File (PAF) and included a
predictor related to receipt of rehabilitation services.2

Also, the C statistic in that model was higher (0.73)
than that in the current study.The National Pressure
Ulcer Long-Term Care Study found that resident
characteristics explained little of the variation in the
change in ulcer area.18 Their model contained few
patient variables and many treatment variables, which
limits comparison with the current study. We chose a
limited focus, including only the predictors that rep-
resent inherent risk of healing and not process of care,
as is appropriate for a risk-adjustment model.

The variation in facility performance as expressed
by unadjusted and risk-adjusted measures sug-
gests that risk adjustment mattered in the current
study. Specifically, the 2 top outliers would not have

Figure 1. Performance profiles for facilities in
top and bottom of performance.

• Observed Rate -------------      Acceptability 
Interval (95% CI 
of Expected Rate)

* In these facilities, the observed rate of performance fell above the accept-
ability interval indicating top outlier status. Note that facilities with
higher observed rates (A through F) would have been considered better
performers had we not determined outlier status.
† In these facilities, the observed rate fell below the acceptability interval
indicating bottom outlier status. These facilities were also the lowest per-
formers by observed rate.
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been recognized as the top performers without risk
adjustment. Confirming earlier work, simply looking
at the observed rates of healing would distort the per-
formance profile of the evaluated nursing homes.3

Although the model developed in this study is
most useful in making judgments about quality of
individual nursing facilities, the predictors that
comprised the model offer some prognostic infor-
mation for clinicians. Stage of ulcer explained the
largest amount of variability in the rate of healing.
Mobility and absence of end-stage illness predicted
healing consistent with the above-mentioned VA PAF
study. In contrast, urinary continence did not have
a significant association with healing in the cur-
rent study. The previous studies which identified
urinary continence as a predictor may not have con-
trolled adequately for variables, such as mobility,
which are better characterized in the more clini-
cally oriented MDS. Predictors of pressure ulcer
formation that were reported by Berlowitz et al
using MDS, such as diabetes, did not show the same
level of association with pressure ulcer healing.4

Paraplegia and quadriplegia were highly associated
with healing independent of mobility in bed. This
probably reflects a lack of sensory perception and/or
an additional level of immobility that even the MDS
mobility predictors do not capture.

Limitations include the loss to follow-up from 
discharge, death, or transfer. Gaming by facilities,
wherein a facility transfers a patient whom it feels
would not heal, may result in inflated healing rates.
If a decision of a facility to transfer relied on predic-
tors included in the current model, the effect of these
predictors may have been mitigated and the overall
model performance dampened. The lack of ulcer level
information also was a limitation. We did not attempt
to correlate the difference in performance in pressure
ulcer healing with differences in processes of care
used in the individual facilities. Although MDS con-
tains information about certain process variables,
such as use of a pressure ulcer relieving device or
turning program, documentation of usage has not
been found to correlate with actual usage or quality
of care (such as when site visits were conducted).19

Understanding how top outlier nursing homes obtain
better outcomes and finding the accurate methods to
measure these higher quality practices should be pri-
orities for future research.

We did not consider other related outcomes, such
as deterioration in ulcer status, when we profiled
facilities. Ulcers that remain in the same stage could
be scored more favorably than those that worsened.

Because the number of ulcer episodes was relatively
small at the facility level, we did not differentiate
ulcer healing for ulcers that developed outside a facil-
ity from those that formed within it. Thereby, a facil-
ity could perform well in healing ulcers yet perform
poorly in preventing them. The issues mentioned
above reiterate the need to profile facilities in multi-
ple dimensions. To provide a composite picture of
pressure ulcer care, some investigators have profiled
facilities by change in ulcer prevalence using a cohort
design or point prevalence using cross-sectional
analysis.19-22 As an outcome, prevalence confounds the
quality issue because admission of patients from out-
side facilities may change prevalence without inform-
ing consumers about the performance of the facility
with respect to pressure ulcer care. Using prevalence
also makes the process of feedback and quality
improvement problematic because we cannot inform
facilities about which processes they need to review,
those related to healing or those related to preven-
tion. We believe healing to be a cleaner outcome than
prevalence but reiterate the need to consider multiple
outcomes when evaluating the quality of a facility.

There is a movement toward adopting pay-for-
performance strategies as a method to improve quality
of care. This movement emphasizes the need for good
data on quality of care provided. Our risk-adjusted
model of pressure ulcer healing represents an attempt
to develop one measure for evaluating nursing home
performance. However, there is a need to validate the
model externally and to develop a composite meas-
ure that addresses a broad range of outcomes.

Although our model focuses on the care of nursing
home residents, a similar model can be applied to
home care or other long-term care settings. The
Online Analytical Statistical Information System
(OASIS) was created to support the development of
risk-adjustment models using data collected during
home health care visits. Results from demonstration
projects have shown that quality improvement pro-
grams incorporating risk-adjusted OASIS data can
significantly improve patient outcomes, such as
reducing hospitalization rates.23 Future work should
examine the performance of our model in alternate
settings.

In conclusion, the risk-adjustment model we
developed contains credible predictors of pressure
ulcer healing. Use of risk-adjusted measures iden-
tified top-performing facilities that differed from
those identified by unadjusted analysis. Future
models should incorporate the predictors identified
in this study (ie, ulcer stage, bed mobility, paraplegia
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and quadriplegia, and end-stage illness). Pressure
ulcer healing may be one of many indicators used
to evaluate nursing home quality.
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more hospital nights (lRR, 2.6; 95% Cl, 1.4-5.0), and more mental 
health visits (IRR, 2.2; 95% CI, 1.1-4.1) but no increase in outpa
tient and emergency department visits. 
Conclusions: PTSD is associated with more hospitalizations, longer 
hospitalizations, and greater mental healtheare utilization in urban 
primary care patients. Although trauma exposure is independently 
associated with greater mental healthcare utilization, PTSD mediates 
a portion of this association. 

Key Words: PTSD, trauma, primary care, hospitalization, 
utilization 

(Med Care 2008;46: 388-393) 

Tramna exposure can be described as an unexpected, vio
lent encounter with nature, technology, or humankind.' 

Post-traumatic stress disorder (PTSD) is a syndrome after a 
significant trauma exposure characterized by persistent, re
current symptoms including intrusive recol1ections, avoid
ance of disturbing stimuli and increased arousal, which cause 
significant functional impairment, 2 

Healthcare utilization data are essential for estimating 
the impact of specific medical conditions and for informing 
healthcare planning and policy.' Prior studies suggest that 
trauma exposure and PTSD have considerable impact on 
healthcare utilization and costs. 1.3-5 Most of this research has 
focused on male veterans and female sexual assault victims 
and reports increased healthcare utilization for mental and 
physical problems.l"? These findings may not be generaliz
able to other populations as the services available to veterans 
such as specialized PTSD clinics and disability compensation 
may differ from those available to civilians with PTSD.3,7 

Trauma exposure and PTSD are common in primary 
care settings for nonveterans and veterans alike. 1,5.8 - JO How
ever, few studies have examined healthcare utilization pat
tems in this population.v'!"!" The studies among veterans 
have generally shown increased use of mental healthcare 
services but conflicting findings in the use of services for 
physical health problems. As noted by Elhai and others in a 
recent review of healthcare utilization studies in trauma 
survivors, these studies have been limited by methodological 
concerns including not using diagnostic measures for 
PTSD/,13-16 smal1 sample sizes/·JJ-14.J6 lack of adjustment 
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for potential confounders of utilization,2,l1,13,14,16 and usc of 
self-reported utilization measures,ll,12,14 which can be less 
accurate. 3,17 Data collected from electronic medical records 
(EMR) arc considered to be more valid than self-reported 
utilization data.' Because these studies have mostly been 
conducted in populations with higher socioeconomic status, 
they may not be applicable to residents of urban, economi
cally disadvantaged areas who may be both at greater risk for 
trauma exposure as well as more vulnerable to the effects of 
trauma, 12, 15 Finally, most studies to date have not clarified 
whether health service use is independently affected by 
trauma exposure, subsequent development of PTSD, or both. 

This study's objective was to examine the independent 
associations of both trauma exposure and PTSD with health
care utilization in a civilian, urban primary care population 
and to examine any mediating role of PTSD in the relation
ship between trauma exposure and utilization. We hypothe
sized that urban primary care patients with trauma exposure 
or PTSD would have more nonmental health outpatient and 
emergency department visits, hospitalizations and mental 
health outpatient visits. We further hypothesized that any 
increases in utilization associated with trauma exposure 
would be explained in part by the presence of PTSD. 

METHODS 
The current analyses were conducted as part of a 

cross-sectional study of PTSD and its comorbidities in pri
mary care. We interviewed a sample of primary care patients 
at the outpatient department of an urban university-affiliated, 
safety-net hospital to examine overall prevalence of traumatic 
exposure and select behavioral health outcomes in addition to 
PTSD, including: major depression, substance dependence 
and chronic pain. A detailed description of the main study 
methods can be found elsewhere"; we summarize methods 
relevant to the current analyses below. 

Subjects 
Patients presenting to the primary care (Internal Med

icine and Family Medicine) clinics at an urban, academic 
safety-net medical center were eligible if they spoke English, 
were between the ages of 18 and 65 years and had a sched
uled appointment with a primary care clinician. Patients were 
excluded if they could not be interviewed alone or if they did 
not seem to understand the study. After the first 509 consec
utive patients were enrolled meeting all il~c~usion criteria, we 
limited enrollment to a "subsample" of eligible patients over
sampled for alcohol and drug use and irritable bowel symptoms 
to permit preplanned subgroup analyses ("subsample" "" 98 
patients). The current analyses used the entire sample of 607. 
Boston University Medical Center's Institutional Review and 
HIPAA Privacy Review Boards approved the study. A Cer
tificate of Confidentiality was obtained from the National 
Institutes of Health. 

Assessments 
Interviewers screened consecutive patients arriving at 

the primary care clinic and eligible patients were asked to 
participate in an interview about stress and health after 
obtaining informed consent. The interview included demo

© 2008 Lippincott Williams & Wilkins 

graphic questions, the Composite International Diagnostic 
Interview (ClDI) version 2.1 PTSD module," the Chronic 
Pain Definitional Questionnaire.i'' the Patient Health Ques
tionnaire (PHQ) modules measuring depression diagnoses 
(major and other depression in past 2 weeksr'" and the 
CIDI-ShOJi Form (CIDI-SF) modules for drug and alcohol 
dependence in the past 6 months." Enrollment took place 
from February 2003 to September 2005. 

Using standardized data forms, trained researchers re
viewed patient EMR to collect nonmental health outpatient 
and emergency department (ED) visits, hospitalizations and 
mental health outpatient visits. The EMR registration history 
records every single visit in all inpatient and outpatient 
locations of our comprehensive medical system, which pro
vides most of our population's healthcare. 

Study variable selection was guided by Andersen's 
behavioral model of health services use, a well validated and 
extensively used conceptual framework for health care utili
zation." In this model, subjects use healthcare resources 
depending on their medical needs, which in turn may be 
influenced by predisposing and enabling factors. Need refers 
to actual illness, which is the most important determinant of 
healthcare use and we conceptualized trauma exposure and 
PTSD as need factors in our models. Comorbid medical 
illness and depression were also characterized as need factors 
because they could also influence healthcare use in patients. 
Predisposing factors influence the propensity of an individual 
to seek medical attention and we characterized age, gender, 
and substance dependence as predisposing factors. Finally, 
enabling factors enhance or impede use of healthcare; we 
characterized income, for example, as an enabling factor. 
Although health insurance status is often considered as an 
enabling factor, we did not include insurance status in our 
model as >99'% of participants had coverage for the types of 
utilization studied via federal, state, or private insurance or 
through an uncompensated care pool ("free care"). 

. Independent variables were: (I) trauma exposure de
fined using 11 questions (9 questions on specific types of 
traumatic events and 2 open ended questions on exposure) 
from the CIDI, a well validated and reliable diagnostic 
interview developed by the World Health Organization for 
diagnosing mental disorders based on DSM-IV criteria.l" We 
first characterized trauma exposure as a dichotomous variable 
(none vs. one or more). We also characterized number of 
types of traumatic events as a class variable (0, 1-2,3-4,2:5 
types of traumas) to assess a "dose-response" relationship 
between trauma exposure and utilization. The classes approx
imately divided the sample population into 4 quartiles; (2) 
diagnosis of current PTSD (past 12 months), characterized as 
a dichotomous variable, obtained by the en».'8 Dependent 
(outcome) variables were counts of nonmental health o~~a
tient visits involving any direct clinician contact, ED VISItS, 
inpatient hospitalizations for any reason, and mental ~ealth 

outpatient visits, for the 12 months before the research inter
view. We also counted the inpatient nights spent during 
hospitalizations as a proxy measure for the amount of inpa
tient resources used. Multiple visits on the same day to 
different clinicians were counted as discrete outcomes. Visits 
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for diagnostic testing were excluded. Covariates used in 
adjusted models included age, gender, annual income (5 or 
>$20,000), substance dependence (drug and/or alcohol de
pendence in the past 6 months by CIDI-SF),18 depression 
(major and/or other depression by PHQ),20 and medical 
comorbidity measured by the Charlson Index (obtained from 
the diagnostic information in the EMR. Possible range of 
scores was 0-33. Higher scores indicate greater medical 
cornorbidity). 22 

Statistical Methods 
All analyses used 2-tailed tests with a P value of :5:0.05 

considered to indicate statistical significance. Descriptive and 
bivariate unadjusted analyses included I' tests to evaluate 
differences in proportions, t tests for differences between 
means for parametric data and Wilcoxon rank sum tests for 
differences between medians for skewed data. Multivariable 
adjusted analyses, to determine the independent associations 
between trauma exposure and PTSD with utilization included 
Poisson regression models accountin~ for overdispcrsion to 
obtain incidence rate ratios (IRR)2. We used a Poisson 
regression because the utilization dependent variables are 
count measures with a skewed, nonparametric distribution, 
and therefore standard parametric approaches like linear re
gression are not statistically appropriate." To determine 
whether PTSD mediated the relationship between trauma 
exposure and utilization, we fit 2 adjusted Poisson regression 
models, the first including trauma exposure and utilization 
outcome variables and the second adding the PTSD variable. 
To test whether the subsample of participants recruited for 
substance use and irritable bowel syndrome influenced find
ings, we fit another model excluding the subsample. The 
results were essentially unchanged and the data are not 
presented here. All analyses were done using SAS software, 
version 8.0. 

RESULTS 
Of the 751 patients who met eligibility criteria for this 

study, 607 (81%) agreed to participate. The 144 subjects 
(19%) who refused did not differ significantly from study 
subjects in terms of age, gender, or race. Nonparticipants 
were more likely to be born outside the United States (41% 
vs. 21%, P = 0.001). The 98 subjects in the "subsample" did 
not differ significantly from other subjects in age, race, 
marital status, employment, income, and prevalence of 
PTSD. They had a greater prevalence of major depression 
(37% vs. 21%, P = 0.001) and trauma exposure (88% vs. 
79%, P = 0.04). Medical record information was not avail
able for 15 of the 607 subjects, leaving 592 subjects for 
analysis. See Table 1 for participant characteristics. 

Trauma Exposure 
Eighty percent of subjects had one or more trauma 

exposures. Compared with subjects with no trauma exposure, 
subjects with trauma exposure were significantly more 
likely to be male (51% vs. 38%), unmarried (87% vs. 
75%), have substance dependence (21% vs. 5%), and 
depression (48% vs. 33%). 

TABLE 1. Characteristics of Primary Care Patients 

Total, % PTSD, % No PTSD, % 
(N =592) (N = 133) (N = 459) P 

Age (yr), 41.6::':11.6 40.6 :t 10.7 41.9 :t 118 0.3 
mcan z; SO 

Female gender 51 62 48 0.007 

Ethnicity" 0.8 

Black 59 56 60 

White 19 18 19 

Hispanic 8 10 8 

Other 14 16 14 

Married 15 II 16 0.10 

Education" 0.2 

<High school 25 30 23 

High school 34 34 34 

College 41 36 43 

Annual Income" <00001 

';:$20,000 50 68 46 

>$20,000 50 33 55 

Drug and/or alcohol 18 24 16 0.04 
dependence 
past 6 moo 

Major and/or other 45 71 37 <0.0001 
depression 

Comorbidity 0.66 :t 1.29 0.66 ::': 1.36 0.66 z: 1.26 0.9 
mean :± SO·t 

"No. patients for whom data not available: ethniciry = I. education = 2. income = 
J8. substance dependence = 4, eomorbidity = J. 

t As measured by the Charlson Comorbidity Index. Range of scores in this groupof 
subjects was 0·-9. 

TABLE 2. Unadjusted Association of PTSD With 12-Month 
Utilization (N = 592) 

No PTSD 
PTSD (N = 133) (N = 459) p 

Outpatient visits' 9.16::': 9.74 (7) 8.35 ::': 9.95 (5) 0.10 

EO visits" 1.88 ct. 3.28 (I) 1.41 ::': 2.76 (I) 0.2 

Hospitalizations" 0.43 ::': 1.32 (0) 0.18 :t 0.57 (0) 0.05 

Inpatient nights" 2.99 ::': 14.88 (0) 1.01 ::': 4.34 (0) 0.08 

Mental health visits" 1.41 ::': 4.74 (0) 0.5 ::': 2.39 (0) <0,(1001 

"'Mean :t SO (median), 

In bivariate unadjusted analyses, subjects with trauma 
exposure had more mental health visits (mean 0.83 vs. 0.18, 
median 0 vs. 0, P = 0.005) and emergency department visits 
(mean 1.55 vs. 1.37, median 1 vs. 0, P = 0.03) compared 
with subjects with no trauma exposure. In multivariable 
adjusted analyses (Table 3),), subjects with trauma exposure 
had 3.90 times more mental health visits in 12 months 
compared with patients with no trauma exposure (IRR, 3.90; 
95% CI, 1.08-14.14). This association was attenuated and no 
longer statistically significant after PTSD was added as a 
covariate in this model (IRR, 3.16; 95% CI, 0.85-11.69). 
Subjects with trauma exposure did not have more outpatient 
visits (IRR, 1.10; 95% CI, 0.89-1.40), ED visits (IRR, 1.07; 
95% CI, 0.71-1.60) or hospitalizations (IRR, 0.94; 95% CI, 
0.49-1.77). 
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TABLE 3. Incidence Rate Ratios of PTSD and Trauma 
Exposure With Prior 12-Month Utilization" 

Trauma Exposure! 
PTsnt (95% CI) (95% CI) 

Outpatient visits 1.04 (0.84-1.28) J.10 (0.89·-1.40) 

ED visits 1.07 (0.75-1.54) i.o: (0.71-1.60) 
Hospitalizations 2.22 (1.35··3.67) 0.94 (0.49-1.77) 

Inpatient nights 2.62 (1.38-4.99) 0.84 (0.36- J .95) 

Mental health visits 2.15 (114-4.06) 3.90 (1.08~14.14) 

"Poisscn regressions adjusted for age, gender, income, substance dependence, 
depression, and comorbidity. 

'ToWI no. subjects available for analyses = 570; reference group for lRR is no 
PTSD. 

'Totlll no. subjects available for analyses = 577; reference group for IRR is no 
trauma exposure 

We found a similar pattern of results when we studied 
trauma exposure severity by characterizing it as a 4-c1ass 
variable (0, 1-2, 3-4, 2:5 types of trauma). For example, 
subjects with 2:5 types of trauma had significantly more 
mental health visits (IRR, 3.19; 95% CI, 1.22-8.34) when 
compared with subjects with no traumas, but this association 
was attenuated and no longer significant after PTSD was 
added as a covariate in this model (IRR, 2.06; 95% CI, 
0.69 - 6.20). 

PTSD 
Among the 592 subjects, 133 (22%) had current PTSD. 

Mean duration of PTSD was 11.9 years (median = 7.9 years) 
and 94% of subjects had PTSD symptoms for II months or 
more. Compared with subjects without PTSD, subjects with 
PTSD were significantly more likely to be female (62% vs. 
48%), to have an annual income less than or equal to $20,000 
(68% vs. 46%), to meet criteria for substance dependence 
(24% vs. 16%) and depression (71% vs. 37%) (Table I). In 
bivariable unadjusted analyses (Table 2), subjects with PTSD 
had significantly more hospitalizations (mean number 0.43 
vs. 0.18, median 0 vs. 0, P = 0.05) and mental health visits 
(mean 1.41 vs. 0.50, median 0 vs. 0, P < 0.0001) in the prior 
12 months than did subjects without PTSD. Although not 
reaching conventional levels of statistical significance, sub
jects with PTSD tended to spend more nights in the hospital 
(mean 2.99 vs. 1.01, median 0 vs. 0, P = 0.08) and higher 
outpatient (mean 9.16vs. 8.35, median 7 vs. 5, P = 0.10) and 
emergency department visits (mean 1.88 vs. 1.41, median I 
vs. I, P = 0.16). In multivariable adjusted analyses (Table 3), 
compared with subjects without PTSD, subjects with PTSD 
had 2.22 times more hospitalizations (IRR = 2.22,95% CI = 
1.35-3.67) and spent a greater number of nights in the hospital 
(IRR = 2.62, 95% CI = 1.38-4.99). They had 2.15 times more 
mental health visits (IRR = 2.15, 95% CI = 1.14-4.06). They 
did not have more outpatient visits (IRR = 1.04, 95% CI = 
0.84-1.28) or ED visits (IRR = 1.07,95% C1 = 0.75-1.54). 

DISCUSSION 
Among urban primary care patients, PTSD is associ

ated with greater healthcare use: both mental health visits and 
hospitalizations. Unexpectedly, trauma exposure by itself was 

not associated with increased utilization, apart from mental 
health visits, a finding which was attenuated after adjusting 
for PTSD. 

The burden of depression alone on increased utilization 
of healthcare resources is well characterized. However, there 
is some controversy as to the incremental burden of anxiety 
disorders such as PTSD in primary care patients.i" Our study 
confirms the increased mental heaJthcare use by PTSD pa
tients seen in most prior studies in civilian primary care 

• 211101415All h hi . " PO])uJations.': . -., -a. t roug t JS IS not surpnsmg, our 
study highlights the additional burden of mental illness due to 
PTSD that persists even after accounting for the various 
comorbid medical conditions and depression that affects this 
population. 

Our finding of greater use of inpatient but not of ED or 
outpatient resources contributes to the few prior studies in 
this area. These studies have found inconsistent results when 
reporting about healthcare usc for physical problems in civil
ian primary care patients?'] 1--16 Stein et al found greater 
self-reported hospitalizations by patients with PTSD in a 
bivariate unadjusted analysis of approximately 18 primary 
care patients with PTSD compared with 74 patients without 
psychiatric disease, whereas Walker et al did not find in
creased hospitalization costs in a group of female HMO 
patients with PTSD. 14,15 However, the higher socioeconomic 
status of their HMO population may reflect healthier patients 
with more resources to avoid hospitalization." Although 
Stein et al found increased ED use, the larger study by 
Walker et al did not find an association between PTSD and 
ED costs, which is consistent with the nonsignificant associ
ation we found between PTSD and ED visits. 14 

, 15 To our 
knowledge, no other additional studies besides these 2 have 
examined the association between PTSD and use of inpatient 
and ED resources in nonveteran primary care patients. 14,15 A 
few studies have looked at nonmental health outpatient uti
lization in PTSD, but all of these studies had methodological 
limitations.2,11.14--16 We did not find the increased use of 
outpatient resources seen in these studies. This may also 
reflect the overall high use of outpatient care by our patients, 
particularly because a study entry criterion was use of pri
mary care. Taken collectively, our data suggest a pattern of 
increased use of healtheare resources for both mental and 
physical illness in urban primary care patients with PTSD, 
similar to the increased utilization seen in veterans. 

There may be a number of potential pathways that explain 
increased utilization of health services for physical illness by 
some patients with PTSD. PTSD and trauma survivors have a 
higher prevalence of carcliac, cligestive, musculoskeletal, ner
vous system, endocrine, and other physical illness; abnormal 
hypothalamic pituitary and sympathetic-adrenal-medullary axes; 
higher circulating T-cell counts; and imrnunoglobulin-M lev
els with lower cortisol and dehydroepiandrosterone levels, all 
of which strongly suggest an underlying deleterious biologic 
response to stress.':" One could hypothesize that individuals 
can have varying psychologic responses to trauma such as 
high risk behaviors, medically unexplained somatic symp
toms and marked physical and emotional functional impair
ment, all of which could increase their risk of hospitaliza
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tion. I .24.26 Clinicians in tum commonly fail to recognize 
PTSD or may mistake somatization symptoms as manifesta
tions of physical illness resulting in unnecessary tests and 
hospitalizations.?"? Notably, these responses can be sus
tained-over one-third of patients with PTSD have persistent 
symptoms after 10 years.' 

Importantly, trauma exposure alone was not associated 
with any utilization for physical problems, an unexpected 
finding. In the one area in which we did find increased 
utilization with trauma exposure, that of mental healthcare, 
PTSD attenuated this association. Given that 80% of our 
study subjects were exposed to at least one type of trawna, it 
is possible that any other differences in utilization secondary 
to trauma may be masked in this highly traumatized popula
tion. Prior studies have consistently shown greater utilization 
with specific traumas such as criminal or sexual assault; 
whereas we did not attempt to distinguish between different 
types of trauma, suggesting that all trauma exposures may not 
be equal. 5 Finally, other factors besides exposure to trauma 
alone may be necessary to influence hcalthcare seeking be
havior. Although some trauma survivors may be resilient and 
avert the deleterious effects of trauma, others may be more 
vulnerable; we did not attempt to characterize these differ
ences. Similarly, development of PTSD after trauma expo
sure may be one of the pathways mediating healthcare use. 16 

This is supported by our findings that adjusting for the effect 
of PTSD attenuated the association of trawna exposure with 
increased mental healthcare utilization. 

Limitations of this study include its cross-sectional 
design that precludes determination of causality of the asso
ciation between PTSD or trauma exposure and utilization. 
However, it seems less likely that an increased use of medical 
resources would result in significant PTSD or trauma. Al
though, like almost all other similar studies we could not 
prospectively assess utilization in our patients, prior utiliza
tion is a powerful predictor of future utilization and may 
suggest continued greater use of resources by patients with 
PTSD. l5.27 The prevalence of PTSD was higher in this 
primary care population than noted in previous community 
studies. Although this may limit the generalizability of these 
results to other settings, it is certainly applicable to other 
urban hospitals that provide a large proportion of care for 
medically underserved populations with similar illness bur
dens. Although our EMR does not capture utilization outside 
the medical center, our comprehensive medical care system 
provides the majority of care for our population. Addition
ally, all our subjects had an established primary care provider 
at our medical center making it more likely they would get 
their healthcare within our system. 

The relationship between traumalPTSD and utilization 
has historically been studied in victims of combat and sexual 
assault, whereas almost no prior studies have been in urban, 
minority, disenfranchised community populations with a 
heavy burden of trauma like our subjects. 1.4 Although it may 
be expected that trauma and PTSD may not have an incre
mental effect 011 utilization in such populations given that 
participants have multiple other reasons for high utilization, 
our findings suggest that even on top of poor social condi

tions, PTSD impacts healthcare utilization. Furthermore, to 
our knowledge, no other study has addressed the serious 
methodological concerns of prior studies in this population
including lack of diagnostic criteria for PTSD, failure to 
adjust for medical and psychosocial factors known to affect 
utilization, and self-reported utilization data.' We confirmed 
the robustness of our trauma exposure findings by studying 
the effects of both the presence of trauma as well as the 
severity of trauma on utilization. Additionally, as pointed out 
by Hidalgo et al, other studies have not distinguished between 
PTSD and trauma exposure in the effect on healthcare utili
zation.' Our results suggest that future studies of utilization 
should account for development of PTSD in trauma survivors 
and that in poor urban clinical samples, trauma alone may not 
account for changes in utilization. This is also one of the 
largest studies to date to comprehensively study the patterns 
of healthcare utilization among primary care patients with 
PTSD in a nonveteran setting. Most prior community studies 
were done in HMO populations with higher socioeconomic 
status and our findings are applicable to other urban medical 
settings, which also have a large, similar trauma burden. 9.15 

Our study thus contributes estimates of healthcare utilization 
secondary to trauma exposure in a population where trauma 
is extremely common, seldom recognized, and consequences 
are largely unknown.v''" Such estimates are critical to help 
policyrnakers and providers allocate and evaluate effective
ness of scarce healthcare resources.':" 

We conclude that in an urban, primary care population, 
PTSD is independently associated with a doubling of the 
number of hospitalizations and over twice the utilization of 
mental health resources. PTSD is not associated with more 
outpatient or ED visits. Although trauma exposure is associ
ated with nearly four times the utilization of mental health 
resources, it seems that this effect may be partially mediated 
by PTSD. Trauma exposure alone does not seem to be 
associated with greater use of health resources for physical 
illness. Future studies of trauma survivors in health care 
settings should consider the use of available PTSD screening 
tools such as the PTSD Checklist to identify those who may 
benefit most from targeted allocation of resources." Al
though the burden of depression on use of medical resources 
is well known, policymakers and clinicians are less aware of 
this significant impact of PTSD on use of medical services, 
particularly in nonveteran settings. Future, well-designed 
studies are required to prospectively determine both the 
mechanisms of how PTSD may contribute to utilization and 
if this additional utilization is appropriate. Effective treatment 
options now exist for PTSD 2 9 

; thus, earlier efforts at detec
tion and treatment in the primary care selting can be explored 
as a potential path to reduce both appropriate and inappro
priate hospitalizations. 
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Willingness to Participate in Cancer Screenings:
Blacks vs Whites vs Puerto Rican Hispanics
Ralph V. Katz, DMD, MPH, PhD, Cristina Claudio, PhD, Nancy R. Kressin, PhD, 
B. Lee Green, PhD, Min Qi Wang, PhD, and Stefanie Luise Russell, DDS, MPH, PhD

Background: In the United States, blacks and Hispanics have lower cancer

screening rates than whites have. Studies on the screening behaviors of minorities

are increasing, but few focus on the factors that contribute to this discrepancy.

This study presents the self-reported willingness by blacks, Puerto Rican Hispan-

ics, and non-Hispanic whites to participate in cancer screenings in differing can-

cer screening situations.

Methods: The Cancer Screening Questionnaire (CSQ), a 60-item questionnaire,

was administered via random-digit-dial telephone interviews to adults in three

cities: Baltimore, Maryland; New York, New York; and, San Juan, Puerto Rico.

Results: The 1,148 participants in the CSQ study sample consisted of 355 blacks,

311 Puerto Rican Hispanics, and 482 non-Hispanic whites. Response rates ranged

from 45% to 58% by city. Multivariable logistic regression analyses revealed that

blacks and Puerto Ricans were often more likely (OR 2.0–3.0) and never less likely

than whites to self-report willingness to participate in cancer screenings regardless

of who conducted the cancer screening, what one was asked to do in the cancer

screening, or what type of cancer was involved (with the exception of skin cancer

where blacks, compared with whites, had an OR of 0.5).

Conclusions: The findings from this study provide evidence that blacks and 

Hispanics self-report that they are either as willing or more willing than whites to

participate in cancer screening programs.
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Introduction
Cancer is the second-leading cause of
death in the United States and affects
people of all racial and ethnic groups.
However, the rates of cancer occurrence
and cancer death vary significantly
between ethnic groups. For example,
overall cancer incidence and mortality
rates are higher for blacks compared
with other groups. According to the
National Cancer Institute in 2005,1 the
cancer incidence rate of blacks in the
United States was 512.3 per 100,000,
while for whites and Hispanics, it was
479.7 and 352.4 per 100,000, respec-
tively. A similar pattern was observed
regarding cancer death rates (African
Americans = 248.1, whites = 195.3, and
Hispanics = 135.2 per 100,000).

Differences by gender have also
been observed. Black females, for exam-
ple, have the highest incidence rates for
colorectal cancer (56.0) and lung and
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bronchus cancer (55.2) and the highest mortality rate
for breast cancer (37.5). White females have the high-
est incidence for breast cancer (119.4) and the highest
cancer death rate for lung and bronchus,1 and Hispanic
women have the highest incidence for cervical cancer
(15.8 per 100,000).1,2 Black men have the highest inci-
dence and mortality rates for prostate, colorectal, and
lung and bronchus cancers. Puerto Rican Hispanic
males, living in either Puerto Rico or the United States,
also have high incidence and mortality rates for
prostate, colorectal, and lung and bronchus cancers.1,3,4

While the burden of cancer in minority popula-
tions is high, attempts to provide cancer screening
examinations to minority populations have met with
varied success at best.5-9 The evidence is clear that early
detection of cancer is one of the most effective means
of lowering cancer mortality rates,10,11 but it is also
clear that blacks and Hispanics have lower cancer
screening rates than whites in the United States.5,6

Given that disadvantaged minority populations have
less access to health care, cancer screening programs
often provide the only means of early detection for a
substantial proportion of minority populations.12 The
body of literature on reported past cancer screening
behaviors of minorities has been expanding,5-9,12-15 but
fewer reports focus on the underlying factors of the
willingness of minorities to participate in cancer
screenings, especially compared with whites.16 Most
studies on factors related to minority participation in
cancer screenings have been qualitative studies, usually
utilizing focus group methodology that targets defining
the concepts, language, and parameters of the issue.17-28

Far fewer quantitative studies have investigated these
factors in minority populations,29,30 and only one study
focused directly on the comparative question of
whether minority populations are as willing as whites
to participate in cancer screenings.16

A recent article focusing on the comparative will-
ingness to participate in cancer screenings between
Puerto Ricans living in San Juan, Puerto Rico, and Puerto
Rican Americans living in New York, NY, reported that
(1) those living in San Juan had a slightly but consis-
tently higher self-reported willingness to participate in
cancer screenings than those living in New York, and
(2) the odds of San Juan Puerto Ricans participating in
skin cancer screening, compared with New York Puerto
Ricans were 3-fold higher in regard to participation in
skin cancer screenings.16

The overall aim of the 3-City Cancer Screening Study
was to address and understand a range of issues related
to factors that determine whether blacks and Puerto
Rican Hispanics, compared with non-Hispanics whites,
would be willing to take part in cancer screening exam-
inations. This understanding is critical to achieving early
cancer detection goals in order to reduce the higher can-
cer mortality currently observed in minority popula-

tions. Specifically, this report focused on the self-report-
ed willingness of blacks, Puerto Rican Hispanics, and
non-Hispanic whites to participate in cancer screenings
under differing cancer screening situations: (1) for dif-
fering site-specific types of cancer screening examina-
tions, (2) for differing health care providers/institutions
conducting the cancer screenings, and (3) for differing
circumstances as to “what one is asked to do”as a part of
that cancer screening examination.

Methods
The 3-City Cancer Screening Study was designed to
administer the 60-item Cancer Screening Questionnaire
(CSQ) via random-digit-dial telephone interviews to 900
adults aged 18 years and older in three cities: Baltimore,
Maryland; New York, New York; and San Juan, Puerto
Rico. The within-city recruitment goals were to recruit
300 blacks (150 in New York and 150 in Baltimore), 300
whites (150 in New York and 150 in Baltimore), and 300
Puerto Rican Hispanics (150 in New York and 150 in San
Juan). The CSQ was developed in 2001 by a multidisci-
plinary, multi-university research team within the New
York University Oral Cancer Research on Adolescent and
Adult Health Promotion (RAAHP) Center, an Oral Health
Disparities Center, funded from 2001-2009 by the
National Institute of Dental and Craniofacial Research
(NIDCR) at the National Institutes of Health (NIH). The
CSQ addresses a range of issues related to the willing-
ness of minorities to participate in cancer screening
examinations, with a focus on whether minorities are
more reluctant to participate in cancer screening exam-
inations and, if so, the reasons for their reluctance.

An international opinion research corporation
(Macro International, Inc, Burlington,Vermont) conduct-
ed the random-digit-dial survey using a computer-assist-
ed telephone interviewing (CATI) system. The survey
sample was drawn from the total noninstitutionalized
adult populations (ages 18 years and over) residing in
telephone-equipped dwelling units in the three target
cities. The telephone survey followed a 10-attempt dial-
ing protocol, in which up to 10 attempts were made
unless a final disposition was obtained. A final disposi-
tion was attained when (1) the respondent completed
the interview,(2) the telephone number was found to be
invalid, (3) the record reached 10 attempts distributed
among three different day parts, or (4) the respondent
gave a final refusal. Experienced, supervised personnel
conducted the interviews using CATI software (Com-
puters for Marketing Corp, San Francisco, California)
The CSQ study provided for a disproportionally allocat-
ed, stratified, random digit sample of telephone-
equipped residential households in the targeted sites.
Each of the three sites, New York, Baltimore, and San
Juan, was sampled independently. Both English and
Spanish versions of the CSQ were available and used at
the preference of the interviewee.
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Table 1 shows the key questions from the CSQ that
constituted the primary dependent variables, ie, will-
ingness to participate in cancer screenings. Question 7
is the single best gestalt item in the CSQ to assess over-
all willingness to participate without regard to specific
type of cancer, while the subsections of Question 16
ask about willingness to participate in 10 site-specific
types of cancer screenings. The influence of “who con-
ducts” the cancer screening is the focus of Question 17
as its subquestions present the respondent with a
choice of 10 different providers. Finally, Question 18
focuses on the influence of “what one is asked to do” in
the cancer screening on willingness to participate as it
describes 11 different activities. The primary indepen-
dent variable of race/ethnicity was obtained using the
standard two-part question, first asking about Hispanic
status (Yes/No), then asking about race using the stan-
dard US categories of white, black/African-American,

Asian/Pacific Islander, American Indian/Native Ameri-
can, and Other. Respondents who indicated that they
are Hispanic further specified whether they are Puerto
Rican or Mexican-American, or Other Hispanic. The
variable of age was calculated from a “date of birth”
variable on the CSQ. The level of education and level of
income variables were collected via an ordinal listing of
nine ascending categories of educational level and of
10 ascending categories of income level, each of which
was then collapsed into three ascending categories for
the demographic table and five ascending categories
for the multivariable analyses. To acknowledge and
account for cultural differences between the cities
(above and beyond simple demographic differences),
the variable of “city” was included as a separate covari-
ate in all multivariable analyses.

Unadjusted bivariable analysis was used as a path-
way leading to adjusted multivariable analyses. For the
unadjusted bivariable analyses, the proportion of those
willing to participate in cancer screenings were
dichotomized into Likely (Very Likely + Somewhat Like-
ly) and Unlikely (Not Quite Sure + Somewhat Unlikely +
Very Unlikely) and statistical significance was evaluated
by means of chi-square tests with the significance level
set at P ≤ .05. Multivariable logistic regression analysis,
which accounted for the multistage sampling tech-
niques used in the random-digit-dial telephone survey
and which adjusted for age, sex, education, income, and
city, produced odds ratios (ORs) with 95% confidence
intervals (CIs). Specifically, the PROC SURVEYFREQ and
PROC SURVEYLOGISTIC procedures (SAS Institute Inc,
Cary, North Carolina) were used for all data analyses to
account for the complex sampling frame used in this
random-digit-dial survey. Finally, the fit of the logistic
regression was assessed by the omnibus test, the Hos-
mer-Lemeshow Test, as well as the classification table
and the residual scores.

Results
The CSQ response rates (ie,number of completed inter-
views/number of contacted households) ranged from
45% to 58% by city, with an overall completion rate (ie,
number of completed interviews/number of initiated
interviews) of 82.6%. The original targeted within-city
enrollment goals for each ethnic/racial group were met
or exceeded, and the overall final CSQ study sample (N
= 1,148) consisted of 355 blacks, 311 Puerto Rican His-
panics, and 482 non-Hispanic whites. The mean age of
respondents was 46.8 years (SD = 16.0),with a range of
19 to 96 years, and 65.1% of the respondent sample
were female. Table 2 shows the age, sex, education, and
income distribution of the 1,148 subjects within the
three racial/ethnic groups.

In response to the question: “How likely are you to
agree to have a cancer screening exam at the present
time?” (Question 7), considered to be the overall single

Table 1. — Four Questions From the CSQ on the Likelihood of 
Participation in Cancer Screening Examinations

Response choices for all four questions are:
•  very likely
•  somewhat likely
•  not quite sure
•  somewhat unlikely
•  very unlikely

Question 7.  How likely are you to agree to have a cancer 
screening exam at the present time?  Are you …
(read response choices above)?

Question 16.  How likely are you to have each of the following 
specific types of cancer screening exams?  If the screening 
exams were for …(give specific exam from list below), 
would you be …(read responses choices above)?

•  breast cancer •  prostate cancer
•  colon cancer •  blood cancer
•  lung cancer •  skin cancer
•  stomach cancer •  rectal cancer
•  liver cancer •  oral cancer

Question 17.  Some people would feel differently depending on who
was providing the cancer screening.  I’m going to read you a list of
people who might do a cancer screening.  For each one, tell me 
how likely you would be to participate in a cancer screening exam.  
If the screening exam were provided by …(give specific “who” 
from list below), would you be …(read response choices above)?

•  own doctor •  own dentist
•  university medical school •  nonprofit foundation
•  university dental school •  university nursing school
•  insurance company •  government
•  drug company •  tobacco company

Question 18.  There are different types of cancer screening exams
that involve different things.  How likely are you to participate in a
cancer screening exam if you had to do the following?  How about 
if you had to …(give specific activity from list below), would you be
(read response choices above):

•  give blood sample •  x-rays taken
•  exam by doctor •  diet interview
•  spit out saliva •  exam by dentist
•  scrape cells from mouth/skin •  smoking habit interview
•  exam by nurse •  alcohol habit interview
•  surgical skin biopsy
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best gestalt question on willingness to participate in
cancer screenings, the vast majority of each racial/eth-
nic group indicated that they were likely to participate
in cancer screenings: 79.5% for Puerto Rican Hispan-
ics, 73.7% for blacks, and 73.2% for whites (differences
were not statistically significant, P = .11). Even after a
multivariable logistic regression analysis adjusted for
age, sex, education, income, and city, there were no sta-
tistically significant differences in willingness to partic-
ipate in cancer screenings across the three racial/eth-
nic groups, as measured by Question 7.

The differences by race/ethnicity in percent willing
to participate in cancer screenings for different site-spe-

cific type-of-cancer examinations (Question 16a–j) are
shown in Fig 1. The findings, for all subjects combined,
ranged from a high in self-reported willingness to par-
ticipate for the two sex-specific cancers (93% for breast
cancer examinations and 85% for prostate cancer exam-
inations) to a low for oral cancer examinations (70%).
For the remaining seven site-specific type-of-cancer
screening examinations, the findings revealed that the
self-reported willingness to participate ranged from 71%
to 77%. (The percent of “willingness to participate for
skin cancer” in Fig 1 was calculated as 74% by using
only the average “willingness to participate” percent of
whites and Hispanics combined without including the

Table 2. — Distribution of Age, Sex, Education, and Income Within Racial/Ethnic Groups in the 3-City Cancer Screening Study (N = 1,148)

Race/Ethnic Group Mean Age (± SD) Female Education Level Income Level

Blacks (n = 355)a,b 45.1 ± 16.5 72.4% Less than high school graduate = 19.9% < $20,000 = 41.5%
High school graduate = 59.1% $20,000–$74,999 = 49.5%
College graduate or greater = 21.0% ≥ $75,000 = 9.0%

Whites (n = 482)a,c 47.5 ± 17.0 56.8% Less than high school graduate = 10.6% < $20,000 = 19.6%
High school graduate = 44.0% $20,000–$74,999 = 59.7%
College graduate or greater = 45.4% ≥ $75,000 = 20.6%

Puerto Rican Hispanics (n = 311)b,c 44.0 ± 15.9 69.5% Less than high school graduate = 19.8% < $20,000 = 39.2%
High school graduate = 43.3% $20,000–$74,999 = 49.8%
College graduate or greater = 36.9% ≥ $75,000 = 11.0%

Statistically significant contrasts*:
a For blacks vs whites contrast:  differed on age, sex, education and income (P ≤ .05).
b For blacks vs Puerto Rican Hispanics contrast:  differed on education (P ≤ .05).
c For Puerto Rican Hispanics vs whites contrast:  differed on age, sex, education and income (P ≤ .05).
* = ANOVA test for age;  Pearson chi-square tests for gender, education, and income.

Fig 1. — Percentage likely to participate in cancer screenings dependent on type of cancer being screened for in the 3-City Cancer Screening Study.
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percent for blacks, to acknowledge the reality of much
lower skin cancer risk in blacks and thus to avoid bias-
ing the “best” estimate for this specific cancer.)

The observed racial/ethnic differences in willing-
ness to participate in cancer screening examinations
for the eight non-sex-specific cancer sites were all sta-
tistically significant (P < .002) with a clear pattern
among the three racial ethnic groups. Whites were con-
sistently the least likely to indicate willingness to par-
ticipate, and Puerto Rican Hispanics were consistently
the most willing. The only exceptions were colon can-
cer screenings (for which blacks were the most willing)
and skin cancer screenings (with blacks appropriately
seeing themselves at lowest risk and thus least willing).
While there were no statistically significant differences
between the racial/ethnic groups for the two sex-spe-
cific cancers (breast and prostate) regarding willing-
ness to participate in cancer screenings, the observed
difference for prostate cancer examinations was
notable with blacks (91%) being more willing than
whites (81%) (P =.096). This percent difference likely
failed to achieve statistical significance due to the small-
er sample size, ie, only male subjects or 35% of the total
sample size for the non-sex-specific cancers.

As shown in Table 3, when a multivariable logistic
regression analysis (adjusted for age, sex, education,
income,and city) was performed for each of the 10 site-
specific types of cancer, the ORs indicated that (1) Puer-
to Rican Hispanics, compared with whites, were more
willing to participate in cancer for 4 of the 10 site-spe-
cific cancers: lung, stomach, liver, and blood (leukemia)
cancers (OR = 2.07–2.60), (2) blacks, compared with
whites, were more willing to participate in a cancer
screening for stomach cancer (OR = 2.13, 95% CI

1.24–3.65), and (3) blacks, compared with whites, were
less willing to participate in skin cancer screenings (OR
= 0.53, 95% CI 0.31–0.89). Except for this finding on
skin cancer in blacks, neither blacks nor Puerto Rican
Hispanics self-reported a lower willingness than whites
for any other of the site-specific types of cancer.

The unadjusted bivariable findings from Question
17a–j are shown in Fig 2. These findings reveal, for the
study sample as a whole, a large range in percent likely
to participate in cancer screenings depending on
“who” was conducting the study, from a high of 91% “if
conducted by your own MD” to a low of 25% “if run by
a tobacco company” (a 3.6-fold difference). Statistically
significant differences across racial/ethnic groups were
detected for five specific “who” categories (university
dental school, government, insurance company, drug
company, and tobacco company) with a consistent pat-
tern across the three racial/ethnic groups. Puerto Rican
Hispanics were the most willing to indicate that they
would participate; whites were the least willing. The
three racial/ethnic groups showed slight to occasional-
ly substantial differences in response to any one “who”
probe, but on the whole they exhibited similar ratings
across the “who” factor (Fig 2). The three racial/ethnic
groups ranked “own doctor,”“own dentist,” and “univer-
sity medical school” as the most trusted in “who” fac-
tors, while “drug company” and “tobacco company”
ranked lowest. Among the other “who” factors that
formed the middle responses (about 45% to 58% likeli-
hood), “government” was the lowest of these middle-
ranked factors (45%).

Table 3 also shows the multivariable logistic regres-
sion analysis (adjusted for age, sex, education, income,
and city) performed for the 10 different health care

Table 3. — Logistic Regression Multivariable Analyses for Statistically Significant Findings From the 
Key Questions From the CSQ by Racial/Ethnicity Group in the 3-City CSQ Study (N = 1,148)*

Question 16 Specific Type of Cancer Contrast OR 95% CI
Skin Black vs white 0.53 0.41–0.89
Lung Puerto Rican Hispanic vs white 2.16 1.20–3.87
Stomach Black vs white 2.13 1.24–3.65
Stomach Puerto Rican Hispanic vs white 2.60 1.43–4.70
Liver Puerto Rican Hispanic vs white 2.38 1.33–4.24
Blood Puerto Rican Hispanic vs white 2.07 1.06–4.05

Question 17 “Who” Conducts Cancer Screening Contrast OR 95% CI
Nonprofit foundation Black vs white 1.90 1.07–3.36
Nonprofit foundation Puerto Rican Hispanic vs white 1.96 1.07–2.58
Tobacco company Black vs white 1.78 1.08–2.92
Drug company Black vs white 2.06 1.28–3.31
Drug company Puerto Rican Hispanic vs white 2.64 1.54–4.52

Question 18 “What Asked To Do” in Cancer Screening Contrast OR 95% CI
Exam by nurse Black vs white 2.14 1.29–3.55
Diet interview Black vs white 2.97 1.44–6.11
Alcohol habit interview Puerto Rican Hispanic vs white 0.54 0.30–0.97
Skin biopsy Black vs white 0.45 0.28–0.72

* Adjusted for race, age, sex, education, income, and city, and accounting for multistage sampling.  OR = odds ratio, CI = confidence interval.
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providers or health agencies/institutions (ie, focused on
the factor of  “who” conducted the cancer screenings
factor). The only statistically significant finding
revealed ORs for blacks and Puerto Rican Hispanics
that were higher than whites for willingness to partici-
pate when the “who” was either a nonprofit founda-
tion, drug company, or tobacco company (the latter
only for blacks). ORs ranged from 1.78 to 2.64. A check

of the magnitude of the regression coefficients in these
analyses revealed a good fit of the logistic regression
model as used. Further in this exploratory first use of
the CSQ in a survey, as none of the nonstatistically sig-
nificant findings showed any noteworthy differences,
they were not judged to be meaningful.

In parallel fashion, the unadjusted bivariable find-
ings from Question 18a–k on “what one is asked to do
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in a study” are presented in Fig 3. Again, the range is
considerable, depending on “what one is asked to do”
in cancer screenings,and the three racial/ethnic groups
generally demonstrated similar ratings across the 11
specific probes; they appeared to more or less travel
together “up-and-down” the scale of willingness to par-
ticipate, with no consistent pattern by race/ethnicity.
The “what one is asked to do” categories that elicited
the highest willingness to participate were “give blood
sample” and “have x-rays taken” (89% and 88%, respec-
tively) followed by “exam by doctor” (85%) and “diet
interview”(84%). The middle group of categories were
composed of “spit out saliva” (80%),“exam by dentist”
(79%) and “scrape cells from mouth or skin”(79%). The
lowest group included “smoking habit interview”
(70%),“exam by nurse” (68%),“alcohol habit interview”
(66%), with “surgical skin biopsy” having the lowest
ranking (61%). Statistically significant differences
between the racial/ethnic groups was found for only
four of these “what one is asked to” categories: whites
were highest and blacks lowest for “alcohol habit inter-
views” and “surgical skin biopsy,” whites were highest
and Puerto Rican Hispanics lowest for “scraping cells
from mouth or skin,” and Puerto Rican Hispanics were
highest and blacks lowest for “give blood sample.”

Multivariable logistic regression analysis (adjusted
for age, sex, education, income, and city) performed for
the 11 differing categories of “what one is asked to do”

in the cancer screenings activities (Table 3) revealed
statistically significant findings. The OR for blacks,com-
pared with whites, to self-report willingness to partici-
pate in a cancer screening was higher when they were
asked to be interviewed about diet habits (OR = 2.97,
95% CI 1.44–6.11) or asked about having an examina-
tion by a nurse (OR = 2.14, 95% CI 1.29–3.55). How-
ever, the OR for blacks, compared with whites, to self-
report willingness to participate in a cancer screening
when they were asked to have a surgical skin biopsy
taken under local anesthetic was less than one-half that
of whites (OR = 0.45, 95% CI 0.28–.072).

Fig 4 shows the statistically significant differences
between blacks, Puerto Rican Hispanics, and whites
presented in Table 3 on the willingness to participate in
cancer screenings for site-specific type of cancer, for
“who”does the examination, and for “what one is asked
to do” in that cancer screening for the specific eth-
nic/racial group contrasts.

Discussion
Given that the overall aim of the 3-City Cancer Screen-
ing Study was to address a range of issues related to fac-
tors that determine whether blacks and Puerto Rican
Hispanics, compared with non-Hispanics whites, would
be willing to take part in cancer screening examina-
tions, there is clear justification for presenting both the
unadjusted bivariable analyses and the adjusted multi-
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variable analyses since each has specific utility to dif-
ferent audiences. The unadjusted bivariable analyses
has utility for those in the public health arena since the
data provided have immediate “on the ground” reality;
these data regarding a racial/ethnic group currently
would be valid. Basically, the unadjusted bivariable
analyses target the “what happens if I plan to do this in
the community” type of question. On the other hand,
adjusted multivariable analysis results possess a differ-
ent utility, one more related to a long-term, more
detached “controlled scientific understanding” of the
factors that affect any observed differences across
race/ethnicity. Specifically, multivariable analyses pur-
sue the more analytical (albeit often hypothetical)
“what if” type of question, seeking to search for the
influence of a key factor of interest under the “artificial
situation” where all other factors are kept equal across
the racial/ethnic groups.

Thus, the answer to the question posed by public
health workers — “Are minorities less likely to be will-
ing to participate in cancer screenings than whites?”—
is found in the unadjusted bivariable analyses, in the
data that reflect all of the cultural and demographic
imbalances in today’s communities. The findings show
that the overall answer is “no,” based on these self-
reported data on willingness to participate in cancer
screenings. Across 62 separate statistical contrasts
between blacks and whites or Hispanics and whites for
the 31 different specific circumstances of “type of can-
cer” screenings, “who” conducts the screening, and
“what one is asked to do” in the screening, blacks
and/or Hispanics were no less likely than whites to
self-report willingness to participate in 93.5% of these
specific contrasts.

Based on the adjusted multivariable analyses, the
key scientific findings on influential factors show that
race/ethnicity does have a measurable influence on
many of the observed statistically significant differ-
ences in self-reported willingness to participate in can-
cer screenings when age, sex, education, income, and
city are taken into account. For 12 of the 15 statistical-
ly significant multivariable adjusted contrasts between
racial/ethnic groups (across the 62 contrasts for “type
of cancer,”“who conducts the screening,”and “what one
is asked to do”), the odds of being willing to participate
were 2- to 3-fold higher for blacks and/or Hispanics
than for whites. There were three exceptions in which
a minority group was less likely to self-report willing-
ness to participate than whites. Two involved blacks
and skin cancer circumstances (for skin cancer screen-
ing, and having a skin biopsy) and one involved Puerto
Rican Hispanics (having a alcohol habit interview).

A limitation of this study was that it was the first
administration of the CSQ in a full survey, and there-
fore methodological questions remain to be answered
about the CSQ as a research instrument. The CSQ was

derived from the previously designed questionnaire,
the Tuskegee Legacy Project (TLP) Questionnaire,which
was designed to explore whether minorities are more
reluctant than whites to participate in biomedical
research, and if so, to explore the reasons (including
the Tuskegee Syphilis Study) for any observed differ-
ences. The TLP Questionnaire was developed over a
period of 3 years via focus group studies and a series
of pilot studies and is described elsewhere.31,32 Subse-
quently, the same multidisciplinary team that devel-
oped the TLP Questionnaire on “willingness to partici-
pate in biomedical research studies” then developed a
parallel questionnaire, the CSQ, to explore similar
issues regarding “willingness to participate in cancer
screenings.” As the CSQ was derived in format from
the TLP Questionnaire, most questions were already
refined via the focus group and pilot studies were
done in developing the TLP Questionnaire over that 3-
year period. Necessary changes in wording to address
“cancer screening participation” were pretested on a
small sample of pilot CSQ interviews. The current
wording of questions related to cancer screening par-
ticipation as used in the CSQ reflects how invitations
to have screenings for a specific type of cancer are typ-
ically announced in a community or referred to by
physicians, and thus they likely have face validity, as
was demonstrated in our pilot study phase. Neverthe-
less, future methodological studies could probe for a
clearer understanding of the beliefs of the respondents
when they answered questions about willingness to
participate in different types of cancer screenings. Was
it a general concern about that type of cancer, or were
they well enough informed to envision different spe-
cific cancer screening procedures as used by physi-
cians (eg, FOBT vs colonoscopy for colon cancer)?
These and other in-depth methodological probes
would serve to improve both the CSQ as a research
instrument (via modifications) and thereby improve
our understanding of individuals’ willingness to partic-
ipate in cancer screenings as a result of either addi-
tional questions developed or modifications to existing
questions currently used in the CSQ.

The burden of cancer falls disproportionately on
the poor and disadvantaged in society, but the reasons
for these disproportionate cancer-related health dispar-
ities are still unclear. However, although there is con-
sensus that early detection of cancer is one of the most
effective means of assuring timely treatment and sur-
vival, too few people take advantage of the tests avail-
able to screen early  for common cancers.10,11 This is
especially true for Hispanics and blacks who have
lower screening rates than whites have.5,6,33 Overall,
blacks and Hispanics, as well as others with lower level
of formal education, are less likely to have such exami-
nations, possibly due to reduced access to medical
care.7-9,12 Several other factors have been associated
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with low cancer screening utilization: low income
level, low level of education, lack of insurance,6,7,34-36

older age,36-40 unemployment,poor housing, inadequate
access to health care,1,36,41,42 limited knowledge about
cancer, poor knowledge and attitude toward the
screening process, lack of a regular physician, language
barriers, and competing demands.7,12-14,40,43-45

Studies conducted with different minority groups
have found that in addition to the barriers already men-
tioned,other important factors hinder cancer screening
utilization for these populations. These factors include
cultural differences, racial bias, emotions and
beliefs,46,47 fear of cancer, embarrassment, accultura-
tion,48,49 and fatalistic beliefs.37,50 Thus, it is not surpris-
ing that the burden of cancer deaths is particularly high
among blacks and Hispanics compared with whites.

Several recent surveys have asked respondents
about their past cancer screening activities and partici-
pation. Surveys on past cancer screening participation
rates have reported a range of 46% to 80% for breast
cancer in women,5,7-9 56% to 82% for cervical can-
cer,5,6,8,13 36% to 55% for colon cancer,12,14 and 41% for
prostate cancer.5 While the range of these findings of
reported past cancer screening participation (36% to
82%) is lower than those in this current study on rates
of self-reported willingness to participate for 10 site-
specific cancer screenings (70% to 94%), the fact that
the two ranges do overlap is an indication that “cancer
screening behavior” does approach cancer screening
intentions. Clearly, the high end for both practices and
intentions were found for those cancer screening pro-
grams that have received major attention in the media
and have the biggest campaigns for participation, such
as breast and cervical cancers in women.

Conclusions
The findings from this study show that blacks and His-
panics self-report a willingness to participate in cancer
screenings that is at least equal to that of whites, and
they are frequently more willing than whites, under
several different circumstances. The only exception
involved blacks and skin cancer,where the odds of will-
ingness to participate in cancer screenings were,appro-
priately and understandably, half that of whites. Given
these findings, efforts by researchers, medical person-
nel, and community health workers are needed to over-
come the often-cited barriers faced by these minority
populations. Encouraging the willingness of minorities
to take part in screening programs would equalize par-
ticipation rates in screening and thus improve outcomes
as regards to cancer mortality.
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Abstract: The phrase, legacy of the Tuskegee Syphilis Study, is sometimes used to denote the 
belief that Blacks are more reluctant than Whites to participate in biomedical research stud-
ies because of the infamous study of syphilis in men run by the U.S. Public Health Service 
from 1932–72. This paper is the first to attempt to assess directly the accuracy of this belief 
within a multi-city, multi-racial, large-scale, detailed random survey. We administered the 
Tuskegee Legacy Project (TLP) Questionnaire to 826 Blacks and non-Hispanic White adults 
in three U.S. cities. While Blacks had higher levels of general awareness of the Tuskegee 
Syphilis Study, there was no association between either awareness or detailed knowledge 
of the Tuskegee Syphilis Study and willingness to participate in biomedical research, either 
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for Blacks or Whites observed in our survey. While this study refutes the notion that there 
is a direct connection between detailed knowledge of the Tuskegee Syphilis Study and 
willingness to participate in biomedical research, it does not assess the broader question of 
whether and how historical events influence people’s willingness to participate in research. 
Future studies should explore this.

Key words: Legacy of the Tuskegee Syphilis Study, minority participation in research, 
bioethics, health disparities.

There is widespread belief that the U.S. Public Health Service (USPHS) Syphilis Study 
at Tuskegee (1932–72) has had a negative effect on African-Americans’ willingness 

to participate as research subjects in biomedical studies.1–5 That study, long-recognized 
as unethical, committed abuses against 399 African-American sharecroppers in Macon 
Country, Alabama who were the subjects of a 40-year USPHS study of the effects of 
untreated syphilis in Black men.6,7 While a considerable amount has been written 
about the long-lasting effects of the USPHS Syphilis Study at Tuskegee on the Black 
community, most of this work has been from the perspective of history,8–15 ethics,8–17 
access to health care,11,14–21 and law.15,20

Given the federal government’s 1994 directive for researchers to obtain study samples 
with diversity in race and gender,22 surprisingly little research has directly examined 
whether any differential participation of Blacks or other minorities in biomedical studies 
compared with Whites could be attributed to the USPHS Syphilis Study at Tuskegee,23–30 
and only three of these studies used quantitative methods.28–30 A 2006 literature review 
pointed out the research design limitations of these three published quantitative studies 
on this specific topic31 (they had low response rates,30 were limited in scope to a single 
city,28–30 or used study questionnaires containing only a limited set of variables28–30). 
Thus, while all three of these early exploratory studies concluded that awareness of the 
Tuskegee Syphilis Study did not affect willingness to participate in biomedical studies, 
they were limited in their scopes of inquiry as well as in their generalizability. 

In our first paper from the Tuskegee Legacy Project data, we reported that, despite 
having greater fear of participation in research studies, Blacks were just as likely as 
Whites to self-report willingness to participate in biomedical research.32 These initial 
findings were fully confirmed in our second major study on this same topic using the 
TLP Questionnaire in three different cities.33 A third recent paper expanded our inquiry 
to address the impact of both the general awareness of the Tuskegee Syphilis Study 
and the 1997 Presidential Apology about the Tuskegee Syphilis Study on willingness 
to participate in biomedical studies; it reported that Blacks were 2–3 times more likely 
than Whites to be willing to participate in biomedical studies despite having heard of 
the Tuskegee Syphilis Study or the Presidential Apology.34 

This paper seeks to answer a related but different question: “Does awareness and/or 
detailed knowledge of the Tuskegee Syphilis Study influence one’s willingness to par-
ticipate in biomedical studies in 1999–2000?” Specifically, we examined whether either 
general awareness or detailed knowledge of the Tuskegee Syphilis Study influences 
willingness to participate in biomedical studies for Blacks and for Whites in different 
geographic areas. 
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Methods

The Tuskegee Legacy Project (TLP) Study administered the TLP Questionnaire via 
random-digit dial (RDD) telephone interviews to respondents aged 18 years and older 
in four U.S. cities: Tuskegee, Alabama; Birmingham, Alabama; Hartford, Connecticut; 
and San Antonio, Texas in 1999–2000. This report presents the findings for the Black 
and White respondents from the three cities that had a sufficient number of Black and 
White respondents to permit meaningful analysis for both racial groups (i.e., Tuskegee, 
Birmingham, and Hartford). 

As this paper is a follow-up analysis to our first paper from our Tuskegee Legacy 
Project, we refer readers to the earlier work for a full description of the methods used in 
conducting the 1999–2000 4-City Tuskegee Legacy Project.32 This study was approved by 
the IRBs of the University of Connecticut Health Center and New York University. 

The TLP Questionnaire contains two validated scales, the Likelihood of Participa-
tion (LOP) Scale (which measured the willingness to participate) and the Guinea Pig 
Fear Factor (GPFF) Scale (which measured the fear or wariness about participation), 
both of which are described in detail in the earlier publication.32 Scores for each scale 
ranged from 0–100, with the LOP Scale using 17 questions from the TLP Question-
naire to provide a nuanced measure of willingness to participate in biomedical studies, 
while the GPFF Scale uses 5 questions to determine the level of fear an individual has 
about participating in a biomedical study. Awareness of the Tuskegee Syphilis Study 
(TSS) was measured dichotomously (i.e., yes/no) according to participants’ responses 
to two separate questions, spaced 7 questions apart, asking if they had “ever heard of 
the Tuskegee Syphilis Study.” 

Additionally, the TLP Questionnaire contains a set of seven questions on detailed 
knowledge of the Tuskegee Syphilis Study (TSS) that were utilized to create the TSS 
Facts & Myths Quiz score, a Tuskegee Syphilis Study (TSS) knowledge quiz score (low-
est 5 0, highest 5 7). For the calculation of the TSS Facts & Myths Quiz score, don’t 
know/not sure responses were treated as missing values. The selection of the seven items 
emerged from discussions among the research team members based upon their famil-
iarity with the Tuskegee Syphilis Study history and literature, with a guiding criterion 
that only well-established facts associated with the Tuskegee Syphilis Study were to be 
used, i.e., questions that had face vailidty. The items on the TSS Facts & Myths Quiz 
were reviewed by an NIH Study Section (as part of an overall grant protocol review 
process) which had no negative comments about either the inclusion of any one of the 
7 items, or the claim that they constituted a reasonable measure of detailed knowledge 
about the Tuskegee Syphilis Study. Similarly, the entire TLP Questionnaire was pre-
tested in face-to-face interviews in 3 small pilot studies, as well as in a final RDD pilot 
study of 200 subjects. It was never challenged by any of the over 300 subjects in these 
pre-test pilot studies. 

Initial unadjusted bivariate analyses that examined frequency distributions were 
followed by multivariate general linear model ANCOVA analyses, and multiple linear 
regression analyses, for dichotomous or continuous dependent variables, respectively. 
The multivariate analysis tested an overall model of each dependent variable (LOP 
and GPFF) for the primary independent variable of interest (either awareness or 
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detailed knowledge) with ethnicity, age, gender, education, and income as covariates 
at four strata: total sample, by city, by race, and by race-within-city. When significant 
factors were detected, additional analyses were conducted to assess the direction and 
the magnitude of the difference. If the significant factor had more than two levels, a 
post hoc test of the adjusted means with Tukey criterion was conducted to control for 
Type I error. All analyses were conducted using either SPSS v14.0 software35 or SAS 
v9.0 software.36 

results

In this report, we present the TLP Questionnaire findings for the 826 adult Blacks 
and non-Hispanic Whites in three cities (Tuskegee, Alabama; Birmingham, Alabama; 
and Hartford, Connecticut) which had overall response rates of 65%, 70%, and 49%, 
respectively. The overall completion rate (number of completed interviews/number of 

Box 1. 
The 7 ITemS on deTAILed knoWLedge of 
The TuSkegee SyPhILIS STudy (TSS) ThAT 
ConSTITuTed The queSTIonS TALLIed To  
CreATe The TSS fACTS & myTh quIz SCore

The following was asked of subjects who had already indicated that they had heard 
of the Tuskegee Syphilis Study.

Introduction:

I would like to know what specific facts you remember about the Tuskegee Syphilis 
Study. Would you tell me whether the following statements are True or False. If you 
don’t know, please tell me that. 

 Factually Correct Answers
 for the
7 items on the TSS Facts &Myth Quiz: TSS Facts & Myth Quiz Scorea

1) Black men and women were subjects in the study False
2) The subjects were injected with syphilis False
3) The nurse who recruited them was Black TRUE
4) The study lasted 40 years TRUE
5) The subjects were told they had syphilis False
6) The study was run by U.S. government doctors TRUE
7) The study ended when penicillin was discovered  
  as a cure for syphilis False

aTotal score could range from 0–7, with one point for each factually correct answer given.



1172 Tuskegee Syphilis Study and research participation

initiated interviews) exceeded 90% in each city. Table 1 shows the age, sex, education, 
and income distribution of the 826 subjects by race for each of the three cities. 

In addition, Table 1 shows the proportion of Blacks and Whites, by city, who had 
“ever heard of the Tuskegee Syphilis Study.” Awareness of the TSS ranged from a high 
of 93.3% for Blacks in Tuskegee to a low of 41.9% for Whites in Hartford. Across 
 cities differences in the proportion of respondents who had ever heard of the TSS 
were statistically significant (89.9% vs. 70.9% vs. 49.0%, in Tuskegee, Birmingham, 
and Hartford, respectively; p,.05). Additionally, within city analyses by race revealed 
that a statistically significant (p,.05) higher percentage of Blacks than of Whites, had 
heard of the TSS in Birmingham (77.7% for Blacks vs. 64.0% for Whites) and Hart-
ford (62.5% for Blacks vs. 41.6% for Whites), but not in Tuskegee (93.3% for Blacks 
vs. 87.8% for Whites). 

The TSS Facts & Myth Quiz was administered to the 68.4% of subjects (n5565) who 
indicated that they had heard of the TSS. Figure 1 illustrates, by race within each city, 
the proportion of these 565 respondents who answered true to each of the 7 items on 
the Tuskegee Syphilis Study (TSS) Facts & Myth Quiz, having given a valid response 
(i.e., either true or false). All don’t know/not sure responses for this analysis were treated 
as missing data; typically, across the 7 questions, the don’t know/not sure responses con-
stituted about 20% of the responses, with a low of 15% up to a high of 55%. In Figure 1, 
true statements are indicated in capital letters along the abscissa axis and any observed 
statistically significant differences by race within city are marked with asterisks. There 
was great variation across the 7 items by race within each city, with answers of true 
ranging from a high of 85% for the statement that subjects “were injected with syphilis” 
(a false statement) to a low of 2% for the statement that the study was “run by U.S. 
government doctors” (a true statement). For the former statement (i.e., subjects were 
injected with syphilis) the findings were that more Blacks than Whites thought it was 
true, and these differences were statistically significant (p,.05) for both Tuskegee and 
Hartford, and approached statistical significance (p5.068) in Birmingham. 

Figure 2 reinforces the finding illustrated in Figure 1 concerning the relatively high 
frequency of incorrect answers on the details of the TSS for the TSS Facts & Myths 
Quiz. As Figure 2 shows, of a maximum 7 potential correct answers, neither Blacks 
nor Whites in any of the 3 cities achieved a mean TSS Facts & Myths score greater 
than 2, and no statistically significant racial differences were observed (mean scores 6 
standard deviations for Blacks 5 1.661.4, and for Whites 1.761.3). For the TSS Facts 
& Myth Quiz, 90% of the 565 respondents who had heard of the TSS had a detailed 
knowledge score of 3 or less, with the top scores achieved being 5 and 6 for Blacks 
and Whites, respectively.

Table 2 shows the findings from the multivariate analyses that were conducted to 
determine the impact of both awareness and detailed knowledge of the Tuskegee Syphilis 
Study on two dependent variables: 1) the willingness to participate (as measured by 
the LOP Scale), and 2) the degree of fear of participation (as measured by the GPFF 
Scale). Awareness of the Tuskegee Syphilis Study did not have a statistically significant 
relationship with either the willingness to participate (as measured by the LOP Scale, 
p50.71) or the fear of participation (as measured by the GPFF Scale, p50.53) when 
adjusted for race, age, sex, education, and income for the sample of 826 respondents 
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Table 1. 
demogrAPhIC ChArACTerISTICS By rACe And 
AWAreneSS of The TuSkegee SyPhILIS STudy (TSS)  
for TuSkegee, AL, BIrmInghAm, AL And  
hArTford, CT (n5826)

 Tuskegee, AL Birmingham, AL hartford, CT

 Black White Black White Black White 
 (n5104) (n5180) (n5103) (n5100) (n5120) (n5219)

Characteristic
Agea, years (± s.d.) 49.8 56.1 49.2 51.7 48.2 52.7
 (616.7) (617.0) (615.8) (616.8) (616.8) (616.0)
% maleb 50.9 53.3 39.4 31.4 63.0 58.1
Education levelc, %
 , H.S 26.7 24.0 19.2 8.6 19.7 6.3
 H.S. graduate 53.3 54.6 61.5 60.0 65.4 45.7
 College graduate 1 20.0 21.3 19.2 31.4 15.0 48.0
Income leveld

 ,$20,000 46.9 29.4 52.0 30.2 31.4 11.2
 $20,000–74,999 51.0 63.8 44.0 55.2 60.2 51.6
 .$74,999 2.0 6.7 4.0 14.6 8.5 37.2
Awareness of TSSe

 (% of respondents)  93.3%  87.8% 77.7%  60.0% 62.5%  41.9%

Note: Statistically significant findings (p,.05) across cities, and for Blacks vs. Whites within each 
city:
aAge: within city finding: Whites were older than Blacks in each city.
b% male: across city finding: Hartford had higher % male respondents than Tuskegee, which had 
higher % male respondents than Birmingham.
ceducation Level: across city finding: Hartford had higher education levels than Birmingham, which 
had a higher education level than Tuskegee.
 within city finding: Whites had higher educational levels in Hartford and in Birmingham than 
Blacks.
dIncome Level: across city finding: Hartford had higher incomes than Birmingham and Tuskegee.
 within city finding: Whites had higher incomes than Blacks in each city. 
eAwareness (%) of TSS: across city finding: Respondents in Tuskegee had a higher awareness of the 
TSS than in Birmingham which had a higher awareness among respondents than in Hartford. 
 within city finding: A higher percentage of Blacks were aware of the TSS in Hartford and in 
Birmingham.
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taken as a whole, or for Whites when analyzed separately. However, an ANCOVA 
analysis by race of the relationship between awareness and GPFF in Blacks was statis-
tically significant (p50.02), with Blacks who were aware of the TSS having a higher 
mean GPFF score than Blacks who were not aware of the TSS (65.1 vs 57.3, p5.02). 
For the other ANCOVA analyses related to awareness by city and by race-within-city, 
no consistent pattern of significant findings was observed. 

Table 2 also shows similarly adjusted ANCOVA analyses on the relationship between 
detailed knowledge of the TSS and the LOP and GPFF Scales. These analyses were 
conducted only for that subset of 565 respondents who indicated that they had heard 
of the TSS. The results were that detailed knowledge of the TSS, as measured by the 
mean Facts & Myth Quiz score, had no statistically significant relationship with either 
the LOP or GPFF Scale for Blacks or for Whites. However, a weak, albeit statistically 
significant inverse relationship was observed between the detailed knowledge and the 
GPFF Scale (p50.04) for all subjects combined. 

discussion 

The Tuskegee Legacy Project (TLP) had its origins in a 1994 bioethics conference held 
at the University of Virginia entitled The Tuskegee Legacy: Doing Bad in the Name of 
Good.37 All the speakers at that conference discussed consequences of the Tuskegee 
Syphilis Study, especially the possibility that African Americans were more reluctant to 
participate in biomedical research because of the abuse they suffered in that infamous 
study. However, often speakers appeared to assume that the central hypothesis was true, 
i.e., that African Americans were, in fact, more reluctant to participate in biomedical 
studies and that the Tuskegee Syphilis Study was at the heart of this reluctance to become 

Figure 2. Mean scores* on TSS Facts & Myths Quiz by race within city for the 565 
respondents who had heard of the Tuskegee Syphilis Study.
Note: none of the Black vs. Whites contrasts for either quiz score within city are statistically 
significant.
*(Mean # of correct answers). 
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Table 2. 
SummAry of AdjuSTed muLTIvArIATe AnALySeSa 
fIndIngS on reLATIonShIP BeTWeen AWAreneSS And 
deTAILed knoWLedge of The TuSkegee SyPhILIS STudy 
on LIkeLIhood of PArTICIPATIon (LoP) SCALe And 
guIneA PIg feAr fACTor (gPff) SCALe for ALL SuBjeCTS, 
WIThIn eACh CITy, And WIThIn eACh CITy By rACe 

 Awarenessb and detailed knowledgec and

 LoP  gPff LoP gPff

All subjects ns ns ns  p5.04i

By race:
 Blacks ns p5.02g ns ns
 Whites ns ns ns ns
By city:
 Tuskegee ns ns ns ns
 Birmingham ns ns ns ns
 Hartford p5.02d ns ns p5.02j

By race within city:
 Tuskegee:
  Blacks p5.02f ns ns ns
  Whites ns ns ns ns
 Birmingham:
  Blacks ns ns ns ns
  Whites ns ns ns ns
 Hartford:
  Blacks ns ns ns p5.01k 
  Whites p5.03e ns  p5.02h  ns

aAdjusted for race, age, sex, education level, and income level with p5.05.
bConducted for all 826 subjects in ANCOVA models.
cConducted only for the 565 respondents who had heard of the TSS, using the TSS Facts & Myth 
Quiz as the independent variable in multiple linear regression models.
dIn Hartford, those who were aware of the TSS had higher mean LOP scores compared with those 
who were not aware of the TSS (47.3 vs 41.9).
eWhites in Hartford who were aware of the TSS had higher mean LOP scores compared with Whites 
who were not aware of the TSS (49.7 vs 42.7). 
fBlacks in Tuskegee who were aware of the TSS had lower mean LOP scores compared with Blacks 
who were not aware of the TSS (34.7 vs 55.9).
gBlacks, as a total group, who were aware of the TSS had higher mean GPFF scores compared with 
Blacks who were not aware of the TSS (65.1 vs 57.3}. 
hWhites in Hartford who were aware of the TSS had an inverse relationship between their Detailed 
Knowledge score and LOP score (regression coefficient 5 23.77).
iFor all who were aware of the TSS, there was an inverse relationship between their Detailed Knowl-
edge score and GPFF score (regression coefficient 5 21.72).
jIn Hartford, those who were aware of the TSS had an inverse relationship between their Detailed 
Knowledge score and GPFF score (regression coefficient 5 23.35).
kBlacks in Hartford who were aware of the TSS had an inverse relationship between their Detailed 
Knowledge score and GPFF score (regression coefficient 5 25.40). 
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a research subject. To date, most notions regarding this purported consequence of the 
Tuskegee Syphilis Study have been based on anecdote and, speculation, rather than on 
systematic empirical research.5,9,11,20,23–26,29,30,37

Our findings reveal a clear gradient across the three cities on the percentage of 
respondents who had ever heard of the Tuskegee Syphilis Study: nearly 90% having 
heard of the TSS in Tuskegee, the historical epicenter of the TSS; just over 70% in Bir-
mingham, the nearest big city to Tuskegee with a university medical center that would 
conduct clinical studies; and just under 50% in Hartford, a distant city in a different 
region of the U.S. with a university medical center that would conduct clinical studies 
and with a demographic profile similar to Birmingham’s. Our findings also showed 
that a lack of knowledge about the details of the TSS was fairly common among both 
Blacks and Whites (i.e., 90% of respondents gave factually correct answers on 3 or 
fewer of the 7 tested items). 

The answer to our first central research question, “Did awareness of the Tuske-
gee Syphilis Study influence one’s willingness to participate in biomedical studies in 
1999–2000?” was a straightforward No, for both Blacks and for Whites. Our adjusted 
multilvariate analyses revealed no statistically significant relationships between aware-
ness of the TSS and either the LOP or the GPFF Scales. 

However, the findings within the city of Tuskegee differed from the findings in the 
cities of Birmingham and Hartford. A significant relationship was observed among 
Blacks between awareness of the TSS and willingness to participate, but only in the 
small city of Tuskegee, the epicenter of this infamous event. 

The answer to our second central research question in this report, namely, “Among 
those who had heard of the Tuskegee Syphilis Study, did detailed knowledge of the 
Tuskegee Syphilis Study influence one’s willingness to participate in biomedical studies 
in 1999–2000?” is also a straightforward No for Blacks and for Whites, when analyzed 
either together as a whole sample or separately. However, the data on fear of participa-
tion, as measured by the GPFF Scale for the sample as a whole (i.e., Blacks and Whites 
together), revealed a statistically significant but weak inverse relationship between 
GPFF and detailed knowledge for the study sample as a whole (but this finding did 
not hold for Blacks or for Whites when analyzed separately). This observation for the 
study sample as a whole regarding detailed knowledge may well be a spurious finding 
as the direction of the relationship is opposite to what one might anticipate, and thus 
may be an artifact simply of the large number (n548) of statistical tests conducted for 
the analyses shown in Table 2. 

Our findings of an overall lack of detailed knowledge about the Tuskegee Syphilis 
Study within both Blacks and Whites (as evidence by the low scores on the TSS Facts 
& Myth Quiz), echo the findings of two previous reports.18,30 

While this study refutes the notion that there is a direct connection between detailed 
knowledge of the Tuskegee Syphilis Study and willingness to participate in biomedical 
research, one limitation of this study was that it did not assess the broader question 
of whether and how historical events influence people’s willingness to participate in 
research. It would be perfectly consistent with our results if the TSS had more diffuse 
effects on people’s willingness to participate in biomedical research (e.g., a general 
 distrust of biomedical research might be passed on after the TSS became known 
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without any details about the particular study having been retained). Future studies 
should explore this possible diffusion effect to determine if it exists, and if so, how the 
diffusion occurs, both within individuals and within communities. 

A further limitation of this study was the post-data collection realization that the 
wording of one of the seven facts in the TSS Facts & Myths Quiz was not historically 
precise. Specifically, the fact would be more precisely worded as “The study ended once 
penicillin became widely available as a treatment for syphilis.” 

The reality that this was the first use of the TSS Facts & Myths Quiz as a measure of 
detailed knowledge of the TSS is yet another inherent limitation of this study. Future 
studies should investigate the reliability, as well as the validity, of our 7 items as a con-
sistent and accurate measure of detailed knowledge of the TSS. Finally, space limitations 
prevent us from giving detailed presentation of these findings for males and for females 
separately, given that a previous investigation reported gender differences in awareness 
about the Tuskegee Syphilis Study for Whites (more males aware than females, 54% vs 
38% respectively), but not for Blacks (males at 53%, female at 54%).29 

Conclusion

The data from this follow-up analysis based upon the 1999–2000 4-City Tuskegee Legacy 
Project Study fail to show that being aware of the Tuskegee Syphilis Study directly 
affects one’s willingness to participate in biomedical studies for either Blacks or for 
Whites, across the three cities, nearly three decades after the ending of the Tuskegee 
Syphilis Study. The only statistically significant finding was that in the city of Tuske-
gee, the historical epicenter of the index event, Blacks who had heard of the Tuskegee 
Syphilis Study indicated that they were willing to participate less often than Blacks 
who had not heard of the Tuskegee Syphilis Study. Additionally, while our previous 
publications revealed that Blacks were significantly more likely than Whites to have 
greater fear of participating (as measured by the GPFF Scale),32,33 the data from the 
current report based on the same study population showed no relationship between 
detailed knowledge of the Tuskegee Syphilis Study and the fear of participation for 
either Blacks or Whites. 

While there have been many discussions in the published literature, popular media, 
and in the community regarding the impact of the USPHS Syphilis Study at Tuskegee 
on the African American community,8–21,23–34,37 it is critically important that we have 
a true scientific understanding of its impact on minority participation in biomedical 
research studies. If the Tuskegee Syphilis Study is, indeed, the reason for poor participa-
tion by minorities in biomedical studies,23–27,30 then researchers ought to develop subject 
recruitment strategies for future studies that would target this issue. On the other hand, 
if the Tuskegee Syphilis Study it is neither the sole nor primary reason—nor after three 
decades even a distinctly identifiable reason—for poor levels of participation, then other 
strategies for are called for to ensure minority enrollment in biomedical studies. 
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Objectives. We compared the influence of awareness of the Tuskegee Syphi-
lis Study and the presidential apology for that study on the willingness of Blacks,
non-Hispanic Whites, and Hispanics to participate in biomedical research.

Methods. The Tuskegee Legacy Project Questionnaire was administered to
1133 adults in 4 US cities. This 60-item questionnaire addressed issues related to
the recruitment of minorities into biomedical studies.

Results. Adjusted multivariate analysis showed that, compared with Whites,
Blacks were nearly 4 times as likely to have heard of the Tuskegee Syphilis Study,
more than twice as likely to have correctly named Clinton as the president who
made the apology, and 2 to 3 times more likely to have been willing to participate
in biomedical studies despite having heard about the Tuskegee Syphilis Study
(odds ratio [OR]=2.9; 95% confidence interval [CI]=1.4, 6.2) or the presidential
apology (OR=2.3; 95% CI=1.4, 3.9).

Conclusions. These marked differences likely reflect the cultural reality in the
Black community, which has been accustomed to increased risks in many activ-
ities. For Whites, this type of information may have been more shocking and at
odds with their expectations and, thus, led to a stronger negative impact. (Am J
Public Health. 2008;98:1137–1142. doi:10.2105/AJPH.2006.100131)

Awareness of the Tuskegee Syphilis Study and the 
US Presidential Apology and Their Influence 
on Minority Participation in Biomedical Research
| Ralph V. Katz, DMD, PhD, MPH, S. Stephen Kegeles, PhD, Nancy R. Kressin, PhD, B. Lee Green, PhD, Sherman A. James, PhD, Min Qi Wang, PhD,

Stefanie L. Russell, DDS, PhD, MPH, and Cristina Claudio, PhD

and Hispanics, in the level of awareness of
the Tuskegee Syphilis Study and the US presi-
dential apology made to the Black commu-
nity, and to compare the self-reported influ-
ence among Blacks, Whites, and Hispanics of
both the study and the presidential apology
on the willingness to participate in biomedical
studies.

METHODS

The TLP Questionnaire was administered
via random-digit-dialed telephone interviews
to 1133 Blacks, Hispanics, and Whites aged
18 years and older in 4 city and county
areas: Birmingham and Jefferson County, and
Tuskegee and Macon County, Ala; Hartford
and Hartford County, Conn; and San Antonio
and Bexar County, Tex. All interviews were
conducted between March 1999 and Novem-
ber 2000.

The TLP Questionnaire, a 60-item instru-
ment, addresses a range of issues related to

the recruitment of minorities into biomedical
studies. Details on the history and develop-
ment of the TLP Questionnaire and justifica-
tions of the methodological decisions both for
the selection of the 4 cities and for the analy-
sis of the TLP Questionnaire have been de-
scribed elsewhere.3,30 All TLP Questionnaire
interviews were conducted in English. Re-
spondents answered questions but were pro-
vided no information about the Tuskegee
Syphilis Study during the interview. 

The interviews were administered by the
Survey Research Unit of the University of Al-
abama at Birmingham. The target population
consisted of noninstitutionalized adults who
lived in households with working telephones
in the 4 targeted cities and counties. The
sample of households in each of the 4 loca-
tions was supplied by Survey Sampling Inc
(Fairfield, Conn) and was based upon a sim-
ple random sampling of telephone numbers
that used the 3-digit telephone exchanges for
those local calling areas with partial screening

The US Public Health Service Tuskegee Syph-
ilis Study (1932–1972) is arguably the most
infamous biomedical research study in US
history.1–5 This study enrolled 399 Black
sharecroppers in Macon County, Ala, and
studied the effects of not treating their syphi-
lis.6,7 There is widespread belief that the “leg-
acy” of this unethical study is that the Black
community has a greater reluctance to partici-
pate in clinical research studies because of
the abuses foisted on the participants in that
study. Although a considerable amount has
been written about the long-lasting effects of
the Tuskegee Syphilis Study on the Black
community, most of this work has been from
a legal, historical, ethical, or access to health
care perspective.8–20

Surprisingly few research articles have di-
rectly examined whether any differential par-
ticipation of Blacks or other minorities in bio-
medical studies compared with participation
of Whites was because of the legacy of the
Tuskegee Syphilis Study or because of other
factors.21–28 A recent literature review noted
that only 5 of the published studies to date
have presented quantified data that compared
Black with White participation and the rela-
tion to the Tuskegee Syphilis Study,29 and
most of them only used a single question on
willingness to participate as their measure of
this complex decison.30 A recent study used a
series of questions to create 2 validated scales
to measure willingness to participate and
found that Blacks self-reported that despite
having a higher fear of participation, they
were just as likely as Whites to participate in
biomedical research.30

For our study, we used data from a tele-
phone survey of adults in 4 US cities that
used the Tuskegee Legacy Project (TLP)
Questionnaire.30 We sought to compare ra-
cial/ethnic differences among Blacks, Whites,



TABLE 1—Age, Gender, Education, and Income Distribution of Respondents (N=1113), by
Racial/Ethnic Group: Tuskegee Legacy Project Study, 1999–2000

Blacksa,b Whitesa,c Hispanicsb,c

Total, No. 353 623 157

Age, mean (SD) 49.1 (16.5) 53.8 (17.0) 41.5 (16.1)

Male, % (95% CI) 52.1 (46.8, 57.4) 48.3 (44.3, 52.3) 39.5 (31.8, 47.6)

Education level, % (95% CI)

Less than high school graduate 21.6 (17.4, 26.4) 11.8 ( 9.4, 14.7) 14.0 (9.0, 20.4)

High school graduate or some college 60.5 (55.3, 65.8) 51.3 (47.4, 55.4) 61.0 (53.5, 68.8)

College graduate or higher 17.9 (14.0, 22.2) 36.9 (33.1, 40.8) 25.0 (16.3, 32.4)

Income level, % (95% CI)

< $20 000 42.8 (37.6, 48.1) 21.3 (18.2, 24.8) 41.7 (33.6, 49.5)

$20 000–$74 999 52.1 (46.8, 57.4) 58.4 (54.4, 62.3) 52.5 (44.1, 60.3)

≥ $75 000 5.1 ( 3.1, 7.9) 20.3 (17.1, 23.6) 5.8 ( 2.7, 10.6)

Note. CI = confidence interval.
aStatistically significant contrasts for Blacks versus Whites: differed on age, education, and income (P ≤ .05).
bStatistically significant contrasts for Blacks versus Hispanics: differed on age and gender (P ≤ .05).
cStatistically significant contrasts for Hispanics versus Whites: differed on age, gender, education, and income (P ≤ .05).

for nonworking or business numbers. Thir-
teen interviewers, trained for the survey, used
the full computer-assisted telephone inter-
viewing technology. Unresolved numbers
were retired after 20 attempts. Interviewers
were supervised at all times and randomly
electronically monitored a minimum of 4
times per month.

We conducted unadjusted bivariate analy-
ses, which were followed by multivariate lo-
gistic regression analyses, adjusted for age,
gender, education, and income, as well as city.
To acknowledge and account for cultural
differences among the cities (i.e., above and
beyond simple demographic differences), we
included the variable city as a separate covari-
ate in all multivariate analyses of the study
sample as a whole. We conducted the bivari-
ate and multivariate analyses using SPSS ver-
sion 14.0 (SPSS Inc, Chicago, Ill) and SAS ver-
sion 9.0 (SAS Institute Inc, Cary, NC). We
calculated confidence intervals (CIs) for per-
centages using Stata version 9 (Stata Corp,
College Station, Tex) with its module Confi-
dence Interval for Proportions.

RESULTS

Response rates in Birmingham and Jefferson
County, Tuskegee and Macon County, Hart-
ford and Hartford County, and San Antonio

and Bexar County were 70%, 65%, 49%,
and 50%, respectively. The overall comple-
tion rate (number of completed interviews
per number of initiated interviews) exceeded
90% in each city. For San Antonio, the major
Spanish-speaking Hispanic population ac-
cessed in this survey, 10% of the contacted
individuals indicated that they could not
participate with the English-language-only
instrument. Table 1 shows the age, gender,
education, and income distribution of the
1133 respondents within the 3 racial/ethnic
groups.

To determine if a respondent was aware of
the Tuskegee Syphilis Study, the TLP Ques-
tionnaire had 2 separate recognition probes.
The first recognition probe consisted of the
respondents being asked directly whether
they had ever heard about the Tuskegee
Syphilis Study. The 3 racial/ethnic groups
differed markedly on responses to this first
recognition probe for the Tuskegee Syphilis
Study with 72.6% of Blacks, 55.2% of
Whites, and 23.6% of Hispanics answering
yes (P<.001, by the χ2 test). Each contrast
between any 2 of the racial/ethnic groups
was also statistically significant at P<.001.
The second probe, which occurred 6 ques-
tions later in the interview, was only asked of
individuals who either said no to having heard
of the Tuskegee Syphilis Study in the first

probe or who answered yes to that first probe
but could provide no details about that study.

Of the original 1133 respondents who were
interviewed, 57.2% (95% CI=54.3%,
60.1%) indicated that they had heard of the
Tuskegee Syphilis Study when the data from
both probes were combined. For the 1128
respondents who filtered through the 2 probes
with valid responses (i.e., a yes or no response),
there were marked differences among the ra-
cial/ethnic groups on their final yes or no an-
swer to the inquiry on whether they had ever
heard of the Tuskegee Syphilis Study. 

Results of an unadjusted bivariate analysis
based upon the 2-probe combination showed
that 76.4% of the 353 Blacks in the study
(95% CI=71.7%, 80.8%), 56.8% of the 623
Whites in the study (95% CI=52.8%,
60.8%), and 25.3% of the 157 Hispanics in
the study (95% CI=18.9%, 33.0%) had indi-
cated that they had heard of the Tuskegee
Syphilis Study (Figure 1). This difference was
statistically significant across the 3 racial/
ethnic groups (P<.001, by the χ2 test), with
each 2-way contrast also statistically signifi-
cant (P<.001, by the χ2 test). Across racial/
ethnic groups, a comparison of yes responses
to the first probe only versus the yes re-
sponses to the 2-probe combination revealed
that only a very slight upward correction fac-
tor resulted from the use of the second probe
for each of the 3 racial/ethnic groups (i.e., an
increase of 3.8 percentage points in Blacks,
1.6 percentage points in Whites, and 1.7 per-
centage points in Hispanics).

Figure 1 also shows the percentage of cor-
rect responses to: “Has any US President ever
apologized for the Tuskegee Syphilis Study?”
and “Which US president?” Of the Blacks in
the study, 42.5% had heard of the presiden-
tial apology (95% CI=27.3%, 47.8%) and
34.8% knew that President Clinton had given
the apology (95% CI=29.9%, 40.0%). Of the
Whites in the study, 28.1% had heard of the
presidential apology (95% CI=24.6%, 31.8%)
and 24.1% knew that President Clinton had
given the apology (95% CI=20.8%, 27.6%).
Of the Hispanics in the study, 8.3% had heard
of the presidential apology (95% CI=4.5%,
13.7%) and 3.2% knew that President Clinton
had given the apology (95% CI=1.0%, 7.3%).

Table 2 shows the multivariate logistic re-
gression analyses of the responses to the
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FIGURE 1—Responses to having heard of the Tuskegee Syphilis Study and the presidential
apology, and knowing who made that apology, among Blacks, Whites, and Hispanics:
Tuskegee Legacy Project Study, 1999–2000.
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same 3 questions adjusted for age, gender,
education, income, and city. The adjusted
multivariate analysis shows that the odds of
hearing of the Tuskegee Syphilis Study were
nearly 4 times greater for Blacks than for
Whites (odds ratio [OR]=3.9; 95% CI=2.6,
5.7). The difference in odds between His-
panics and Whites was not statistically signif-
icant (OR=1.6; 95% CI=0.93, 2.7). The
adjusted multivariate analysis for having
heard of the presidential apology showed
that whereas the odds for Blacks did not sig-
nificantly differ from the odds for Whites
(OR=1.6; 95% CI=0.91, 2.7), the odds of
correctly naming Clinton as the President
who made the apology were 2 times greater
for Blacks than for Whites (OR=2.3; 95%
CI=1.6, 3.4). Too few Hispanics had heard
of the apology to include Hispanics in these
latter 2 analyses.

Given that the ORs for these 3 questions
by city (Table 2) showed a strong effect of
city of residence on awareness of the study
and of the presidential apology, adjusted ORs
were computed to assess the racial difference
for each of the 3 questions within each city.
Because of the limitations of sample size on
the stability and interpretation of data, this
further analysis was only conducted for
Blacks and Whites in the 3 cities with sub-
stantial numbers of these 2 racial groups (i.e.,
Birmingham, Tuskegee, and Hartford). The
results of this additional within-city analysis
indicated that the odds of Blacks having ever
heard of the Tuskegee Syphilis Study were 4

to 5 times higher than were the odds for
Whites in the cities of Hartford and Birming-
ham (OR=4.37 [95% CI=2.40, 7.96] and
OR=5.47 [95% CI=2.35, 12.71], respec-
tively), but not significantly different from
Whites in the city of Tuskegee (OR=2.37;
95% CI=0.89, 6.34).

Although there were no statistically signifi-
cant differences in odds between Blacks and
Whites for the question “Has any US Presi-
dent ever apologized for the Tuskegee Syphi-
lis Study?” in any of the 3 cities, statistically
significant differences were observed for the
third question: “Which US President?” For
each of the 3 cities, Blacks were 2.5 to 3
times more likely than were Whites to cor-
rectly name Clinton as the president who
made the apology (Hartford: OR=2.81 [95%
CI=1.31, 6.03]; Birmingham: OR=2.97
[95% CI=1.44, 6.11]; and Tuskegee:
OR=2.50 [95% CI=1.33, 4.70]).

Respondents who replied yes to the 2-
probe series on ever having heard of the
Tuskegee Syphilis Study were then asked the
follow-up question: “As a result of what you
have heard about the Tuskegee Syphilis
Study, how likely are you to participate in a
medical research study?” with responses on a
5-point Likert scale ranging from much more
likely to much less likely. Because very few His-
panic respondents had responded yes to this
2-probe series (n=39), this analysis was per-
formed only for Black and White respondents.

Figure 2 shows an unadjusted bivariate
analysis that revealed that among those who

had heard of the Tuskegee Syphilis Study, the
negative influence on the likelihood of partici-
pation in future studies was less among
Blacks than among Whites; i.e., 50.0% of
Blacks and 70.3% of Whites reported that
they were less likely to participate as a result
of what they had heard about the Tuskegee
Syphilis Study (P<.001; Kendall’s tau-B). 

Multivariate logistic regression analysis of
this question (adjusted for age, gender, educa-
tion, income, and city) revealed that despite
what they had heard about the Tuskegee
Syphilis Study, the odds of Blacks indicating a
willingness to participate in biomedical stud-
ies were nearly 3 times greater than the odds
of Whites (OR=2.9; 95% CI=1.4, 6.2).

After the respondent was asked “Has any
US President ever apologized for the
Tuskegee Syphilis Study?” a follow-up ques-
tion was asked: “Based upon what you heard
about the apology, would it influence your
decision to join a biomedical research study
today? Did that apology make you more or
less likely to join a study?” This question also
had a 5-point Likert scale of responses rang-
ing from much more likely to much less likely.

The results from an unadjusted bivariate
analysis of this follow-up question are shown
in Figure 2 and again revealed a much less
negative influence on Blacks, with 41.3% (vs
61.8% of Whites) self-reporting that they
were less likely to join a biomedical study as
a result of the presidential apology (P=.008,
by the χ2 test). Multivariate logistic regression
analysis of this question (adjusted for age,
gender, education, income, and city) revealed
that the odds of indicating that they were
more likely to participate in biomedical stud-
ies as a result of having heard of the presi-
dential apology were more than 2 times
greater for Blacks than for Whites (OR=2.3;
95% CI=1.4, 3.9). 

DISCUSSION

Aspects of Current Study
This study clearly shows marked and statis-

tically significant differences among Blacks,
Whites, and Hispanics with regard to their
awareness of the Tuskegee Syphilis Study and
the presidential apology for that study. The 3
key questions analyzed in this report (Have
you ever heard of the Tuskegee Syphilis



TABLE 2—Logistic Regression Multivariate Analyses for Key Questions on Questionnaire:
Tuskegee Legacy Project Study, 1999–2000

“Have You “Has Any US President 
Ever Heard of the Ever Apologized for the 

Tuskegee Syphilis Study?” Tuskegee Syphilis Study?” “Which US President?”
OR (95% CI) OR (95% CI) OR (95% CI)

Race/ethnicitya

Blacks 3.87 (2.63, 5.70) 1.58 (0.91, 2.72) 2.33 (1.63, 3.80)

Hispanics 1.59 (0.93, 2.73) . . .b . . .b

Education levelsc

High school graduate 1.36 (0.84, 2.20) 1.30 (0.58, 2.94) 1.36 (0.79, 2.34)

Some college 2.20 (1.28, 3.78) 1.70 (0.71, 4.11) 2.05 (1.14, 3.68)

College graduate 3.14 (1.73, 5.69) 2.19 (0.83, 5.79) 3.62 (1.91, 6.85)

Higher than college graduate 5.89 (2.90, 11.99) 2.16 (0.72, 6.52) 3.49 (1.70, 7.17)

Income levels,d $

20 000–34 999 1.29 (0.85, 1.96) 0.74 (0.37, 1.47) 1.60 (1.00, 2.55)

35 000–49 999 1.53 (0.93, 2.52) 1.18 (0.51, 2.71) 2.60 (1.50, 4.52)

50 000–74 999 2.20 (1.28, 3.77) 1.66 (0.66, 4.14) 2.97 (1.65, 5.36)

≥ 75 000 1.66 (0.94, 2.92) 1.10 (0.42, 2.88) 1.89 (0.97, 3.58)

Gendere

Female 0.66 (0.48, 0.90) 0.99 (0.00, 1.63) 0.61 (0.43, 0.87)

Cityf

Birmingham, Ala 3.34 (2.17, 5.12) 1.93 (0.97, 3.84) 3.32 (2.07, 5.32)

Tuskegee, Ala 16.76 (10.02, 28.02) 3.24 (1.66, 6.30) 7.81 (4.97, 12.29)

San Antonio, Tex 0.71 (0.45, 1.10) 0.62 (0.22, 1.74) 0.44 (0.20, 0.99)

Age, y 1.02 (1.01, 1.03) 1.01 (1.00, 1.03) 1.02 (1.01, 1.03)

Notes. OR = odds ratio; CI = confidence intervals. Analyses of a “yes” answer to the first 2 questions and a correct answer to the
third, open-ended question. Analyses adjusted for race, age, gender, education, income, and city.
aReference group was Whites.
bHispanics excluded from analysis because of too few respondents to this question.
cReference group was less than high school graduate.
dReference group was less than $20 000.
eReference group was male.
fReference group was Hartford, Conn.

Study? Has any US President ever apologized
for the Tuskegee Syphilis Study? Which US
President made the apology?) led to the con-
clusions that Blacks were much more aware
of the Tuskegee Syphilis Study than either
Whites or Hispanics, and that the odds of
knowing that President Clinton had made the
apology were much higher for Blacks than for
Whites. But Blacks and Whites did not differ
significantly on knowing that a presidential
apology had been made.

The responses to these 3 questions showed
a much stronger impact of the Tuskegee
study in the 2 southern cities of Birmingham
and Tuskegee than in the northern city of
Hartford, as shown in Table 2. The odds
ranged up to nearly 17-times greater for

Tuskegee than for Hartford. Interestingly, al-
though the intracity adjusted analyses for
each of these 3 cities by race revealed that
Blacks were more likely than were Whites to
know that President Clinton had made the
apology for that study, a racial difference was
only observed in the 2 cities of Birmingham
and Hartford (not in Tuskegee) for the ques-
tion “Have you ever heard of the Tuskegee
Syphilis Study?” Because the city of Tuskegee
is the historical epicenter of this issue and its
legacy, this seemingly unexpected result is
likely because of an exceptionally high rate of
having heard of the Tuskegee Syphilis Study
among both Whites and Blacks in the city of
Tuskegee (i.e., about 90% for both Blacks
and Whites in Tuskegee). 

Overall, because nearly 60% of the Black
respondents had heard of the Tuskegee Syph-
ilis Study (ranging from 89.8% to 71.1% to
46.5% to 29.6% in Tuskegee, Birmingham,
Hartford, and San Antonio, respectively)
health disparities researchers working in the
Black communities in the future must ac-
knowledge this level of awareness. Specifi-
cally, for researchers to create a respectful,
comfortable, and inviting atmosphere for all
potential participants when planning and re-
cruiting participants into studies, the research-
ers must take this overall high level of aware-
ness into account.

Because Blacks overall were much more
aware of the Tuskegee Syphilis Study and
generally knew more details about the apol-
ogy than did Whites and Hispanics, the im-
pact of this increased awareness of the study
in Blacks is most interesting. Overall, the plu-
rality of both Blacks and Whites who had
heard of the Tuskegee Syphilis Study indi-
cated that they were less likely to participate
in biomedical studies, but this negative impact
was far more pronounced among Whites
(71%) than among Blacks (50%). Hence,
Blacks who had heard of the Tuskegee Syphi-
lis Study were much less negatively affected
by that awareness than were Whites. This
was true regardless of whether it was the im-
pact of having heard about the Tuskegee
Syphilis Study or of having heard of the presi-
dential apology for the study. 

Conversely, Whites’ willingness to partici-
pate in biomedical research studies was much
more negatively affected by awareness of
each of these events. This marked difference
in the observed impact may reflect the daily
cultural reality in the Black community,
which has for a long time been accustomed
to increased risks for Blacks in many activi-
ties. For Whites, this type of information (or
news) may have been more shocking and at
odds with their daily expectations and, thus,
led to a stronger negative impact on their fu-
ture decisionmaking.

The major methodological finding of this
study, which resulted from the use of 2 recog-
nition probes to determine whether a respon-
dent was aware (i.e., recognized the name) of
the Tuskegee Syphilis Study, provides clear
evidence that a single probe suffices when
one is asking about awareness of the
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FIGURE 2—Percentage of respondents having heard about the Tuskegee Syphilis Study and
about the presidential apology for the study and the influence of both on the likelihood to
participate in biomedical studies, by race/ethnicity: Tuskegee Legacy Project Study,
1999–2000.
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Tuskegee Syphilis Study. The second probe
did slightly increase the number of respon-
dents in each of the racial/ethnic groups that
indicated awareness of the study—by only
3.8, 1.7, and 1.6 percentage points for Blacks,
Hispanics, and Whites, respectively. These
findings suggest that use of a single recogni-
tion probe, as was done in all the prior stud-
ies that investigated the Tuskegee Syphilis
Study, is quite accurate and would be suffi-
cient for future studies.

Comparison With Prior Literature
Five published studies have reported both

on having heard of the Tuskegee Syphilis
Study and on willingness to participate in bio-
medical research by race.18,25–28 Across these
5 studies, the percentage of Blacks who had
heard of the Tuskegee Syphilis Study ranged
from 42% to 81%; for Whites the range was
between 18% and 46%. Our findings are at
the high end of the percentages reported to
date, both for Blacks (73% on our first probe,
76% after the second probe) and for Whites
(55% on our first probe, 57% after the sec-
ond probe). No ready explanation for this ob-
servation is provided by demographic differ-
ences (such as age, gender, education, or
income) between our study population and
those previous studies. 

Although the professional literature related
to health care in the United States is replete

with articles that refer to the impact and as-
sumed legacy of the Tuskegee Syphilis
Study,1–3,6,13–24,28–30 perhaps the most un-
usual measure of the depth of cultural influ-
ence of this legacy is documented by its re-
cent appearance as the core theme of a
Marvel comic book 7-issue series: “Truth:
Red, White and Black,” written in 2003 as a
presequel to the Captain America series. In
this fictional presequel series, research abuses
abound in experiments done on a Black mili-
tary unit. An injected compound is used to
biomedically develop a “supersoldier,” one
that once perfected on this “research abused”
Black military unit is then used safely to cre-
ate Captain America, a White supersoldier of
comic book fame.31

Conclusions
Our study of the reputed legacy of the

Tuskegee Syphilis Study reports on the largest
and most geographically diverse study sample
to date. This study is also the first to quantita-
tively report on the community impact—
among Blacks, Whites, and Hispanics—of
President Clinton’s 1997 apology for the
Tuskegee Syphilis Study. This apology was
made to the Black community at large, as
well as directly to surviving study participants
and the families of the nonsurvivors. 

Our findings provide clear evidence that
Blacks were both much more likely than

Whites or Hispanics to have heard of the
Tuskegee Syphilis Study and to know that
President Clinton had made the apology. Most
interestingly, despite Blacks being more
aware of both the Tuskegee Syphilis Study
and who made the presidential apology,
Whites who had heard either of the study or
of the presidential apology were more nega-
tively influenced toward participation in bio-
medical research than were Blacks who had
heard of either event. 

These findings, plus the regional differ-
ences observed between the northern city of
Hartford and the southern cities of Birming-
ham and Tuskegee, strongly suggest that if fu-
ture studies are to attain their goal of having
a diverse set of study participants as man-
dated by federal research guidelines, investi-
gators who conduct clinical and community-
based studies in the future need to recognize
and incorporate these racial/ethnic, geograph-
ical, and cultural differences into their recruit-
ment and retention plans.
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Participation in Biomedical Research Studies
and Cancer Screenings: Perceptions of 
Risks to Minorities Compared With Whites
Ralph V. Katz, DMD, MPH, PhD, Min Qi Wang, PhD, B. Lee Green, PhD, 
Nancy R. Kressin, PhD, Cristina Claudio, PhD, Stefanie Luise Russell, DDS, MPH, PhD,
and Christelle Sommervil, MPH, MS, CCRP

Background: This analysis was conducted to determine whether there is a difference among blacks, Hispanics,

and whites in their perception of risks associated with participating in either a biomedical study or a cancer

screening.

Methods: The Tuskegee Legacy Project Questionnaire, which focused on research subject participation, was

administered in two different surveys (1999–2000 and 2003) in seven cities. The Cancer Screening Questionnaire

was administered in 2003 in three cities.

Results: The study sample across the three surveys consisted of 1,064 blacks, 781 Hispanics, and 1,598 

non-Hispanic whites. Response rates ranged from 44% to 70% by city. Logistic regression analyses, adjusted 

for age, sex, education, income, and city, revealed that blacks and Hispanics each self-reported that minorities,

compared with whites, are more likely to be “taken advantage of” in biomedical studies and much less likely to

get a “thorough and careful examination” in a cancer screening (odds ratios ranged from 3.6 to 14.2).

Conclusions: Blacks and Hispanics perceive equally high levels of risk for participating in cancer screening

examinations and for volunteering to become research subjects in biomedical studies. This perception provides

a strong message about the need to overtly address this critical health disparities issue.

parities resides, in keeping with the letter as well as
the spirit of the 1994 law for the Inclusion of Women
and Minorities in biomedical studies.2 The second
goal is intended to enhance the likelihood of ensuring
timely treatment and longer survival for minority per-
sons with cancer, since again minorities dispropor-
tionally bear the health disparities burden for this
deadly disease.3-6

The well-established literature addressing trust/dis-
trust issues in biomedical research has focused largely
on blacks in the United States and has led to the con-
clusion that blacks, compared with whites, have much
lower trust related to biomedical research based on sur-
veys that have directly asked questions about “degree of
trust”in their survey instruments.7-18 Other surveys that
have targeted their questions not directly on the broad
issue of trust per se but on the closely related, narrow-
er topics of willingness to participate in biomedical
studies and/or on fear of participation in biomedical
studies have generally found that blacks reported equal
willingness to participate but with higher levels of fear
of participation.19-35 More recently, there is a growing
body of literature that has identified similar issues of
lower trust related to biomedical services within His-
panic communities in the United States.36-40

While there is clear evidence that minorities have
lower cancer screening rates than whites,36-38 most of

Introduction
Two widely espoused but widely different goals with-
in the field of health disparities are (1) to increase the
number of minorities who volunteer to participate in
biomedical research studies, including clinical trials,
and (2) to increase the number of minorities who par-
ticipate in screening programs that target the early
detection of cancer.1 The first goal will ensure that the
new treatments and preventive methods work equally
well for minorities, where the burden of health dis-
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the published articles on factors that affect cancer
screening, as reported in two literature reviews, do not
assess the influence or impact of “trust” or “fear.”41,42

Rather, the literature on barriers that contribute to the
underutilization of cancer screening examinations by
minorities has postulated that blacks and Hispanics, as
well as those with lower levels of formal education, are
less likely to have such examinations due to an array of
factors, including limited access to medical care, low
income, poor knowledge and attitudes toward the
screening process, lack of a regular physician, language
barriers, cultural beliefs, and competing demands of
day-to-day living.36,39-49

A preliminary study by Miller and Hailey50 in 1994
found that black women experience higher levels of
anxiety compared with white women, and the authors
suggested that the psychological barriers related to
breast cancer screening for black women differ from
those for white women. This line of inquiry into the
role of emotion and fear as psychological factors affect-
ing cancer screening behaviors has been reported in a
recent series of articles by Consedine et al.51-53 They
concluded that the fear factor is one of the key psy-
chological determinants for men related to prostate
cancer screening51 and for women related to breast
cancer screening.52,53 Echoing these findings, a recent
report on factors affecting participation in breast can-
cer studies in the African American community cited
“openness to risk” as a key theme.54

Underlying the issue of trust or the concept of fear
related to any activity for any individual (or within any
population subgroup) is the fundamental perception of
risks associated with that activity as held by that indi-
vidual (or within population subgroups). We posit that
this concept may underlie both research participation
and the use of health services, specifically cancer
screening. This report explores this heretofore uneval-
uated perspective, ie, that of perceived risk, as it relates
to participation in biomedical research or in cancer
screenings. The specific aim of this analysis was to
determine whether there is a difference among blacks,
Hispanics, and non-Hispanic whites in their perception
of risks associated with participating in either a bio-
medical study or a cancer screening.

Methods
Subjects and Participants
Data for this report were obtained by the repeated use
of several key questions in three separate random-digit-
dial (RDD) telephone surveys conducted using the
same survey protocol between 1999 and 2003 in seven
cities in the United States. Two of the surveys focused
on perception of risk associated with participation as a
research subject in biomedical studies, and one survey
focused on perception of risk associated with having a
cancer screening examination.

Survey Instrument
The Tuskegee Legacy Project (TLP) Questionnaire, a 60-
item instrument, addresses a range of issues related to
the recruitment of minorities into biomedical studies. It
was administered via RDD telephone interviews to
respondents aged 18 years and older in two separate
surveys. In the 4-City TLP Study, the TLP Questionnaire
was administered in 1999–2000 in four city areas:
Tuskegee,Alabama;Birmingham,Alabama;Hartford,Con-
necticut; and San Antonio,Texas. The 3-City TLP Study
was administered in 2003 in three different cities: New
York,New York;Baltimore,Maryland; and San Juan,Puer-
to Rico. The latter three cities were also used as the
sampling base for the administration of the Cancer
Screening Questionnaire (CSQ), a derivative question-
naire based on the TLP Questionnaire that focused on a
range of issues related to the participation of minorities
in cancer screenings. The CSQ was also administered in
2003 but to a separately drawn RDD sample of respon-
dents in the 3-City CSQ Study. Details on the history and
development of the TLP Questionnaire and the CSQ, as
well as justifications of the methodologic decisions
both for the selection of the cities and for the data analy-
sis, are described elsewhere.15,33-35,43 The 4-City TLP
Study was approved by the Institutional Review Boards
(IRBs) of the University of Connecticut Health Center
and New York University,while the 3-City TLP Study and
the 3-City CSQ Study were approved by the IRBs of the
University of Puerto Rico and New York University.

4-City TLP Study Sampling Design
The RDD interviews for the 4-City TLP Study were
administered by the Survey Research Unit of the Uni-
versity of Alabama at Birmingham (UAB). The target
population consisted of noninstitutionalized persons
aged 18 years or older living in households with work-
ing telephones in the four targeted cities. The RDD
sample of households in each of the four cities was
based on a simple random sampling of telephone num-
bers using the three-digit telephone exchanges for
those local calling areas with partial screening for non-
working or business numbers. Thirteen interviewers
were trained for the survey, using full computer-assist-
ed telephone interviewing (CATI) technology. Unre-
solved numbers were retired after 20 attempts. Inter-
viewers were trained in calibration sessions and were
supervised at all times and randomly electronically
monitored a minimum of four times per month.

3-City CSQ and TLP Study Sampling Designs
The RDD telephone interviews for the 3-City TLP Study
and the 3-City CSQ Study were administered by ORC
Macro Inc (Burlington, Vermont), a US-based interna-
tional opinion research corporation, using a CATI sys-
tem for the data collection. The survey sample for this
study was drawn from the total noninstitutionalized
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adult populations (ages 18 years and over) residing in
telephone-equipped dwelling units in three targeted
cities. The study provided for a disproportionally allo-
cated, stratified, random-digit sample of telephone-
equipped residential households in the three targeted
cities, which were sampled independently. The tele-
phone survey followed a 10-attempt dialing protocol in
which up to 10 attempts were made unless a final dis-
position was obtained. Experienced, calibrated super-
vised personnel conducted the interviews using a CATI
software package (CfMC Research Software & Service
Bureau, San Francisco, California).

Key Survey Questions
The two key questions that form the focus of this paper
were repeated on all three surveys. These questions
asked respondents about perceived risks associated
with participating as a research subject in a biomedical
study or about perceived risks associated with partici-
pating in a cancer screening examination. These two
key questions on the TLP Questionnaire,as used in both
the 4-City and the 3-City surveys, asked,“Do you believe
that African Americans in the United States are more
likely to be ‘taken advantage of’when they become sub-
jects in a medical research practice compared to
whites?”and “Do you believe that Hispanics in the Unit-
ed States are more likely to be ‘taken advantage of’
when they become subjects in a medical research prac-
tice compared to whites?” The parallel two questions
on the 3-City Cancer Screening Questionnaire asked,

“Do you believe that African Americans (or Hispanics)
in the United States are less likely to get a ‘thorough and
careful examination’ when they take part in a cancer
screening compared to whites?” While the possible
responses to each of these questions during question-
naire administration ranged across a 5-point Likert scale
(always, most of the time, some of the time, rarely, and
never), final analyses used dichotomized responses
(always/most of the time vs the other three responses)
that had been determined a priori.

The telephone interviewers, regardless of whether
they were from the UAB Survey Research Unit (for the 4-
City TLP Study) or from ORC Macro Inc (for the 3-City
TLP and CSQ Studies), read the same question in the
same manner, at the approximate midway point of the
questionnaire interview. Moreover,the interviewers in all
three surveys read the same choice of possible responses
to the respondents: “always,”“most of the time,”“some of
the time,”“rarely,” and “never” (as well as “don’t know”).
For purposes of analyses, when dichotomization of the
answers were used,“always” and “most of the time” were
categorized together and compared with the remaining
three valid answer choices (“some of the time,”“rarely,”
and “never”).

Response Rate Calculations and Statistical Analyses
The reported response rates are the Council of Ameri-
ca Survey Research Organization (CASRO) rates (ie, the
percentage of completions of residential households
dialed). The reported cooperation rates are the per-

4-City TLP Study (1999–2000) 3-City TLP Study (2003) 3-City CSQ Study (2003)
Blacks Whites Hispanics Blacks Whites Hispanics Blacks Whites Hispanics

(n = 353) (n = 623) (n = 157) (n = 356) (n = 493) (n = 313) (n = 355) (n = 482) (n = 311)

Mean age 49.1 53.8 41.5 47.2 48.4 44.3 45.1 47.5 44.0
± SD ± 16.5 ± 17.0 ± 16.1 ± 15.5 ± 17.1 ± 15.8 ± 16.5 ± 17.0 ± 15.9

Female 47.9% 51.7% 60.5% 67.4% 63.3% 68.4% 72.4% 56.8% 69.5%

Education level
Less than high school graduate 21.6% 11.8% 14.0% 18.1% 11.8% 21.9% 19.9% 10.6% 19.8%
High school graduate 60.5% 51.3% 61.0% 54.0% 42.2% 41.2% 59.1% 44.0% 43.3%
College graduate or greater 17.9% 36.9% 25.0% 28.0% 45.9% 37.0% 21.0% 45.4% 36.9%

Income level
< $20,000 42.8% 21.3% 41.7% 33.5% 20.8% 42.3% 41.5% 19.6% 39.2% 
$20,000–$74,999 52.1% 58.4% 52.5% 57.8% 56.5% 40.7% 49.5% 59.7% 49.8%     
≥ $75,000 5.1% 20.3% 5.8% 8.7% 23.7% 8.0% 9.0% 20.6% 11.0%  

Statistically Significant
Contrasts* (P < .05)
Within Each Study: 
Blacks vs whites Age, education, income Education, income Age, sex, education, income
Blacks vs Hispanics Age, sex Age, education Education
Hispanics vs whites Age, sex, education, income Age, education, income Age, sex, education, income

*Using t tests for parametric data (age) and chi-square tests for nonparametric data (sex, education level, and income level) with adjustment for 
multiple comparisons using the Tukey post hoc test criterion.

Total percentages do not equal 100% in all columns due to rounding off of figures.

Table 1. — Distribution of the 3,443 Subjects by Age, Sex, Education, and Income Within Ethnic Groups for the 4-City Tuskegee Legacy Project
(TLP) Study, the 3-City Tuskegee Legacy Project (TLP) Study, and the 3-City Cancer Screening Questionnaire (CSQ) Study
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centage of completed interviews once contact was
made with the targeted household subject. These two
rates are the universal standard methods of reporting
the response and cooperation rates for RDD surveys.55

The frequency distribution of all selected variables
was examined first. Recoding of categories followed to
assure that the frequency distribution was appropriate
for the planned statistical analysis. Then,bivariate logistic
regression analysis was conducted to examine the rela-
tionship between each independent variable and the
dependent variable. Finally, the multivariate logistic
regression was conducted with race as the independent
variable, adjusting for age, sex, education level, income
level, and city. All analyses were conducted using either
SPSS v14.0 (SPSS Inc, Chicago Illinois) or SAS v9.0 (SAS
Institute Inc,Cary,North Carolina) data analysis software.

Results
Demographic Findings
Of the 3,443 respondents in the three surveys in these
seven US cities, 30.9% were black, 22.7% were Hispan-
ic, and 46.4% were non-Hispanic white. The 4-City TLP
Study, conducted in 1999–2000, included 1,133 respon-
dents with response rates of 70%, 65%, 50%, and 49%
across the four cities of Birmingham and Tuskegee in
Alabama, San Antonio in Texas, and Hartford in Con-
necticut, respectively. The 3-City TLP Study conducted
in 2003 had 1,162 respondents, with response rates of

52% for San Juan, Puerto Rico, 51% for Baltimore, Mary-
land, and 44% for New York, New York. The 3-City CSQ
Study, with 1,148 respondents, had response rates for
these same three cities of 58%, 51%, and 45%, respec-
tively. The Hispanic sample in the 4-City TLP Study was
a mix of 75% Mexican Americans and 25% Puerto Rican
Americans, while in the two 3-City Studies, the Hispan-
ic sample was all of Puerto Rican descent. The cooper-
ation rate (ie, number of completed interviews and
number of initiated interviews) for the 4-City TLP Study
was over 90% and the cooperation rate for each of the
two 3-City Studies was over 82%. Table 1 shows the
age, sex, education, and income distribution of the
3,443 subjects by race for each of the three studies.

Survey Findings
Fig 1 shows the unadjusted percentage of black, His-
panic, and white respondents in each of the three sur-
veys who answered “always”or “most of the time”to the
question, “Are African Americans more likely to be
‘taken advantage of’ when participating in biomedical
research [or ‘less likely to get a thorough examination’
for cancer screenings] than whites?” When asked about
being “taken advantage of” when participating in bio-
medical studies, blacks in the 4-City TLP Study were 8.2
times as likely as whites to say that blacks would
“always” or “most of the time” be taken advantage of
and 4.3 times as likely in the 3-City TLP Study,while His-
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Fig 1. — “Always” and “most of the time” responses to question whether blacks in the United States are more likely to be “taken advantage of” in research
studies or “less likely to get a thorough examination” in a cancer screening, compared with whites, based on unadjusted data from three separate studies.
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panics were 5.0 and 3.4 as likely as whites to say that
African Americans would be taken advantage of
“always” or “most of the time,” respectively, in the two
surveys. When asked about having a cancer screening,
blacks and Hispanics were equally likely to state that
African Americans would have a less thorough exami-
nation “always” or “most of the time” compared with
whites (2.9 and 3.0 times as likely, respectively).

Fig 2 shows the unadjusted percentage of black,
Hispanic, and white respondents who answered
“always” or “most of the time” to the question,“Are His-
panics more likely to be ‘taken advantage of’ when par-
ticipating in biomedical research participation [or ‘less
likely to get a thorough examination’ for cancer screen-
ings] than whites?” in each of the three surveys.
Regarding being “taken advantage of” when participat-
ing in biomedical studies, both blacks and Hispanics
were more likely than whites to say that Hispanics
would “always” or “most of the time” be “taken advan-
tage of” (9.4 and 6.8 times as likely in the 4-City TLP
Study and 3.5 and 3.8 times as likely in the 3-City TLP
Study, respectively). Regarding having a cancer screen-
ing, blacks and Hispanics were equally as likely to say
that Hispanics would have a less thorough examination
“always” or “most of the time” compared with whites
(3.4 and 3.6 times as likely, respectively).

Multivariate analysis results for the racial/ethnic
contrasts for two perceived risks questions for each of

the three surveys are shown in Table 2. Overall, chi-
square analyses, adjusted for age, sex, education level,
income level, and city, revealed that blacks, Hispanics,
and whites in a 3-way comparison had statistically sig-
nificant different response patterns of answering
“always”or “most of the time”(P < .0001) for both ques-
tions. Table 2 shows the odds ratios (ORs) and 95% con-
fidence intervals (CIs) for each specific question for the
two-way racial/ethnic contrasts in each of the three sur-
veys, calculated using adjusted logistic regression analy-
ses. When minorities are compared with whites, the
ORs range from 3.6 to 14.2 with accompanying CIs that
always exclude the value of 1.0, ie, they are all statisti-
cally significant. Conversely, when blacks are com-
pared with Hispanics, the ORs range from 0.6 to 1.7
with accompanying CIs that never exclude unity, ie,
none of them are statistically significant.

The statistically significant findings from Table 2
are presented graphically in Fig 3 (all ORs were statisti-
cally significant except those for the two-way compar-
isons between blacks and Hispanics). Fig 3 shows the
consistency of the OR findings that blacks and Hispan-
ics each believe that minorities, compared with whites,
are much more likely to be “taken advantage of” in bio-
medical studies and much less likely to get a “thorough
and careful examination” in a cancer screening across
the two key questions (Q31 and Q32) within each of
the three studies.
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Fig 2. — “Always” and “most of the time” responses to question whether Hispanics in the United States are more likely to be “taken advantage of” in research
studies or “less likely to get a thorough examination” in a cancer screening, compared with whites, based on unadjusted data from three separate studies.
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Discussion
These data show overall similarities in both the direc-
tion and magnitude of the differences in “perceived
risk” for both the blacks and Hispanics, compared with
the perception of whites, as related to participation in

both biomedical studies and cancer screenings. In addi-
tion, within the studies that focused on perceived risks
of participating in biomedical research (ie, the 1999–
2000 4-City TLP Study and the 3-City TLP Study 2003),
the difference in perceived risks between each minori-

Q31:  Are blacks more likely to be Are blacks less likely to get 
“taken advantage of” than whites … a thorough examination than whites …

… when becoming subjects in a biomedical study? … when participating in a cancer screening?

Racial/Ethnic 4-City TLP Study (1999–2000) 3-City TLP Study (2003) 3-City CSQ Study (2003)
Contrasts OR (95% CI) OR (95% CI) OR (95% CI)

Blacks vs Whitesa 14.2 (8.9–22.6) 5.6 (2.9–10.9) 4.1 (2.1–8.1)
Hispanics vs Whitesa 7.3 (3.2–16.6) 3.9 (1.5–10.5) 3.6 (1.7–7.9)
Blacks vs Hispanicsb 1.7 (0.8–3.4) 1.2 (0.6–2.6) 1.1 (0.5–2.4)

Q32:  Are Hispanics more likely to be Are Hispanics less likely to get 
“taken advantage of” than whites … a thorough examination than whites …

… when becoming subjects in a biomedical study? … when participating in a cancer screening?

Racial/Ethnic 4-City TLP Study (1999–2000) 3-City TLP Study (2003) 3-City CSQ Study (2003)
Contrasts OR (95% CI) OR (95% CI) OR (95% CI)

Blacks vs Whitesa 12.1 (7.2–20.4) 3.9 (2.0–7.7) 3.8 (1.9–7.5)
Hispanics vs Whitesa 7.4 (3.1–17.3) 5.5 (2.2–14.1) 4.5 (2.1–9.4)
Blacks vs Hispanicsb 1.2 (0.6–2.4) 0.6 (0.3–1.2) 1.0 (0.5–2.1)

* adjusted for age, sex, education, income, and city
a referent group:  Whites
b referent group:  Hispanics
All statistically significant findings are in bold type.
The adjusted 3-way analyses by race/ethnic group for both questions (Q31 and Q32) were statistically significant (χ2, P < .0001).

Table 2. —  Summary of Adjusted* Logistic Regression Analysis of Q31-32 for the 4-City Tuskegee Legacy Project (TLP) Study (1999–2000), 
the 3-City TLP Study (2003) and the 3-City Cancer Screening Questionnaire (CSQ) Study (2003)
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Fig 3. — Statistically significant odds ratios (ORs) for two-way racial/ethnic contrasts for the perceived risks when participating in biomedical research
studies and cancer screenings in three separate studies, adjusted for age, sex, education, income, and city.
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ty group vs whites was markedly and consistently high-
er in the earlier study. This observed 2.5-fold lowering
in the odds of perceived risks for participating as
research subjects for blacks vs whites in the 1999–2000
4-City TLP Study (OR = 14.2) compared with the 2003
3-City TLP Study (OR = 5.6) might be due to the tem-
poral proximity of that 1999–2000 4-City TLP Study to
the well-publicized Presidential Apology for the United
States Public Health Service Tuskegee Syphilis Study as
made by President Clinton in 1997.34 Alternatively, this
observation might be due to regional differences in the
two study samples, as two-thirds of the blacks in the 4-
City TLP Study came from US cities in the deep South
(ie, Alabama) whereas the southernmost city in the 3-
City TLP Study was Baltimore, in the Middle Atlantic
state of Maryland,or might reflect the influence of both
of these factors.

This dichotomous minority vs white viewpoint of
“perceived risks” regarding these two types of events
was most exaggerated in the comparison on research
subject participation between the earlier 4-City TLP
Study (1999–2000) and the later 3-City TLP Study (2003).
Even putting that largest discrepancy aside, the data
from the two 2003 studies show that blacks and Hispan-
ics perceive themselves as a group to be a greater risk
than whites when they participate as research subjects
(ie, 4-fold or greater odds of “being taken advantage of”
always or most of the time). Interestingly, this viewpoint
is also held regarding participation in cancer screenings
(and at the same magnitude of perceived risk, ie, about a
4-fold greater odds for blacks and Hispanics).

These data, specific to perceived risks associated
with either participation in cancer screenings or bio-
medical research, appear to echo the well-known and
broader society issue of differing perceptions by blacks
and whites on life in the United States.16-18,34 The per-
ception of risks of life in the United States appears to
be highly dependent on whether one is viewing US life
through the prism provided by the perceptions of the
black or Hispanic community or the prism provided by
perceptions of the white community. One of the most
recent well-publicized examples of the existence of
these two prisms by which life in the United States is
perceived was provided by the worldwide coverage of
the O.J. Simpson murder trial. Following the verdict of
“not guilty,” the Gallup Poll of October 5–7, 1995,
reported that the majority (78%) of the black commu-
nity agreed with the “not guilty” decision, while a
minority (42%) of the white community agreed with
that verdict.56 This vast divergence in the expressed
opinion of the black community and the white com-
munity of the United States as to the correctness of that
verdict speaks directly to the widespread use of one or
the other of these two prisms of life in the United
States. The data from these three surveys reported here
on perceived risks associated with participating in can-

cer screenings and biomedical studies demonstrate
how deeply these two prisms reflect into other — if
not all — aspects of views on life in the United States.

Conclusions
While volunteering to be a subject in a research study
inherently and overtly carries clear “risks of participa-
tion” for any subject, it is more surprising that this con-
cept of “being taken advantage of”carries over so equal-
ly into the arena of standard health care procedures,
such as routine cancer screening examinations. The
fact that blacks and Hispanics perceive equally high lev-
els of risk for participating in cancer screening exami-
nations as they do for volunteering to become research
subjects in biomedical studies provides a strong mes-
sage to health care providers, organizations, and sys-
tems about the need to overtly address this critical
health disparities issue. Given that most cancer inci-
dence rates disproportionately affect minorities in the
United States and that most cancer mortality rates also
disproportionately burden minorities, there is a clear
need for all service components of the US health care
system to focus on improving their cancer screening
actions and cancer screening messages to the minority
communities that they serve.
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Background: Medical students and preceptors commonly dis-
agree on methods of clinical instruction in ambulatory care, al-
though the extent of the problem is not documented. Purpose: The
purpose is to identify disagreement and concordance between stu-
dents and preceptors for teaching behaviors in ambulatory care.
Methods: We surveyed students and preceptors at 4 U.S. schools.
Respondents rated 58 behaviors on two scales. Disagreement was
recognized when the percentage of students and preceptors who
recommended a behavior and rated it important differed by over
15% ( p < .01). Results: Disagreement was identified for 8 behav-
iors (14%). Six were valued less by students, including “watch the
student perform critical tasks in history taking and other commu-
nication” (59% compared with 82%). Two behaviors were valued
more by students, including “delegate responsibility to the student
for the wrap up discussion with the patient” (82% compared with
61%). Conclusions: Students and preceptors disagree regarding
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the value of a minority of teaching behaviors. Because some are
potentially important, however, early negotiation regarding their
use may enhance teaching effectiveness and mutual satisfaction
with learning.

In the past 15 years, medical schools throughout the United
States have instituted clerkships in ambulatory care internal
medicine and other office-based specialties.1–3 Designed to en-
sure that students acquire fundamental skills needed for fur-
ther specialty training, these clerkships involve a complex in-
teraction between student and teacher that is often described
as an apprenticeship.4 The student is acquiring the skills of
a physician by doing the work of patient care. The teacher
strives to support the student’s autonomy while helping him
or her grow in skill, knowledge, and professional attitude.
All of this occurs in the context of a patient who needs per-
sonal, high-quality care for which the teacher is ultimately
responsible.

Realizing that the success of this apprenticeship is highly
dependent on the teaching skill of the teacher, medical
schools have invested considerably in local and regional
faculty development.5–9 These efforts have disseminated
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models of learner-centered education that emphasize person-
alized instruction and experiences that account for individual
learning needs.

Recommended strategies for learner-centered education in
ambulatory care settings emphasize greater flexibility in teach-
ing content than in teaching technique. For content, preceptors
are advised to identify each student’s personal learning goals and
capabilities so that experiences can be customized to catalyze
continued growth. For teaching technique, a relatively limited
range of behaviors is typically prescribed and less emphasis is
placed on discussion between student and teacher that might
lead to adjustment or customization of instruction. The poten-
tial value of improved communication is apparent when students
and teachers disagree on the appropriateness or effectiveness of
specific teaching behaviors. Disagreements may include stu-
dent objection to the use of widely recommended behaviors
or nonuse of others. Clerkship directors commonly learn about
these disagreements when students express dissatisfaction with
teaching encounters.

Our study was designed to estimate the frequency of dis-
agreement between students and preceptors for the average
value of teaching behaviors available for use in ambulatory
care internal medicine. Our hypothesis was that disagree-
ment would be common. Recognition and management of dis-
agreement might provide a basis for enhancing the learner-
centered approach to clinical teaching and improving ambu-
latory care education. A secondary aim of this study was to
identify teaching behaviors that are valued by both students and
preceptors.

METHODS

Identification of Teaching Behaviors
We used focus group and survey strategies to identify a com-

prehensive list of teaching behaviors valued by 3rd-year medical
students or faculty preceptors participating in ambulatory care
clerkships in internal medicine. Behaviors valued by students
were identified during research we conducted from 1996 to 1998
at three New England schools.10 This research yielded 94 be-
haviors, of which 51 met the prespecified criterion for “valued”
(i.e., they were recommended and rated important by ≥75% of
students). The criterion was developed by consensus among the
investigators.

To identify teaching behaviors valued by preceptors, we con-
ducted seven focus groups at three schools (University of Mas-
sachusetts, Yale, Boston University) from 1997 to 2000. Par-
ticipants were selected by the local investigator based on their
teaching experience and their effectiveness as clinical teachers.
The seven focus groups ranged in size from 2 to 5 precep-
tors and were conducted according to customary methods.11

Twenty-two preceptors participated. New groups were assem-
bled until no new teaching behaviors were forthcoming. All dis-
cussions were tape-recorded and transcribed. Transcripts from
focus groups and minutes from evaluation sessions were read by

all five investigators who agreed on a final list of specific behav-
iors. Of these, 21 had not emerged from the previous research
on students.

Ascertainment of Student and Preceptor Preferences
for the Behaviors

To ascertain and compare student and preceptor preferences
for the teaching behaviors, we created a survey for which re-
spondents rated 58 teaching behaviors according to two scales.
The behaviors included 37 selected from the original research
on students’ preferences10 and all 21 behaviors from the precep-
tor focus groups, which had not been identified in the student
survey. We selected only 37 behaviors from the original re-
search to limit the length of the new survey. Selection criteria
were nonredundancy, specificity, and a mix of valued and not-
valued behaviors. For the first scale, respondents were asked,
“Do you recommend preceptors use the behavior?” Five re-
sponse options were yes, strongly; yes, somewhat; not sure; no,
somewhat; and no, strongly. For the second scale, respondents
were asked, “How important is the behavior to your learning?”
Five response options were extremely important, very impor-
tant, somewhat important, not very important, and not at all
important.

The population for the survey comprised 50 students and 50
general medicine preceptors at each of the four participating
schools. Investigators at each institution invited all students in
the last week of consecutive ambulatory care internal medicine
clerkships to complete the survey. Only students who agreed
to participate were given a survey, but usually all students
agreed. Preceptors were recruited from a random sample at
each participating institution. A survey instrument was mailed
to each randomly identified preceptor. The sample included
39% (200/517) of all eligible students at the four institutions
and approximately 53% (200/374) of active general medicine
preceptors.

Analysis
For each of the 58 teaching behaviors, we calculated sep-

arately the proportions of students and preceptors that valued
a behavior. A behavior was defined as valued if it was rec-
ommended strongly or somewhat and rated extremely or very
important. We chose this method of analysis because it was the
method we used in our original research and permitted a direct
comparison with the earlier findings.10

According to criteria developed by consensus among the in-
vestigators before data analysis, disagreement was recognized
when the absolute difference between proportions of students
and preceptors that valued a behavior exceeded 15% at a sig-
nificance level of p < .01 (using chi-square test of differences
in proportions). A behavior was classified as valued by stu-
dents or preceptors if it was valued by 75% or more of group
respondents.
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TABLE 1
Selected features of students and preceptors

% of % of
Feature studentsa preceptorsb p

Age (M years ± SD) 27 ± 3 45 ± 8 < .001
Female Sex 54 37 .003
Practice Typec

Solo 9 8 .04
Group 29 36
Hospital 43 32
Community Health Center 10 20
Staff Model HMO 6 2
Other 3 2

Ethnicity
White 68 82 .06
Black 5 1
Hispanic 5 1
Asian 19 12
Other 3 1

Faculty Appointment
Part-Time n/a 44
Full-Time n/a 40
None n/a 16

Years Precepting (M) n/a 9 + 6
Faculty Development

Yes n/a 74
No n/a 26

Stipend for Teaching
Yes n/a 30
No n/a 70

Note: n/a = not applicable.
aN = 163. bN = 138. cFor students, practice type refers to the

main teaching site to which he or she was assigned. Practice type was
missing for one faculty member.

RESULTS

Study Population
Among 200 students who were invited to complete the

Q1

survey, 163 (82%) responded. Among 200 teachers, 138 (69%)
responded. Selected features of respondents are described in
Table 1. Compared with students, preceptors were older, more
likely to be male, and more likely to be white.

Behaviors Valued Differently by Students and Preceptors
Among the 58 rated behaviors, significant disagreement was

observed for 8 (14%) (Table 2). Six were more commonly valued
by preceptors compared with students, including watching stu-
dents perform critical tasks in history taking and other commu-
nications with patients, which was valued by 58.3% of students
compared with 84.7% of preceptors and associated with the
greatest discordance (absolute difference = 26.4%). The other

six behaviors more valued by preceptors involved etiquette that
may affect the learning environment (i.e., introduce the student
to patients using the student’s correct name), student–teacher
communication required to oversee the student’s experience
(i.e., periodically inquire about how the experience could be
adjusted to better suit the student’s needs, periodically ask the
student if his or her personal learning goals are being met), or-
chestrating the student–patient encounter (i.e., ask the student
to present the history and physical examination in front of the
patient), and clinical skills instruction related to efficiency (i.e.,
counsel the student on conducting a problem-focused patient
encounter).

Two behaviors were more valued by students compared
with preceptors (Table 2, Behaviors 2.7, 2.8); both involved
expanding student involvement in patient care (i.e., ask the stu-
dents to do minor procedures and delegate responsibility to
the student for the wrap-up discussion with the patient). A
third item (Table 4, Behavior 4.8) also involving expanding
responsibility and was valued more by students compared with
preceptors (i.e., delegate responsibility to the student for as-
certaining and interpreting test results) but the difference did
not quite reach the 15% criterion (valued by 82.5% of stu-
dents compared with 67.6% of preceptors, difference = 14.9,
p = .003).

Behaviors Valued by Both Students and Preceptors
Among the 58 behaviors examined, 32 were recommended

strongly or somewhat and rated extremely or very important
by 75% or more of both students and preceptors (Table 3). For
each of the 32, the difference in the percentage of students and
preceptors who valued them was small and did not reach our
criterion for disagreement (i.e., >15%).

Twelve behaviors were valued by over 90% of respondents
in both groups. Most (8) of these involved the two domains
of teaching clinical skills and feedback. From the domain of
teaching clinical skills, the most highly rated behavior involved
challenging the student to explain choices he or she makes re-
garding diagnostic strategies or therapeutics (Table 3, Behav-
ior 3.9), followed closely by guiding the student in devising
a plan of care and caring for the patient while avoiding re-
placing the student or just telling the student what to do (Ta-
ble 3, Behavior 3.10), assuring the student regularly interviews
and examines patients on his or her own (Table 3, Behavior
3.11), and asking for the student’s assessment and plan be-
fore giving one’s own formulation (Table 3, Behavior 3.12).
From the domain of feedback, three of four behaviors val-
ued by more than 90% of students and preceptors were very
similar and involved following honest criticism with provi-
sion of specific help toward improvement (Table 3, Behaviors
3.27–3.29).

The remaining behaviors valued by both students and precep-
tors involve most domains of clinical teaching except orientation
to the rotation (Table 3).
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TABLE 2
Eight teaching behaviors valued differently by students and preceptors, listed according the magnitude of the difference in the

percentage of students and preceptors who valued each

% Respondents Valuing the Behavior

No. Behavior Studentsa Preceptorsb Difference p

2.1 Regularly watch the student perform critical tasks in history taking and
other patient communications.c

58.3 84.7 –26.4 .000

2.2 Early in the rotation, counsel the student on conducting a
problem-focused patient encounter.c

67.3 89.1 −21.8 .000

2.3 Introduce the student to patients using the student’s correct name. 45.4 67.2 −21.8 .000
2.4 Periodically inquire about how the experience could be adjusted to better

suit the student’s needs.d
61.7 82.2 −20.5 .000

2.5 Periodically ask the student if his or her personal learning goals are being
met.c

64.2 84.4 −20.2 .000

2.6 For most patients, ask the student to present the history and physical
examination in front of the patient.e

12.5 27.8 −15.3 .001

2.7 Delegate responsibility to the student for the wrap-up discussion with the
patient (for explaining the diagnosis and treatment, etc.).d

78.9 59.3 19.6 .000

2.8 Ask the student to do minor procedures, such as injections, tuberculin
skin testing, and electrocardiogram interpretation.d

89.6 70.8 18.8 .000

aN = 163. bN = 138. cItem was identified only during faculty focus groups. d Identical or very similar items were identified as valued by
students in a previous survey.10 eIdentical or very similar to items that were identified as not valued by students in a previous survey.10

Behaviors Not Valued by Both Students and Preceptors
Among the 58 behaviors examined, 26 were valued by stu-

dents alone (n = 3), preceptors alone (n = 9), or neither (n =
14). These 26 included all 8 behaviors for which the proportion
of students and preceptors who valued the behavior differed by
more than 15% (Table 2) and 18 for which the difference was
smaller (Table 4). The least valued behavior was questioning
students about medical knowledge in front of patients (Table 4,
Behavior 4.16).

DISCUSSION
Our findings identify a large number of specific teaching be-

haviors valued by both students and preceptors, and a smaller
but significant number of behaviors about which they disagree.
Among the eight behaviors for which we observed disagree-
ment, six were more highly valued by preceptors and involved
techniques to enhance student efficiency or monitor student
progress. Two were more highly valued by students compared
with preceptors and involved giving students broader respon-
sibilities in patient care, including minor procedures and visit
closures.

As in our previous work,10 students expressed a distinct lack
of enthusiasm for presentations in the examination room (Table
2, Behavior 2.6). Although our data do not provide a direct
explanation for this aversion, students apparently do not like
being questioned about their medical knowledge in front of

patients (Table 4, Behavior 4.16). Other investigators have found
that students prefer to present outside the examination room
because they believe there may be more time for teaching and
questions, they are uncomfortable presenting in the room, they
believe patients are uncomfortable, or they dislike editing their
discourse for patients.12

To our knowledge only one other study has examined the
phenomenon of disagreement for specific teaching behaviors
between groups of learners and teachers in clinical medicine.13

Investigators at the Mayo Clinic in Scottsdale, Arizona, asked
179 residents and 117 faculty members in eight U.S. family
medicine residency programs to review a list of 15 teaching
attributes before indicating the three most and least important.
Disagreement was recognized when the pvalue was less than
.05 for the difference in proportion of residents and faculty
members who ranked a behavior among the “top three.” Among
the four behaviors (27%) meeting the criteria for disagreement,
residents were more likely to value a preceptor who supported
their autonomy and less likely to value role modeling.

How preceptors handle disagreement may affect student sat-
isfaction with ambulatory education and their mastery of am-
bulatory care skills. Based on our findings, preceptors should
anticipate that students will object to some behaviors and wel-
come others. Advance discussion about all potential behaviors
and expectations may foster a more collaborative learning en-
vironment. For example, a preceptor who stays in the examina-
tion room to watch a student communicate with the patient may
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TABLE 3
Thirty-two teaching behaviors valued by both students and preceptors, ranked within domains according to student responses

% Respondents Valuing the Behavior

No. Behavior Studentsa Preceptorsb Absolute Difference p

Domain: Orientation to the Rotation
None

Domain: Creating a Favorable Learning Environment
3.1 Encourage students to ask questions throughout the rotation.c 93.9 97.8 −3.9 .095
3.2 Encourage questions and respond to them tactfully.c 92.6 98.5 −5.9 .016
3.3 Initiate teaching discussions.c 91.4 86.9 4.5 .204

Domain: Overseeing the Student’s Experience
3.4 Ask the student if there are aspects of the physical examination he

or she wants to work on and then provide help.d
92.0 88.9 3.1 .365

3.5 Look out for learning opportunities for the student. For example, if
a patient needs a procedure, have the student do it.c

90.8 84.3 6.5 .089

3.6 Enable the student to see a mix of acute visit patients and
non-acute visit patients.c

88.3 84.3 4.0 .323

3.7 Early in the rotation, ask the student to identify skills he or she
wants to develop.c

79.8 75.7 4.1 .404

Domain: Orchestrating the Student–Patient Interaction
3.8 If the student presents the history and physical in front of the

patient, provide the student an opportunity to also talk to the
preceptor away from the patient.e

78.5 84.3 −5.8 .203

Domain: Teaching Clinical Skills
3.9 Challenge the student to explain choices he or she makes

regarding diagnostic strategies or therapeutics.
97.5 99.3 −1.8 .246

3.10 Guide the student in devising a plan of care and caring for the
patient; avoid replacing the student or just telling the student
what to do.c

96.9 94.9 2.0 .369

3.11 Assure the student regularly interviews and examines patients on
his or her own.c

96.3 95.6 0.7 .758

3.12 Ask for the student’s assessment and plan before giving your own
formulation.c

95.1 100.0 −4.9 .009

3.13 Seek out the student to demonstrate physical findings on patients
not seen by the student.c

92.6 83.8 8.8 .018

3.14 Ask questions to lead the student to his or her own diagnosis or
treatment.c

92.6 91.2 1.4 .655

3.15 Regularly teach physical examination techniques.c 88.9 89.7 −0.8 .821
3.16 Watch the student do focused components of the physical

examination (e.g., knee examination) to determine his or her
skill level and learning needs.c

88.3 94.2 −5.9 .079

3.17 Create opportunities for the student to educate patients.d 85.9 78.7 7.2 .101
3.18 Help students identify uncertainty and formulate questions relating

to patients.d
83.4 91.9 −8.5 .030

3.19 Create opportunities for the student to watch you manage difficult
patient encounters.d

83.3 85.3 −2.0 .644

3.20 Create opportunities for the student to watch you communicate with
patients.d

81.5 92.6 −11.1 .005

3.21 Give student time to organize his/her thoughts before they present
their findings.d

78.5 77.4 1.1 .810

(Continued on next page)
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TABLE 3
Thirty-two teaching behaviors valued by both students and preceptors, ranked within domains according to student responses

(Continued)

% Respondents Valuing the Behavior

No. Behavior Studentsa Preceptorsb Absolute Difference p

Domain: Teaching Knowledge
3.22 When a student incorrectly answers a question, don’t leave the

discussion there, but direct the student to the correct answer.c
95.1 94.8 0.3 .902

3.23 Take time during or immediately after each patient visit to ask if the
student has questions or to make a teaching point.c

88.3 91.0 −2.7 .438

3.24 Use questions to help students improve their understanding of
particular issues.c

87.7 94.0 −6.3 .064

3.25 Ask questions to probe the student’s knowledge.c 76.1 89.0 −12.9 .004
Domain: Feedback

3.26 Give the student an honest assessment of whether he or she falls
short of any performance goal.d

95.7 93.4 2.3 .374

3.27 In feedback, do not stop at global criticisms. Be specific & directive,
citing alternative ways of doing the pertinent skill.d

94.5 97.8 −3.3 .149

3.28 After telling the student of a skill, knowledge area, or attitude he or
she needs to improve, help the student to improve.d

93.9 94.9 −1.0 .713

3.29 Follow negative criticism with action to help the student improve his
or her performance.d

93.3 97.8 −4.5 .064

3.30 When students do something well, tell them they did it well.d 89.6 97.1 −7.5 .012
3.31 Give feedback during or after individual patient visits, not just during

special sessions outside clinic hours.d
84.6 90.4 −5.8 .130

3.32 If a student does something wrong, tell him or her how to do it right. 88.3 95.6 −7.3 .023
On the next occasion when the student does it correctly, complement

him or her.d

aN = 163. bN = 138. cIdentical or very similar items were identified as valued by students in a previous survey.10 d Item was identified only
during faculty focus groups. eIdentical or very similar to items that were identified as not valued by students in a previous survey.10

disappoint the student if he or she views it as interference. With
discussion beforehand, the student may understand that obser-
vation is a necessary basis for feedback and accept or even
appreciate this occasional behavior.

In addition to discordant behaviors, our study identified a
large number of specific behaviors (N = 32) that were valued
by both medical students and their preceptors. Eight of the com-
monly valued behaviors were identified exclusively from focus
groups of faculty preceptors. These 8 may not have been identi-
fied in student groups because of deficiencies in how the groups
were conducted (e.g., not enough of them or inadequate meth-
ods), because students had not encountered them, or because stu-
dents did not notice them. We believe the latter two explanations
are more likely because student groups were conducted until no
new behaviors emerged. Most of the 8 behaviors, furthermore,
involve role modeling and educational design that students may
not recognize as distinct teaching behaviors. The distinct con-
tribution from preceptor focus groups indicates the importance
of seeking input from both learners and teachers for research on
practical aspects of education in ambulatory care locations.

Since 2000 when our earlier survey was published, two ad-
ditional reports have examined medical students’ perceptions
of effective teaching behaviors.14,15 Investigators at the Uni-
versity of Pittsburgh asked students to rate preceptors on 14
teaching behaviors. Multivariate analysis was used to iden-
tify 7 behaviors that were independently related to a rating
of overall teaching effectiveness.15 These 7 included behav-
iors (e.g., “preceptor treated student with trust and respect,”
“ethical medicine was practiced”) that are broadly defined and
difficult to compare to the more specifically defined behaviors
that were the focus of our research. However, our findings com-
plement one of the 7 broadly defined behaviors, helping the
student learn clinical skills, by identifying specific teaching be-
haviors that preceptors could employ to succeed within this
broader area (Table 3, Behaviors 3.9–3.21). Investigators at the
Medical College of Wisconsin asked students to answer ques-
tions regarding individual patient encounters during an internal
medicine clerkship.14 In multiple logistic regression analysis,
two teaching behaviors were related to higher overall rating
of the teaching encounter: receiving high-quality feedback and
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TABLE 4
Eighteen teaching behaviors not valued by both students and preceptors, ranked within domains according to student responses

% Respondents Valuing the Behavior

No. Behavior Studentsa Preceptorsb Absolute Difference p

Domain: Orientation to the Rotation
4.1 Orient the student to the medical record.c 66.3 72.8 −6.5 .223
4.2 Introduce the student to everyone who works in the

practice.c
58.9 55.9 3.0 .600

4.3 Early in the rotation, ask the student what experiences he
or she hopes to have.c

58.0 69.9 −11.9 .035

Domain: Creating a Favorable Learning Environment
None

Domain: Overseeing the Student’s Experience
4.4 Create in advance a daily list of patients who will be seen

by the student—do not just select patients from your
list.d

18.4 17.4 1.0 .827

Domain: Orchestrating the Student–Patient Interaction
4.5 Hold preliminary discussions about diagnosis & treatment

away from the patient.e
66.9 64.0 2.9 .599

4.6 Obtain consent from the patient for the student’s
participation.c

45.7 55.3 −9.6 .101

4.7 Before each patient encounter, give the student a specific
time limit for completing the history and physical
examination.c

29.0 43.0 −14.0 .012

Domain: Teaching Clinical Skills
4.8 Delegate responsibility to the student for ascertaining and

interpreting test results.e
82.5 67.6 14.9 .003

4.9 Leave the student alone with the patient until he or she has
completed his or her evaluation.d

74.1 74.2 −0.1 .974

4.10 Facilitate the student’s sense of being the caregiver.e 74.1 83.0 −8.9 .065
4.11 Have the student observe you caring for patients so that

you can role model what you want them to do in your
practice.c

69.8 84.7 −14.9 .002

4.12 Delegate responsibility to the student for telephone calls
to patients (i.e., to check on treatment outcome or
convey test results).d

48.1 43.3 4.8 .407

Domain: Teaching Knowledge
4.13 Put students in the teaching role. Give them assignments

to educate both of you.c
73.0 80.7 −7.7 .117

4.14 Choose reading assignments that are relevant: that
influence patient care or educate other caregivers.e

72.2 83.0 −10.8 .028

4.15 Reserve time outside the clinic sessions to discuss patients
with the student.c

60.2 66.4 −6.2 .274

4.16 Question students about their medical knowledge in front
of patients.c

7.4 4.4 3.0 .286

Domain: Feedback
4.17 Set a regular time to meet with the student to review

patients and give feedback.d
74.1 73.0 1.1 .833

4.18 Watch the student do the visit/consultation closure.c 68.9 80.1 −11.2 .028

Note: Omitted from this table are the eight behaviors valued differently by student and preceptors which are listed in Table 2.
aN = 163. bN = 138. cItem was identified only during faculty focus groups. d Identical or very similar to items that were identified as not

valued by students in a previous survey.10 eIdentical or very similar items were identified as valued by students in a previous survey.10
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being asked to propose a plan. Both were also identified in our
research.

Our research measured the value that students and precep-
tors assign to specific teaching behaviors; measurement of the
actual effectiveness of the behaviors would require a different
methodology. Other limitations of our research include its ge-
ographic focus in selected schools of the northeastern United
States. We cannot be certain that our findings apply to schools
in other regions, although this seems likely. Our survey did not
include all possible specific teaching behaviors; we wanted to
keep it short, left out some behaviors from our prior survey, and
did not include input from professional educators. It is possi-
ble, therefore, that discordance or agreement may exist for other
teaching behaviors used in ambulatory care environments. Fi-
nally, calculation of disagreement for the average value students
and preceptors place on teaching behaviors may underestimate
the burden of disagreement between individuals.

During ambulatory care clerkships students acquire profes-
sional competency under the supervision of preceptors who pro-
vide access to patients, graduated responsibility, and clinical
instruction. The matrix for this experience is effective commu-
nication and collaboration between student and preceptor. The
findings from this research indicate that this communication
and collaboration should now involve matters of educational
format and teaching behavior. The findings also describe a core
set of teaching behaviors that should probably be part of every
preceptor’s routine.
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Abstract

Introduction
We developed a brief measure of the impact of oral con-

ditions on individual functioning and well-being, known as 
oral quality of life.

Methods
Among older male veterans (N = 827) and community 

dental patients (N = 113), we administered surveys con-
sisting of extant oral quality of life items, using clinical 
dental data from the veteran samples. We assigned each 
oral quality of life item to a theoretical dimension, con-
ducted an iterative series of multitrait scaling analyses 
to examine the item-fit with the dimensions, reduced the 
number of items, and examined the psychometric charac-
teristics of new scales and their association with clinical 
indices.

Results
We developed two brief oral quality of life scales, one 

consisting of 12 items and the other of 6, the latter a sub-
set of the former. Each demonstrated sound psychometric 
properties and was sensitive to clinical indices.

Conclusion
The two brief oral quality of life scales can be used to 

assess the population-based impact of oral conditions as 
well as outcomes of dental care.

Introduction
The individual and public health impact of dental dis-

ease is increasingly recognized (1). However, dentistry has 
traditionally used specific clinical indices (e.g., number of 
teeth, periodontal attachment loss) to assess the impact 
of dental conditions. The limitations of using such clinical 
assessments of oral health status to understand the impact 
of oral disease are now clear (2): oral conditions affect the 
full scope of health status, including patients’ function-
ing and well-being (e.g., oral quality of life [OQOL]) (3). 
Numerous patient-based measures of OQOL (4-8) have 
been developed, along with several clinician-based assess-
ments (9-11). These measures vary in length (and, thus, 
ease of use in large-scale population-based surveys), in 
their sensitivity to clinical indices (or changes therein), 
and in their theoretical anchoring. Few studies have 
simultaneously examined the performance of items from 
more than one instrument (12).

Our goal was to produce a brief measure of oral health-
related quality of life that was theoretically anchored 
and psychometrically and clinically valid, using best- 
performing items from existing instruments, to provide a 
public health tool for assessing the individual and popula-
tion impacts of oral health conditions.

Methods

Samples

We studied two groups of older male veterans from 
the Veterans Health Study and the Dental Longitudinal 
Study. The medical and oral health status of these men 
covered a broad range of conditions. We conducted a brief 
clinical oral exam (<15 minutes) and administered an oral 
health-related quality of life questionnaire to men in each 
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study. In addition, to test our new brief instrument, we col-
lected new questionnaire data on a sample of community 
dental patients at the time of a dental office visit.

 
1. The Veterans Health Study (VHS), begun in 1993, 

is a large-scale observational study (N = 2425) of veterans 
(mean age at the time of the study, 62 years), who are rep-
resentative of independent, community-dwelling veterans 
who use Department of Veterans Affairs (VA) ambulatory 
care; as such, they had a variety of chronic medical condi-
tions (13,14). A subset of 538 men completed the OQOL 
measures as part of an auxiliary study (15).

2. The Dental Longitudinal Study (DLS) is the 
dental component consisting of 1231 participants from 
the VA Normative Aging Study (NAS), a closed-panel 
longitudinal study of aging begun in 1968 among 2280  
community-dwelling male veterans (mean age at the 
time of the study, 67 years) (16,17). The DLS is focused 
on oral health in aging men (18). Most are veterans but 
are not VA patients and are generally representative of 
the adult male population in the greater Boston metro-
politan area, although they may be healthier, because all 
subjects were required to be medically healthy for entry 
into the NAS. DLS participants receive clinical dental 
exams triennially and were asked to complete an addi-
tional questionnaire concerning their oral quality of life; 
289 participated.

3. Community dental patients who were visiting 
one of 16 community dental offices for prophylaxis, end-
odontic care, or placement of a removable prosthesis were 
provided our OQOL survey; 113 patients, both male and 
female, participated.

Data collection from each sample was approved by the 
local institution’s institutional review board, and all par-
ticipants gave written informed consent.

Theoretical framework

Our work was guided by a broad conceptualization of 
health and quality of life widely used in the general and 
oral health-related quality of life literature, which includes 
five broad domains (19-22):

• Survival is equated to mortality or longevity of the tooth 
or orofacial structures.

• Impairments and disease (or illness) include symptoms 

and indications of discomfort or pain.
• Functional states include three domains: a) physical 

functioning (e.g., activity restrictions, difficulties eat-
ing, chewing, or speaking); b) social functioning (e.g., 
the ability to perform social roles such as speaking, 
smiling, eating in public, being able to meet work and 
family obligations); and c) psychological functioning 
(e.g., patient satisfaction with the aesthetics of their 
dentition; comfort with interpersonal relations; worry, 
concern, embarrassment about, or lack of confidence 
caused by problems with teeth or gums).

• Oral health perceptions include one’s global assessment 
of, and satisfaction with, oral health status and aesthet-
ics, including need for treatment.

• Finally, opportunity and resilience reflect disadvantages 
incurred as a result of oral health and the impact of the 
disadvantages on one’s ability to function in social and 
work roles and to have good nutrition through a satisfac-
tory ability to eat and chew.

We adapted this model to fit an oral/dental framework 
and then examined how well the adapted model fit our 
data on oral health and quality of life. We hypothesized 
a framework with four primary dimensions: 1) physical 
function, 2) psychosocial functioning (with three subdi-
mensions: role function, distress, and worry), 3) impair-
ment or disease, and 4) perceptions.

Measures

The survey that we administered to our two veteran 
study populations included three extant OQOL measures 
(the Geriatric Oral Health Assessment Instrument, the 
Oral Health-Related Quality of Life [OHQOL] measure, 
and the Oral Health Impact Profile) with a total of 64 
OQOL items, concurrent with a clinical oral exam. The 
community dental patient sample received a survey with 
an abbreviated selection of OQOL items but no clinical 
dental exam.

The Geriatric Oral Health Assessment Instrument 
(GOHAI) (5) comprises 12 items reflecting 3 domains of 
impact of oral disease: physical function, psychosocial 
function, and pain or discomfort.

The OHQOL measure is a brief global assessment of the 
impact of oral conditions on an individual’s functioning 
and well-being (4). The three OHQOL items assess the 
extent to which problems with teeth or gums influence an 
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individual’s daily activities, social interactions, or avoid-
ance of conversations.

Slade and Spencer (23) developed the Oral Health 
Impact Profile (OHIP), an empirically grounded 49-item 
instrument based on a conceptual framework of oral dis-
ease and its functional and psychosocial consequences. 
The OHIP contains seven subscales: 1) functional limita-
tion, 2) pain, 3) psychological discomfort, 4) physical dis-
ability, 5) psychological disability, 6) social disability, and 
7) disadvantage.

Clinician‑assessed oral health status

We collected clinical data in the VHS and DLS. To assess 
periodontal treatment need, we used the Community 
Periodontal Index of Treatment Need (CPITN) (24-26), 
which is based on measures taken from 10 teeth from the 
6 sextants of the mouth, yielding an index score (ordinal 
scale of 0–4). This index was developed by the World 
Health Organization as an efficient measure for use in 
epidemiologic studies of periodontal status and treatment 
needs. Coronal caries and restorations were scored as in 
protocols of the National Institute of Dental Research 
for its National Survey of Oral Health in Adults (27), 
whereas root caries measures used an index developed by 
Hayes and Katz (28). This latter methodology, which has 
been used in two large epidemiologic studies, is efficient 
because it requires assessment of root caries and restora-
tions on only eight tooth surfaces instead of every tooth in 
the mouth (29,30).

Procedure and data analysis

First, three of the authors (NK, JJ, AS) independently 
categorized each item from the three OQOL instruments 
into one of the theoretical domains described above. Any 
differences in domain assignments were resolved by con-
sensus. Next, using existing data from the two veteran 
samples (N = 827), we conducted a series of psychometric 
analyses and examined the fit of the items to the hypoth-
esized domains, using numerous iterations of multitrait 
scaling analysis (30,31), which is built on the logic of the 
multitrait-multimethod approach (32). Multitrait scaling 
analyses examine item-level characteristics (e.g., amount 
of missing data, frequency distribution, mean, standard 
deviation), the relationship of each item to other items 
in the scale that the item is hypothesized to measure, as 
well as the item’s relationship to other scales. This ana-

lytic method provides information about scale distribution 
characteristics (e.g., mean, standard deviation, range, 
percentage of respondents scoring at the floor and ceiling) 
as well as the reliability of the scale scores and correla-
tions among hypothesized scales. Compared with explor-
atory factor analysis, another commonly used approach 
to scale development, multitrait scaling analyses take a 
more confirmatory approach, evaluating the appropriate-
ness of a priori groupings of items, allowing the inves-
tigator to specify and analyze conceptually meaningful 
groups of items. Item internal consistency (the extent to 
which the item is related to the concept being measured) 
is considered acceptable if an item correlates 0.40 or more 
with its hypothesized scale, after correction for item-scale 
overlap (30).

Item discriminant validity (the extent to which the 
item measures what it is supposed to measure) is consid-
ered acceptable if the correlation between the item and 
its hypothesized scale is significantly higher than the 
item’s correlation with all other scales (32); we used the 
significance level of two standard errors (95% confidence 
interval) for this criterion. For internal consistency reli-
ability (the extent to which items within a scale share 
common variance), we considered a Cronbach α of .70 to 
be acceptable (33).

Multiple approaches may be used to produce short-form 
measures of health-related quality of life (15), including 
item impact studies, factor analytic approaches (described 
above), and stepwise regression analysis. We were unable 
to adopt an item impact approach because we did not 
have item impact data for two of the three measures we 
used, and our choice of the multitrait scaling analysis 
was largely driven by our desire to confirm and refine our 
hypothesized conceptual schema.

Results

On the basis of the initial multitrait scaling analyses, 
we identified three items (GOHAI3, GOHAI5, GOHAI8) 
that correlated poorly with all of the domains we originally 
hypothesized, so we eliminated these items. We created a 
separate denture subscale, recognizing that denture func-
tioning represents a conceptual dimension separate from 
that of natural teeth; this also further improved scaling 
properties. Results indicated that the psychosocial and 
opportunity items covered four dimensions: 1) distress, 
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2) self-consciousness and worry, 3) role function, and  
4) opportunity. Because most of the items in the latter con-
struct loaded more strongly on other scales and because of 
skepticism about the usefulness of opportunity as an oral 
health construct, we deleted these three items (OHIP29, 
OHIP45, OHIP47). Thus, we were left with three remain-
ing psychosocial constructs: distress, self-consciousness 
and worry, and role function. Additional analyses found 
that some items had poor loadings on the hypothesized 
dimensions. Accordingly, we moved the perception items 
(OHIP44, OHIP3, GOHAI7) from the perception dimen-
sion into the worry dimension of psychosocial items, where 
they had higher loadings.

We then examined the impairment items, using explor-
atory factor analysis, because of concerns about the  
multidimensionality of this domain. Indeed, we found four 
subdimensions: 1) mouth pain, 2) flavor, digestion, and 
breath, 3) tooth pain, and 4) denture discomfort. On the 
basis of these results, we retained all of these items but 
further altered our conceptual model to include five dimen-
sions: 1) physical function, 2) impairment and disease, and 
three dimensions of psychosocial function: 3) role function, 
4) distress, and 5) worry (Appendix 1).  

Using the remaining items, we standardized the item 
scores so that the mean of each variable was 50 and the 
standard deviation, 10. We scored the scales by taking 
the mean of all the items, after reversing the response 
categories where necessary so that higher scores indicated 
poorer oral quality of life. Thus, we created five scales to 
correspond with the above dimensions, a separate scale 
of the three denture-related items, and a summary scale 
comprising all items.

To develop a shorter version of the measure, we used 
data from the two veteran samples analyzed together to 
conduct forward stepwise regressions on each scale. This 
process allowed us to determine which items explained the 
most variance in each scale score. We selected items that 
explained either 80% of the variance or the first five items, 
whichever was greater. This resulted in five scales, each 
with five items. All of the scales had excellent internal 
consistency reliability, ranging from .78 (impairment) to 
.92 (distress), with the other scales also having excellent 
reliability (Table 1).

Next, we examined the correlations of each scale with 
clinical indices (Table 1). The strongest correlation observed 

was between physical function and number of teeth (r = 
−0.38). Coronal caries was moderately associated with 
worry (r = 0.23) and impairment (r = 0.18), whereas peri-
odontal status was moderately associated with physical 
function (r = 0.21) and worry (r = 0.21). Root caries had the 
smallest correlations overall with OQOL.

We also examined mean scores on each of the quality 
of life dimensions by scores on the CPITN and found that 
individuals with greater treatment need had significantly 
worse OQOL (Table 2).

We then examined the proportion of variance explained 
in each oral quality of life dimension among different sub-
groups based on number of teeth (not shown). The impair-
ment, physical function, worry, and role function scales 
explained the least variance among patients with no teeth 
and the most among patients having 1 to 10 teeth. The 
patterns observed for the distress scale were different: the 
most variance was explained among those with either no 
teeth or 1 to 10 teeth, with the least (but still 97% of the 
variance explained) among those with 11 to 24 teeth.

Next, we administered these five scales and the three 
denture-specific items to the sample of community dental 
patients. Using multitrait analysis, we sought to reduce 
the number of items further by eliminating items contrib-
uting least to each scale’s internal consistency reliability 
and retaining items that conceptually best represented the 
spirit of the subscale. We eliminated items whose deletion 
least affected the internal consistency reliability of the 
scales (Cronbach α), and at the same time, sought to retain 
the items that we considered, from a conceptual stand-
point, best represented the spirit of the subscale. We did 
this on two levels. First, we developed one 12-item mea-
sure (Appendix 2) that includes 3-item subscales for each 
of 3 scales in the psychosocial dimension (distress, worry, 
and role) and single items assessing dimensions entitled 
physical, denture, and pain (Cronbach α of the 12 items = 
.90). We also developed a second, briefer 6-item measure 
that includes single items assessing each dimension (dis-
tress, worry, role, physical, denture, pain) (Cronbach α for 
the scale = .80). 

We then took these two brief measures, refined on the 
community dental patient sample, and returned to our 
original data set of 827 veterans to examine the asso-
ciation of the two brief scales with clinical indices. Both 
summary scales were significantly correlated overall with 
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number of teeth (r = −0.35 and −0.23, for the 6- and 12-
item scales, respectively), coronal decay (r = 0.09 and 0.14), 
periodontal status (r = 0.19 and 0.20), and root caries (r = 
0.14 and 0.12) (Table 3). Most items were significantly cor-
related with number of teeth, coronal decay, and periodon-
tal status, but fewer were significantly correlated with 
root caries. Most items were associated with periodontal 
treatment need (Table 4).

Discussion

We sought to develop a brief oral quality of life measure 
that is theoretically anchored, psychometrically sound, 
and clinically responsive from items comprising three 
existing OQOL indices, and that can be used by public 
health researchers, practitioners, and policy makers to 
assess the impact of oral conditions on people’s function-
ing and well-being. We conducted extensive psychometric 
analyses, reducing the original 64-item pool to a set of 25 
items comprising 5 theoretically derived scales that dem-
onstrate sound psychometric properties and associations 
in the expected directions with clinical indices. We further 
reduced the number of items to two brief scales (one with 
12 items and one with 6 items) that maintained strong 
psychometric characteristics. Both scales were sensitive 
to differences in clinical dental status, supporting their 
validity.

Taken together, the findings indicate that these new 
oral quality of life measures are sensitive to clinical indi-
cators of oral health status, suggesting their usefulness 
in monitoring population health, for making prevalence 
estimates, for monitoring secular trends in population 
changes, and for studying the effects of public health inter-
ventions designed to prevent or reduce the effects of oral 
disease. The associations we detected between the oral 
quality of life measure and clinical indices are similar to 
those of other published findings (12,34).

The intermediate results of examining the proper-
ties of the five 5-item scales showed that each scale 
accounted for a suitably high proportion of the variance. 
Thus, we  conclude that the conceptual domains are well 
represented by the items in each scale. Importantly, our 
results indicate that both short-form scales are also sensi-
tive to differences in clinical status and would be feasible 
to use in the clinical setting as an outcomes measure or 
in the general population to assess the impact of differ-

ing clinical status. The observed differences in internal 
consistency reliability suggest that the 6-item measure 
is appropriate for comparing groups of people, whereas 
the 12-item measure would be appropriate for assessing 
outcomes among individuals.

These results were limited by our partial reliance on 
cohorts of veterans who were older and all men, and who 
are thus not representative of the population as a whole. 
However, this disadvantage was offset by the availability 
of a rich clinical data set on these cohorts. Furthermore, 
the absence of detailed sociodemographic data on the 
community dental sample limited our ability to examine 
associations with these factors.

What value does this new brief OQOL instrument add to 
the literature, especially given that there are other OQOL 
instruments of similar length (e.g., OHIP14, GOHAI)? 
Other authors have compared the performance of various 
OQOL measures in their entirety (e.g., the OHIP14 and 
the OIDP [36,37] or the GOHAI and OHIP14 [38]), but to 
our knowledge, none have evaluated the relative perfor-
mance of individual items from multiple OQOL measures. 
Our new measure has undergone extensive psychometric 
analysis and evaluation regarding its sensitivity to clinical 
indices and, although others have conducted similar types 
of analyses (36,38) using less detailed clinical data, the 
availability of extensive clinical dental data on our cohorts 
provides added confidence in this measure’s sensitivity to 
differences in oral health status. Slade (38) examined the 
relative performance of the 49 original OHIP items and 
developed a 14-item short form of the OHIP. Two of the 
items in his short-form measure also are present in ours 
(finding it difficult to relax with oral problems and being 
totally unable to function because of oral problems), but 
several other OHIP items in our measure did not survive 
his item-reduction process, and 12 items in his short-form 
measure did not survive our item-reduction efforts.

Efforts are under way to use these new measures 
among populations of dental patients (39), including 
evaluations of responsiveness to change in clinical status 
(40). Future research would also benefit from a compari-
son of the performance of this new brief measure to that 
of other OQOL measures of similar length in multiple 
settings, including the community, and in private dental 
offices or as a treatment outcomes measure for use by 
dental insurers.
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Tables

Table 1. Correlations of Scales (5 Items in Each) With Clinical Variables, Scale Internal Consistency Reliability, and Variance 
Explained by Each Scale, Among Participants in the Veterans Health Study and the Dental Longitudinal Study, 1993–1995 
(N = 827)a 

Scale No. of Teeth (P) Coronal Cariesb (P)
Periodontal  Statusc 

(P) Root Cariesd (P) Cronbach α
Variance 
Explained

Impairment −0.02e (0.55) 0.18 (<.001) 0.19 (<.001) 0.1� (.004) 0.78 0.91

Physical −0.38 (<.001) 0.10 (.011) 0.21 (<.001) 0.14 (.002) 0.81 0.94

Distress −0.16 (<.001) 0.11 (.005) 0.14 (.002) 0.08e (.11) 0.92 0.97

Worry −0.14 (<.001) 0.2� (<.001) 0.21 (<.001) 0.15 (.001) 0.84 0.9�

Role −0.19 (<.001) 0.08 (.02) 0.16 (<.001) 0.08e (.11) 0.86 0.96

Denture −0.57 (<.001) −0.09 (.01) 0.09e (.06) 0.09e (.05) NA NA

Summary scale −0.21 (<.001) 0.16 (<.001) 0.21 (<.001) 0.1� (.01) NA NA
 
NA indicates not applicable. 
a Pearson correlation coefficients were used to obtain means. Higher oral quality of life scores represent poorer quality of life. 
b Coronal caries indicates coronal decayed surfaces at level 2 or greater. 
c Periodontal status indicates per person mean Community Periodontal Index of Treatment Need (CPITN) score of available sextants. 
d Root caries indicates mean percentage of exposed root surfaces with unfilled decay. 
e Correlations are not statistically significant. 

Table 2. Meana Oral Quality of Life Scores by Varying Levels of Periodontal Disease Among Participants in the Veterans 
Health Study and the Dental Longitudinal Study, 1993–1995 (N = 827)

Scale

CPITN Scoreb

<1 1-1.9 2-2.9 ≥3

All 48.0 (a) 47.4 (a) 51.4 (b) 5�.9 (b)

Impairment 48.7 (a,b) 48.1 (a) 51.9 (b) 55.4 (c)

Physical 46.6 (a)  46.5 (a) 50.4 (b) 5�.� (b)

Distress   49.0 (a,b)   48.2 (a) 50.8 (a,b) 51.8 (b)

Worry 47.7 (a) 47.8 (a) 52.0 (b) 54.2 (b)

Role 49.2 (a,b) 47.9 (a) 50.9 (a,b) 52.7 (b)
 
CPITN indicates Community Periodontal Index of Treatment Need. 
a Means were obtained from analysis of variance (ANOVA) testing and compared by using Duncan’s multiple range test (�5). Different letters indicate groups 
are significantly different from one another at P <.05; if the same letter is present, the groups are not different from one another. Thus, a mean labeled 
(a,b) is not significantly different from one labeled (b,c) because they both have a “b” beside them. Higher oral quality of life scores represent poorer quality 
of life.  
b CPITN scores are as follows: <1, healthy periodontium; 1-1.9, gingival bleeding; 2-2.9, calculus; ≥3, moderate-deep periodontal pockets (need root plan-
ing). 
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Table 3. Correlationsa of Items From the Two New Brief Scales and Overall Summary Scales With Clinical Variables Among 
Participants in the Veterans Health Study and the Dental Longitudinal Study, 1993–1995 (N = 827)

Scale No. of  Teeth (P)
Coronal Cariesb 

(P)
Periodontal 
Statusc (P) Root Cariesd (P) Scale/Item No.

Impairment

Past � months how much pain and 
distresse

−0.11 (.003) 0.11 (.004) 0.15 (<.001) 0.12 (.01) OHQOL B�1

Physical

 Have to avoid eating any food −0.35 (<.001) 0.07f (.06) 0.17 (<.001) 0.14 (.004) OHIP28

Distress

Found it difficult to relax with oral prob-
lems

−0.13 (<.001) 0.09 (.01) 0.14 (.00�) 0.08f (.08) OHIP�5

Feel depressed with oral problems −0.16 (<.001) 0.10 (.009) 0.1� (.005) 0.06f (.18) OHIP�6

Being upset with oral problems −0.12 (.001) 0.08 (.04) 0.12 (.01) 0.06f (.17) OHIP�4

Worry

Uncomfortable about oral appearance −0.12 (.001) 0.20 (<.001) 0.20 (<.001) 0.11 (.02) OHIP22

Past � months feel nervous or self- 
conscious — teethe

−0.15 (<.001) 0.14 (<.001) 0.18 (<.001) 0.09f (.08) GOHAI10

Worried by dental problems −0.06f (.1�) 0.21 (<.001) 0.17 (<.001) 0.12 (.008) OHIP19

Role

Cannot get along with others −0.13 (<.001) 0.08 (.04) 0.12 (.008) 0.05 (.27) OHIP41

Avoid going out with oral problems −0.14 (<.001) 0.11 (.004) 0.17 (<.001) 0.06 (.20) OHIP�9

Totally unable to function with oral 
problems

−0.11 (.003) 0.05 (.16) 0.11 (.02) 0.09 (.06) OHIP48

Denture

Have uncomfortable dentures −0.53 (<.001) −0.08 (.03) 0.05 (.28) 0.07 (.11) OHIP18

Summary scale (6 items) −0.35 (<.001) 0.09 (.009) 0.19 (<.001) 0.14 (.00�) NA

Summary scale (12 items) −0.23 (<.001) 0.14 (<.001) 0.20 (<.001) 0.12 (.01) NA
 
OHIP indicates Oral Health Impact Profile; GOHAI, Geriatric Oral Health Assessment Instrument; OHQOL, Oral Health Quality of Life; NA, not applicable. 
a Pearson correlation coefficients were used to obtain means. Higher oral quality of life scores represent poorer quality of life. 
b Coronal caries indicates coronal decayed surfaces at level 2 or greater. 
c Periodontal status indicates per person mean Community Periodontal Index of Treatment Need (CPITN) score of available sextants. 
d Root caries indicates mean percentage of exposed root surfaces with unfilled decay. 
e Scores were reversed so that higher scores indicate poorer oral quality of life.                                                                                               
f Correlations are not statistically significant. 
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Table 4. Mean Oral Quality of Life Scoresa by Varying Levels of Periodontal Treatment Need Among Participants in the 
Veterans Health Study and the Dental Longitudinal Study, 1993–1995 (N = 827)

Variables

CPITN Scoreb
Scale/Item 

No.≤1 1-1.9 2-2.9 3-3.9 P value 

Impairment

Past � months how much pain and distressc    16.7 (b) 15.2 (b) 2�.� (a,b)  25.7 (a) .00� OHQOLB�1

Physical

Have to avoid eating any food 1�.9 (c) 15.9 (b,c) 2�.4 (b) �4.1 (a) <.001 OHIP28

Distress

Found difficult to relax with oral problems 15.6 (a) 1�.8 (a) 19.9 (a) 21.6 (a) .04 OHIP�5

Feel depressed with oral problems 17.0 (a) 1�.8 (a) 21.9 (a) 21.0 (a) .019 OHIP�6

Being upset with oral problems 18.� (a) 14.2 (a) 19.5 (a) 21.6 (a) .124 OHIP�4

Worry

Uncomfortable about oral appearance 15.7 (b) 16.1 (b) 28.0 (a) 27.8 (a) <.001 OHIP22

Past � months feel nervous or self-conscious 
— teethc

8.9 (b) 10.2 (b) 20.2 (a) 2�.2 (a) .001 GOHAI10

Worried by dental problems 2�.5 (b,c) 22.5 (c) �2.� (a,b) �9.2 (a) <.001 OHIP19

Role

Cannot get along with others 8.� (a) 8.4 (a) 11.2 (a) 14.8 (a) .16 OHIP41

Avoid going out with oral problems 7.9 (a,b) 5.4 (b) 12.5 (a) 14.2 (a) .00� OHIP�9

Totally unable to function with oral problem 6.9 (a,b) 5.1 (b) 7.8 (a,b) 11.9 (a) .07 OHIP48

Denture

Have uncomfortable dentures 8.� (a) 5.� (a) 12.1 (a) 12.6 (a) .02 OHIP18

6-item scale 12.4 (b) 10.8 (b) 18.4 (a) 21.8 (a) <.001 NA

12-item scale 1�.4 (b,c) 11.8 (c) 18.9 (a,b) 21.2 (a) <.001 NA
 
CPITN indicates Community Periodontal Index of Treatment Needs; OHIP, Oral Health Impact Profile; GOHAI, Geriatric Oral Health Assessment Instrument; 
OHQOL, Oral Health Quality of Life; NA, not applicable. 
a Means were obtained from analysis of variance (ANOVA) testing and compared by using Duncan’s multiple range test (�5). Different letters indicate groups 
are significantly different from one another at P <.05; if the same letter is present, the groups are not different from one another. Thus, a mean labeled 
(a,b) is not significantly different from one labeled (b,c) because they both have a “b” beside them. Higher oral quality of life scores represent poorer quality 
of life. 
b CPITN scores are the following: <1, healthy periodontium; 1–1.9, gingival bleeding; 2–2.9, calculus; 3–3.9, moderate-deep periodontal pockets (need root 
planing). 
c Scores were reversed so that higher scores indicate poorer oral quality of life. 
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Appendices

Appendix 1. Items Comprising Each 5‑Item Oral Quality of Life Scale and the Denture Scale

Appendix 2. Short Form 12‑Item Oral Quality of Life Measure

During the past 3 months HOW OFTEN have you experienced the 
following difficulties because of problems with your teeth, mouth, or 
dentures? (Circle one answer) Never Hardly Ever Occasionally Fairly Often Very Often

*1. Have you had to avoid eating some foods? (OHIP28) 0 1 2 � 4

*2. Have you found it difficult to relax? (OHIP�5) 0 1 2 � 4

�. Have you felt depressed? (OHIP�6) 0 1 2 � 4

4. Have you been upset? (OHIP�4) 0 1 2 � 4

5. Have you felt uncomfortable about the appearance of your teeth, 
mouth, or dentures? (OHIP22)

0 1 2 � 4

6. Have you been worried by dental problems? (OHIP19) 0 1 2 � 4

7. Have you had trouble getting along with other people? (OHIP41) 0 1 2 � 4

*8. Have you avoided going out? (OHIP�9) 0 1 2 � 4

9. Have you been totally unable to function? (OHIP48) 0 1 2 � 4
 
OHIP indicates Oral Health Impact Profile; GOHAI, Geriatric Oral Health Assessment Instrument; OHQOL, Oral Health Quality of Life. 
* Indicates items included in 6-item measure.
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Impairment 
1. Have you had painful aching in your mouth? (OHIP9)
2. Have you felt that your sense of taste has worsened? (OHIP6)
�. Have you had sensitive teeth, for example, due to hot or cold foods or 

drinks? (OHIP12)
4. How much pain or distress have your teeth or gums caused you? 

(OHQOL B�1)
5. Have you felt that your breath has been stale? (OHIP5)

Physical
1. Have you had to avoid eating some foods? (OHIP28)
2. Have you had trouble pronouncing any words? (OHIP2)
3. How often did you limit the kinds or amounts of food you eat because of 

problems with your teeth or dentures? (GOHAI1)
4. How often have problems with your teeth and gums affected your daily 

activities (such as work or hobbies)? (OHQOL1)
5. Have you found it uncomfortable to eat any foods? (OHIP15)

Distress
1. Have you found it difficult to relax? (OHIP�5)
2. Have you felt depressed? (OHIP�6)
�. Have you been a bit irritable with other people? (OHIP42)
4. Have you been upset? (OHIP�4)
5. Have you been unable to enjoy other people’s company as much? 

(OHIP46)

Worry
1. Have you felt uncomfortable about the appearance of your teeth, mouth, 

or dentures? (OHIP22)
2. How often did you feel nervous or self-conscious because of problems 

with your teeth, gums, or dentures? (GOHAI10)
�. How often have problems with your teeth and gums affected your social 

activities (such as with family, friends, coworkers)? (OHQOL2)
4. Have you avoided smiling? (OHIP�1)
5. Have you been worried by dental problems? (OHIP19)

Role
1. Have you had trouble getting along with other people? (OHIP41)
2. Have you been unable to work to your full capacity? (OHIP49)
�. Have you avoided going out? (OHIP�9)
4. Have you been totally unable to function? (OHIP48)
5. Have people misunderstood some of your words? (OHIP25)

Denture
1. Have you felt that your dentures have not been fitting properly? (OHIP17)
2. Have you had uncomfortable dentures? (OHIP18) 
�. Have you been unable to eat with your dentures because of problems 

with them? (OHIP�0)

OHIP indicates Oral Health Impact Profile; GOHAI, Geriatric Oral Health 
Assessment Instrument; OHQOL, Oral Health Quality of Life.

(continued on next page)
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Appendix 2. Short Form 12‑Item Oral Quality of Life Measure (continued)

In the past 3 months, how often: Never Sometimes Always

*10. Did you feel nervous or self-conscious because of problems with your teeth, gums, or 
dentures? (GOHAI10)

1 2 �

*11. During the past 3 months, how much pain or distress have 
your teeth or gums caused you? (OHQOL B�1)

None at All A Little Bit Some Quite a Bit A Great Deal

1 2 � 4 5

If you have removable denture appliances, please answer the following question:

During the past 3 months, how often have you had the following 
problems with your dentures? Never Hardly Ever Occasionally Fairly Often Very Often

*12. Have you had uncomfortable dentures? (OHIP18) 0 1 � 4 5

OHIP indicates Oral Health Impact Profile; GOHAI, Geriatric Oral Health Assessment Instrument; OHQOL, Oral Health Quality of Life. 
* Indicates items included in 6-item measure.
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Perceptions of Race/Ethnicity-Based Discrimination: 
A Review of Measures and Evaluation of  

Their Usefulness for the Health Care Setting 
Nancy R. Kressin, PhD

Kristal L. Raymond, MPH
Meredith Manze, MPH 

Abstract: Background. To assess discrimination in health care, reliable, valid, and compre-
hensive measures of racism/discrimination are needed. Objective. To review literature on 
measures of perceived race/ethnicity-based discrimination and evaluate their characteristics 
and usefulness in assessing discrimination from health care providers. Methods. Literature 
review of measures of perceived race/ethnicity-based discrimination (1966–2007), using 
MEDLINE, PsycINFO, and Social Science Citation Index. Results. We identified 34 mea-
sures of racism/discrimination; 16 specifically assessed dynamics in the health care setting. 
Few measures were theoretically based; most assessed only general dimensions of racism 
and focused specifically on the experiences of African American patients. Acceptable psy-
chometric properties were documented for about half of the instruments. Conclusions. 
Additional measures are needed for detailed assessments of perceived discrimination in 
the health care setting; they should be relevant for a wide variety of racial/ethnic groups, 
and they must assess how racism/discrimination affects health care decision making and 
treatments offered.

Key words: Discrimination, prejudice, delivery of health care, measurement.

Widespread racial/ethnic disparities in the quality of health care received, treat-
ments offered, and health outcomes in the U.S. were documented in the Institute 

of Medicine report, Unequal Treatment,1 but the reasons that racial/ethnic minority 
groups are likely to receive poorer quality care than Whites have not been fully expli-
cated.2–4 Hypothesized reasons for worse care include differentials in access to health 
care, actual health status, patient preferences, and provider bias or discrimination.5,6 Yet, 
even after controlling for the former three factors, many studies have demonstrated that 
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racial/ethnic minorities are less likely than non-Hispanic Whites to receive equivalent 
care across a broad spectrum of diseases, including cardiovascular disease, cancer, renal 
disease, asthma, mental illness, diabetes, and HIV/AIDS, suggesting that discrimina-
tion remains a plausible explanation.1,3–5,7–9 Health care provider behaviors, attitudes, 
or treatment may vary according to patients’ race/ethnicity. To assess such possible 
racism/discrimination and its effects, reliable and valid measures are needed.1,3,6,7,10–17

Three levels of racism have been described in the literature: personally-mediated, 
institutionalized, and internalized.18 Personally-mediated racism, the focus of this paper, 
occurs via differential assumptions about the abilities, motives, and intentions of others 
according to their race/ethnicity (prejudice) and through differential actions toward 
others according to their race/ethnicity (discrimination). Racism, whether intentional 
or unintentional, may adversely affect the treatment of racial/ethnic minority patients in 
a variety of ways in the health care setting.13 Health care provider bias can be as subtle 
as not giving certain patients the full range of treatment options, related to conscious 
or unconscious provider beliefs that certain patients are less willing to accept or adhere 
to certain therapies, or are incompetent, deviant, or not likeable.3,6,9,14,18,19 Bias may also 
influence providers’ clinical judgments3 or their evaluations of a patient’s personal or 
clinical characteristics.14 African American physicians have argued that popular mis-
conceptions, inaccuracies, and stereotypes of the psychology of African Americans 
could lead to misdiagnosis.10 

Although it may be challenging for patients to discern whether they are experi-
encing discrimination, a growing body of literature deals with the methodology for 
measuring discriminatory behavior that is perceptible, and for inferring experiences 
of racism in a variety of settings, including community, school, workplace, and health 
care settings.20,21 Prior reviews of this literature focused on measures that could be 
used specifically to assess the health effects of discrimination,21 on comparing explicit 
versus generic measures of discrimination22 or on the fewer measures of discrimination 
available at an earlier time.20 However, the burgeoning literature on this topic suggests 
that an updated review of such measures is needed. The need for a new review is also 
bolstered by the fact that no previous review has evaluated measures’ potential utility 
in the health care setting to assess accurately patients’ experiences of racism or dis-
crimination as they relate to the care received. Understanding the available measures 
is also important because until there is a reliable and valid method for assessing and 
comparing racism/discrimination across health care environments that can accurately 
assess the experiences of multiple population groups, it will not be possible to docu-
ment the presence or degree of racism/discrimination, or to measure changes in its 
levels subsequent to interventions. Further, numerous new measures have appeared in 
the literature since the prior reviews; for example, the number of available measures 
has more than quadrupled since Utsey’s 1998 review of six measures.20 Thus, there is 
a need for an updated review and specific analysis of how well-developed or suitable 
such measures are for assessing experiences of racism in the health care environment, 
as well as the measures’ appropriateness for use in different population groups within 
this setting. 

The purpose of this review is to update and summarize the published literature on 
measures assessing individuals’ perceptions of racism/discrimination in their environ-



699Kressin, Raymond, and Manze

ment (that is, an individual’s appraisal of such dynamics in his/her environment or 
from people with whom s/he interacts) and to examine critically how these measures 
may apply when studying perceived racism in the health care setting. We propose that 
effective measures will assess whether racist/discriminatory events/actions occurred, 
the extent to which these bothered the individual experiencing them, and whether 
they affected the individual’s interaction with his or her health care provider, includ-
ing whether the experience affected the patient’s view or acceptance of the provider’s 
treatment recommendations,12 or the provider’s offer of care.

In addition, in order to understand the relevance of existing measures to a wide 
variety of population groups, we evaluate the racial/ethnic orientation of the measures 
(e.g., anchoring of an instrument to certain racial/ethnic groups’ experiences that might 
be a function of belonging to a certain group). This compilation and critical review 
of existing measures and evaluation of their characteristics and gaps will be useful for 
guiding future researchers in their choice of measures to examine the provider contri-
bution to racial/ethnic disparities in health care. 

Methods

A comprehensive review of the medical and social science literature from 1966 to 
January 2007, using MEDLINE, PsycINFO, and the Social Science Citations Index, 
was conducted to identify relevant articles pertaining to perceived measures of rac-
ism or discrimination in the U.S. We sought to identify papers that simultaneously 1) 
addressed the dimensions of race and ethnicity (for which we used the search terms 
race, ethnicity, Blacks, African Americans, Hispanic, Hispanic Americans, Latinos, Asian, 
Asian Americans, Native Americans, American Indians, ethnic groups, racial stocks, Cau-
casoid race, or Whites); 2) addressed the issues of discrimination, racism, bias, unfair 
treatment, or prejudice (for which we used these exact terms); and 3) discussed the 
development or adaptation of a measure to assess the perceived experience of racism 
or discrimination (we excluded articles applying previously developed measures in 
order to capture unique measures). For the latter dimension we used the search terms 
measure, measurement, discrimination measure, and measures of racial discrimination. 
Using all databases, we limited our search to peer-reviewed articles in English that 
focused on experiences in the United States in human adults. When we conducted 
this search within Medline we identified 287 articles; after individually reviewing all 
entries to select only those directly relevant to this review, we constructed a list of 23 
relevant papers. Within PsycINFO, the search identified 381 articles, which we pared 
down to 18 relevant papers. In the Social Sciences Citation Index, we identified 438 
papers, retaining 16 for the review. Some of the discarded papers were not relevant or 
described studies using measures previously reported in other papers or did not pro-
vide sufficient information about the measure (e.g., a full list of the included items) to 
warrant inclusion in our review. In addition, a review of references within each article 
identified other relevant articles. Only studies that documented the initial presentation 
or refinement of structured written instruments to measure perceived racism, unfair 
treatment, or discrimination were included in the final analysis. After eliminating 
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overlap between the citation lists, 34 unique papers describing measures or adaptation 
of prior measures of racism or discrimination remained. 

Analysis. We examined the measures of racism along five dimensions: 1) settings 
in which measures were developed/used, 2) theoretical frameworks, 3) content of 
measures, 4) psychometric qualities, and 5) populations studied (summarized in 
Table 1). For the measures that included items specific to the health care setting, we 
examined the number of health care-related items and the content of those items. We 
evaluated whether the measures examined the occurrence of specific racist/discrimi-
natory events, the bothersomeness of the experience, or its effect on the individual’s 
interaction with the provider, including assessments of the effects on the treatment 
received/recommended/accepted.

Results

As detailed in Table 1, 19 of the 34 articles included in this review describe an original 
instrument (one not previously introduced in the literature).2,23–40 Fifteen describe adap-
tations, modifications, or further testing of previous instruments.8,12,13,41–52 Instruments 
ranged in length from 1 item to 109 items.

Settings in which measures were developed/used. The majority of measures 
were oriented toward experiences of racism/discrimination in general or in the com-
munity setting.2,8,23,26,28,30,31,36,38–42,44,45,48–51 Some measures were developed using student 
samples or were at least partially oriented toward educational settings29,32,39,45,50,51 or the 
workplace.24,25,33,34,39,50 

Sixteen measures directly assessed at least some dimensions of perceived racism in 
the health care setting.8,12,13,23,26,35,36,38,39,42–44,46,48,50,52 One of these utilized the Perceptions 
of Racism Scale36 while another used an adaptation of the Schedule of Racist Events,43 
while the others had few items specific to one’s specific experience, and requested no 
information regarding treatment decisions. Two used similar general items.13,35 Bird had 
the most detailed list of experiences in health care, however it focused on experiences 
someone had ever had in receiving health care rather than with a specific provider or in 
a specific care setting.12 Numerous additional measures were designed to be employed 
in a variety of settings (such as occupational and educational) including a small number 
of items addressing experiences in the health care setting.8,23,26,38,39,44,46,48,50

Theoretical frameworks. We found 11 measures of perceived racism that were 
explicitly based on theoretical frameworks.12,26,28,30–33,39,42,45,50

The most common theoretical perspective taken by measure-developers was that 
of Lazarus and Folkman,54 who stressed the importance of understanding individuals’ 
perceptions of stressful experiences (this perspective was taken by eight of the instru-
ments). Utsey,20 for example, explicitly based his measures on this stress model. In this 
theoretical framework, the interpretation of (stressful) perceived racist events (major 
events and daily hassles) is more important than the objective events themselves,54,55 
because different individuals may appraise similar events differently, resulting in differ-
ent effects on the individual (e.g., anger vs. self-doubt). Therefore, perception of racist 
events was the most important facet of the experience to assess. 

Landrine posits that the event and appraisal approach is most appropriate for measur-
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ing racist events.26 Appraisal refers to the assessment of the racist event and the psycho-
emotional resources available for dealing with them.55 According to this author, ways 
of dealing with racism may influence perceived racism or its effects during the health 
care encounter. One ecologic framework, found in the work of Auslander, highlighted 
the importance of health behaviors and beliefs and ways in which individual behaviors 
and cognition about medical care are influenced by family and community.42 Therefore, 
questions pertaining to family and community were included in the instrument in order 
to decipher perceived racism experienced within this broader context. 

Others have assessed race-related stressful life events, explicitly building on Essed’s 
notion of everyday discrimination—the idea that specific incidents of racial bias can 
affect one’s well-being in a manner different from the effects of major experiences of 
unfair treatment.12,31 The remaining instruments were presented without reference to 
a theoretical or conceptual base.

Content of measures. Targets of race-based discrimination. All of the measures of 
perceived racism recorded in Table 1 assess the individuals’ experiences of situations and 
environments, as this was part of our selection criteria. We refer to this as individual-
as-target measures; they asked questions about racism directed toward the individual, 
based on his or her race/ethnic group membership. In addition, one measure also asked 
about racism experienced by family members.2

Time span. Almost all of the 34 measures asked about any prior experiences of per-
ceived racism from the target’s perspective.2,8,12,13,23–50 In addition, several used a second 
reference period for measurement; one used a two-year reference period,13 three used 
a one-year reference period,26,38,39 one used a six-month reference period,28 one used a 
three-month reference period32 and two used a one-month reference period.2,51 Vines 
used the following time period for reference: before 20 years of age and during one’s 
20s.8

Responses to racism measured. A person who experiences discrimination responds 
with emotional or behavioral coping mechanisms, and interprets this experience accord-
ing to individual belief systems.38 In measuring experiences of discrimination, it is 
important to understand someone’s response to such experiences (e.g., passive, active, 
behavioral, and emotional), whether expressed or suppressed, in addition to simply 
whether someone is exposed to racism, in order to evaluate its impact on the provision 
of health care and health outcomes. We found that 11 of the 34 publications reviewed 
asked about the type of responses to racism,8,26–28,30,38,41,46,48,49 above and beyond specific 
experiences the individual had had. None, however, inquired about the impact of rac-
ism/discrimination on treatment decisions or care received in the health care setting.

Question(s) framed in context of unfair treatment based on other characteristics. 
Racism can either be measured by asking respondents to indicate specific experiences 
of racism (e.g., unfair treatment by doctors) or to respond to less focused questions 
about unfair treatment in general. Seven publications mentioned unfair treatment in 
the instruments as a reference to racism.23,24,26,39,46,48,51 In order to compare unfair treat-
ment based on race/ethnicity to unfair treatment because of gender or other factors, 
respondents to three measures were further asked about unfair experiences based on 
gender, socioeconomic position or social class, sexual preference, and religion.23,46,52 
Almost all of the measures specifically anchored the questions about discriminatory 
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treatment in the respondent’s race/ethnicity rather than gender, sexual orientation, or 
another trait, with two exceptions.24,52

Psychometric evaluation. Over half (19 of 34) of the publications described some form 
of psychometric evaluation of the measures of perceived racism.8,12,24,26–33,36,38–40,42,44,47,51 
Krieger conducted the most detailed psychometric analyses of any of the measures, 
showing that the Experiences of Discrimination measure had high internal consistency 
reliability, good test-retest reliability, and correlated with other self-report discrimination 
measures.46 Most of the psychometrically evaluated measures had Cronbach’s Alpha 
scores of at least 0.70 in all aspects of the instrument, and thus were shown to have 
high internal consistency reliability, with the exception of three measures.8,27,38 

Race/ethnicity of populations studied. The vast majority of studies included 
African American respondents.2,8,12,13,23,25,26,28–32,34–52 Fourteen studies included Hispanic 
respondents.13,24,27,32–34,39,40,43–46,48,52 Nine included Asian respondents.13,32–34,39,43–45,52 In eight 
studies, the category Latino was specified,35,39,40,43,45,46,48,52 and in two studies Mexican 
immigrants were included.27,33 Native Americans were included as a race/ethnic category 
for four studies.34,43,45,52

Measures that pertain to the health care setting. We focused additional analytic 
attention on the 16 measures that included items for the specific purpose of examining 
individuals’ experiences in the health care setting.8,12,13,23,26,35,36,38,39,42–44,46,48,50,52 We evalu-
ated the number of items focused on health care experiences, examined the content 
of the items, and reviewed whether they asked the degree to which the experience was 
bothersome. Sixteen original measures included at least one item about experiences 
in obtaining health care, but none included more than 10 items. In general, the con-
tent of the items focused on racist attitudes of doctors and other health care workers, 
and general discriminatory behaviors such as being treated unfairly, being treated 
with less respect, or being provided poorer service than other patients. McNeilly’s 
measure included an item about being denied hospitalization or medical care because 
of race/ethnicity and Ryan’s measure included an item about receiving less than the 
best health care because of race.38,48 These were the only specific questions about the 
process of medical care in any of the measures. Seven of these measures assessed the 
bothersomeness of racist/discriminatory treatment.26,30,37–39,47,48 

Discussion 

Our evaluation of the 34 measures identified in the medical or psychological literature 
that assess individual perceptions of experiences of racism or discrimination in their 
environment revealed than only 16 such measures were specifically developed for or 
relevant to experiences in the health care setting. Of these measures, half included 
only a single item.23,26,38,39,44,46,48,50 The remaining measures were limited by their sole 
focus on the experiences of African Americans without inclusion of experiences of 
other minority groups12,36,42,43,52 or by their use of questions about only general experi-
ences (e.g., being treated with less courtesy, disrespect, or poorer service).8,13,35 We view 
these as significant limitations of the available measures. Without attention to how 
patients feel about their experiences of racism, or how bothersome the experiences of 
racism/discrimination were, or how such experiences specifically affect the medical 
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care provided, it is difficult to assess the impact of racism/discrimination on patients’ 
care. Thus, the existing measures are useful to characterize the general experiences of 
patients of color, particularly African Americans, in obtaining medical care, similar to 
patient satisfaction measures’ gestalt ratings of care, but the existing measures cannot 
inform the field regarding the specific impact of racism/discrimination on treatment 
recommendations or health care decisions.

We recommend that researchers refine and extend existing measures or develop 
new measures that specifically assess racism in the health care setting and the ways in 
which it affects medical care, since the ultimate impact of racism/discrimination in this 
setting differs from that of, for example, experiences in the general community.

Only 8 of the 34 publications reported asking respondents about the kinds of 
responses, whether active or passive, they had to racism.8,23,30,38,46–49 We view this as a 
limitation in the majority of the existing instruments. Without an understanding of 
individuals’ responses to racial discrimination, research cannot evaluate how troubling 
or significant the experiences were, nor elucidate how such experiences ultimately 
affected the provision of health care.

According to some researchers, measures should avoid global questions, due to the 
likelihood of underestimating exposure to experiences of racism.21 Examples include 
the single-item global measure of racism10,31 such as ever experiencing racism and ques-
tions using the term unfair treatment.39 These questions may be too vague to apply to 
the race-based experience of the individual.23,27,46 Furthermore, the generic experience 
of unfair treatment can be generalized to all people who have such experiences. We 
believe it is vital to anchor questions about unfair treatment to the issue of race/ethnic-
ity specific to the health care encounter in order to provide specific information for 
policy implementation and interventions in the health care setting. 

In addition to asking about individuals’ experiences, it may be helpful to ask ques-
tions about family and/or group experiences, as some measures did.38,50 Individuals may 
deny racism to avoid feeling that they do not have control over situations, and some 
prefer not to recall such memories.56–59 A few studies indicate that some minority group 
members tend to minimize racism and attribute their failure to themselves (internalized 
racism).58,60 Consequently, some experiences of racism may be underreported. Since 
minimizing recall of racism may be psychologically beneficial to the individual,60 future 
instruments should be designed to be sensitive to the tendency of individuals to deny 
reports of racism, without undermining it.40

Past research indicates that everyday discrimination, often referred to as chronic 
exposure to racism, is a better predictor of health status than major (acute) experi-
ences.12,31,61 Furthermore, chronic perceived racism may affect health care utilization 
and subsequent health outcomes.12 Thus, we recommend that measures include assess-
ments of chronic racism and racism in society in general, because including them may 
provide important information about potential confounders and effect modifiers of the 
true racism exposure-health outcome relationship in the health care setting.41

Current measures of experiences of racism are subject to several methodological 
pitfalls. For instance, in order to measure accumulated exposure to racism, respondents 
are generally asked to indicate whether they have experienced racism within a certain 
time span. Yet, timing of experiences (e.g., ever or past month) may introduce recall 
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bias since people tend to forget experiences over time.30,41 It may be more beneficial 
to include a one-year reference period when asking about racism, according to the 
literature on stressful life events.2

Comparison of measures was challenging because some focused on the frequency 
while others focused on the severity of racism.31 People sometimes forget about the 
intensity of an experience over time,41,62 and the nature of racism in the U.S. has changed 
over time as well, becoming less overt.18,29,30,41,62,63 We recommend asking questions about 
both subtle and overt experiences of racism, within a specified time frame. 

The absence of a clearly elucidated theoretical framework for many of the measures 
we reviewed is a matter of concern. To be able to measure the existence and extent of 
racism, it is necessary to have a theory of how racism might occur and what its effects 
might be. Without such a theory to guide measure development, analysts may conduct 
studies using invalid measures that do not have interpretable results. Thus, we recom-
mend that future measures be anchored in theory, such as Lazarus and Folkman’s view 
of stress, as described above.

Using the same measure across diverse groups of people can be conceptually and 
psychometrically problematic. As a result, issues and concerns addressed in the design 
of an instrument to assess perceived racism may not be relevant to the population being 
studied, because measures were not developed with this population in mind. Inclusion 
of information about subgroups within racial/ethnic minority populations may allow 
for better analysis of cultural influences on perceived experiences of racism.10 Although 
nearly half of the measures reviewed in our collection of publications were psychometri-
cally evaluated, most focused on the experiences of African American populations, and 
fewer focused on those of other racial/ethnic groups. As the U.S. population becomes 
increasingly diverse, due in part to the rapid growth of the Hispanic population, it will 
become imperative to assess accurately the experiences of various groups. We advo-
cate continued development of new measures or enhancement of existing measures 
to ensure that psychometrically and conceptually valid instruments are applicable to 
more diverse population groups.

This review was limited in several ways. We focused on perceptions of racism and 
discrimination instead of more objective assessments (although, to our knowledge, few 
objective tools are available). Second, patient perceptions may not be the best tool with 
which to document structural or institutional discrimination, which are often invisible 
to individual participants. Thus, the fact that racial and ethnic minorities often receive 
care in poorer quality facilities undoubtedly leads to worse outcomes, but it would be 
hard for an individual to perceive such differences. Finally, individuals from racial/ethnic 
minority backgrounds may perceive poor treatment in the health care setting as being 
a function of race, which may not be the case. Despite these limitations, the data from 
this review document the state of the art in measuring racism/discrimination in the 
health care setting, and provide important direction for future measurement develop-
ment and refinement.

Research on the contribution of provider behavior to disparities in medical care is 
in its infancy, and there have been few studies specifically designed to test the effect 
of provider and health care personnel behavior on these disparities.3 Further study is 
needed to validate the hypothesis that provider behavior during encounters is indepen-
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dently influenced by patient race/ethnicity.3 Furthermore, most of the prior measures 
of perceived racism have focused on the experiences of African Americans, with less 
emphasis on other population groups. There is an obvious gap in the literature to 
address the potential contribution of provider behavior to disparities in medical care 
for American Indians/Alaskan Natives, Asians, and Hispanic populations. Therefore, 
to meet the challenge of explicitly measuring other racial/ethnic minority populations’ 
experiences, new methods and approaches for measuring perceived racism in health 
care settings are needed. The information provided by such studies may help to design 
interventions intended to ameliorate the provider contribution to disparities in care 
for diverse racial/ethnic populations. 
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BACKGROUND: Medical care at the end of life is often
expensive and ineffective.

OBJECTIVE: To explore associations between primary
care and hospital utilization at the end of life.

DESIGN: Retrospective analysis of Medicare data. We
measured hospital utilization during the final 6months of
life and the number of primary care physician visits in the
12 preceding months. Multivariate cluster analysis ad-
justed for the effects of demographics, comorbidities, and
geography in end-of-life healthcare utilization.

SUBJECTS: National randomsample of 78,356Medicare
beneficiaries aged 66+ who died in 2001. Non-whites
were over-sampled. All subjects with complete Medicare
data for 18months prior to deathwere retained, except for
those in the End Stage Renal Disease program.

MEASUREMENTS: Hospital days, costs, in-hospital
death, and presence of two types of preventable hospital
admissions (Ambulatory Care Sensitive Conditions)
during the final 6 months of life.

RESULTS: Sample characteristics: 38% had 0 primary
care visits; 22%, 1–2; 19%, 3–5; 10%, 6–8; and 11%, 9+
visits. More primary care visits in the preceding year
were associated with fewer hospital days at end of life
(15.3 days for those with no primary care visits vs. 13.4
for those with ≥9 visits, P<0.001), lower costs ($24,400
vs. $23,400, P<0.05), less in-hospital death (44% vs.
40%, P<0.01), and fewer preventable hospitalizations
for those with congestive heart failure (adjusted odds
ratio, aOR=0.82, P<0.001) and chronic obstructive
pulmonary disease (aOR=0.81, P=0.02).

CONCLUSIONS: Primary care visits in the preceding
year are associated with less, and less costly, end-of-life
hospital utilization. Increased primary care access for
Medicare beneficiaries may decrease costs and improve
quality at the end of life.
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BACKGROUND

Medical treatments for the 6% of Medicare beneficiaries who
die each year consume almost 30% of Medicare expendi-
tures1,2. In addition, the quality of end-of-life health care is
often poor3. Problems include late referrals to hospice, under-
treatment of pain, over-treatment with unwanted or ineffective
procedures, poor communications regarding prognosis and
treatment preferences, and more in-hospital deaths that are
inconsistent with stated preferences1,3,4.

Several strategies have been proposed to reduce end-of-life
health-care costswhile improving quality, including increaseduse
of advance directives and earlier referral to hospice. However,
despite some evidence regarding improved quality, neither strat-
egy clearly reduces costs for elderly Medicare beneficiaries4–7.

Continuity of care has been associated with patients and their
families experiencing a “higher quality death”8, with fewer
emergency department visits for cancer patients9, increased
patient satisfaction, increased adherence to recommended care,
and less duplicate testing10–13. Although some studies have
shown that continuity of care with a primary care physician has
been associated with reduced healthcare costs and utilization in
some patients11,14, it remains unclear whether primary care leads
to more appropriate care at the end of life. More care at the end of
life by a primary care physician could enhance quality and reduce
costs, since the provider may have more opportunities to prevent
medical complications, discuss patient preferences, and coordi-
nate home palliative care.

To assess the impact of primary care on end-of-life health-
care utilization, we explored whether more primary care visits
were associated with key outcomes during the last 6 months of
life: (1) fewer hospitalized days, (2) fewer in-hospital deaths, (3)
fewer preventable hospital admissions, and (4) lower costs.

METHODS

Data Source

We examined primary care physician visits provided during the
preceding 12 months (“pre-period”) as a predictor of hospital
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use and costs in the last 6 months of life. We used a randomly
sampled population of 116,318Medicare beneficiaries aged 66 or
older who died in the last 6 months of 2001. Non-Whites were
over-sampled, because the study population had been con-
structed to focus on end-of-life health-care disparities. To ensure
completeness and comparability of healthcare utilization
records prior to death, we examined only those in our study
sample with complete data during their final 18 months. We
excluded people not continuously enrolled in the Medicare parts
A and B traditional fee-for-service program, who could not be
matched to the National Death Index, and who were enrolled in
the End Stage Renal Disease (ESRD) program. This left a final
analytical sample of 78,353.

Age, sex, race, and zip code of residence were obtained from
the Medicare denominator file, using the Medicare racial/
ethnic categories of White, Black, Hispanic, and Other (for
those of Asian, North American Native, and other or unknown
races and ethnicities). A Medicaid indicator in the Medicare file
was used as a proxy for low economic status. To adjust for
nursing home status, and since we could not determine
nursing home residence directly, we coded “any nursing home
use” for people who used a Medicare-reimbursed skilled
nursing facility (SNF) in the pre-period. A summary co-
morbidity measure was determined using DxCG’s prospective
relative risk score (DCG version 6.1 for Windows), derived from
the presence of ICD-9-CM diagnosis codes from inpatient and
outpatient encounters in Medicare’s utilization files. These
encounters include all physician visits, hospital care, and
nursing home care, but not codes used for diagnostic tests.
The score is calibrated to associate 1.0 with average expected
expenditures in the following year among all Medicare benefi-
ciaries observed during routine 12-month periods15.

We used Berenson-Eggers-Type-of-Service (BETOS)
codes in the Medicare Carrier file [http://www.cms.hhs.
gov/HCPCSReleaseCodeSets/20_BETOS.asp] to identify
outpatient visits in a nursing facility or office. We used the
Medicare HCFA specialty codes to define a visit to an internist
(11), geriatrician (38), or family practitioner (08), as “primary
care”16,17. We used the number of such visits in the 12-month
“pre-period” prior to the final 6 months of life to form five
primary care groups: 0, 1–2, 3–5, 6–8, and ≥9.

Outcomes

We studied four outcomes during the last 6 months of life: (1)
number of inpatient days [obtained from the Medicare Provider
Analysis and Review (MedPAR) files], (2) in-hospital death (from
the National Death Index), (3) total costs paid by Medicare
(from the MedPAR, Carrier, Durable Medical Equipment,
Hospice, and Outpatient files), and (4) any hospital admission
for each of two chronic Ambulatory Care Sensitive Conditions
(ACSC), congestive heart failure (CHF), and chronic obstructive
pulmonary disease (COPD). Admissions for CHF and COPD,
which are common chronic diseases in the elderly, can often be
prevented by appropriate primary care18,19.

Statistical Analysis

We used bivariate analyses (chi-square for categorical variables
and analysis of variance for continuous variables) to identify
differences in end-of-life utilization and costs across the primary-

care groups. Due to large samples, almost all comparisons were
highly statistically significant. STATA version 9.1 was used for all
analyses.

To account for geographic differences, we used multivariable
cluster analysis, specifically, fixed effects difference regression.
This accounts for both measured and unmeasured healthcare
supply and labor factors, which vary by geographic location, by
only contrasting each outcome for beneficiaries residing in the
same geographic area. We mapped each beneficiary’s zip code
of residence into the two Dartmouth Atlas-based geographic
area units characterized by healthcare utilization patterns:
the “hospital referral regions” (HRRs) and “hospital service
areas” (HSAs). The United States is divided into approximately
300 HRRs and 3,000 HSAs. The five “primary-care visit
groups” based on number of such visits during the pre-period
were our key predictors, while adjusting for other factors
known to affect health utilization and outcomes: age20, sex21,
race 22, receipt of Medicaid, nursing home use, comorbid-
ity1,3,23,24, and place of residence25–27 by HSA. We calculated
each risk-adjusted, expected outcome for a primary-care visit
group by using its coefficient and themean values for each of the
other covariates in the equation predicting the outcome.

Since sicker people visit doctors more often, the primary
care visit group is highly confounded with pre-period morbidity.
We additionally examined our data within comorbidity score
quartiles to examine the possibly differential effect of primary-
care visit frequency on sicker patients.

We examined the presence of end-of-life hospitalizations for
CHF or COPD among patients with those conditions. We
identified people with COPD (ICD-9-CM codes for chronic
bronchitis 491.xx, emphysema 492.xx, asthma 493.xx, and
COPD NOS 496.xx) or CHF (428.xx) if they had at least one
clinical encounter with a diagnostic code for these conditions
during the pre-period. We used logistic models to predict the
likelihood of a hospitalization for each condition, adjusting for
age, sex, race, Medicaid receipt, nursing home use, and total
comorbidity burden (DCG score). However, with relatively rare
dichotomous outcomes (only 8–17% of those with CHF or
COPD were hospitalized for these conditions), it was not
feasible to also account for geography using 3,000 regional
fixed-effect clusters (HSAs). Recognizing the importance of
geography, we verified that findings from the logistic models
without geographic adjustment were consistent with a linear
regression analysis of the same data, using hospital referral
regions (HRRs) as the geographic cluster unit. Noting that pre-
period primary visits were strongly associated with death in a
nursing home (ranging from 18% for those with 0 visits to 43%
for those with greater than 9 visits), we repeated the modeling
including interactions between the pre-period nursing home
use indicator and the primary care visit groups. We also
performed several sensitivity analyses, examining separately
those who did and did not use a skilled nursing facility (SNF) in
the pre-period, and both controlling for hospice use, and
removing hospice patients, from analyses.

RESULTS

Among 78,356 Medicare decedents in our sample, 56% were
female; 40%, White; 36%, Black; and 11%, Hispanic. The mean
age at death was 81 years (range 66–98). In the 12-month pre-
period prior to the final 6 months of life, 32% received
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Medicaid, 13% had Medicare-reimbursed nursing home care,
and less than 2% were enrolled in hospice. Also, 38% had 0
primary care visits, 22% had 1–2, 19% had 3–5, 10% had 6–8,
and 11% had 9 or more visits. The following were associated
with less primary care utilization: younger age, Black race,
male sex, no Medicaid, no nursing home use, fewer hospital
admissions, and less comorbidity (Table 1).

In the final 6 months of life, 24% of the population used
hospice. Death occurred in a hospital for 43% and a nursing
home for 25%. The average number of hospital days was 15.1,
average costs were $24,800, and 17% of those with CHF and
8% of those with COPD had at least ine admission for the
respective ACSC (Table 1).

More primary care visits in the pre-period were associated
with reduced hospital days, in-hospital deaths, cost, and
preventable hospital admissions. After adjusting for age, sex,
race, Medicaid, nursing home use, comorbidities, and geo-
graphic location, expected total hospital days in the last
6 months of life varied with the number of primary-care visits
in the pre-period as follows (Table 2): 15.3 days for decedents
with 0 primary-care visits; 15.9 days for 1–2 visits; 14.2 days
for 6–8 visits; and 13.4 days for 9 or more visits (P<0.001).The
association was even greater among those who used SNF care
in the pre-period (Table 3).

After adjusting for age, sex, race, Medicaid, nursing home
use, comorbidities, and place of residence, in-hospital deaths
occurred as follows: 43.9% of decedents with 0 primary-care

visits, 43.8% of those with 1–2 visits, 43.1% with 3–5 visits,
39.5% with 6–8 visits, and 39.2% of those with ≥9 visits
(Table 2). While hospice use was associated with site of death,
sensitivity analyses that either controlled for hospice use or
removed hospice patients did not notably alter the association
between primary care visits and in-hospital death (data not
shown).

Adjusting for the same factors, more primary-care visits
were associated with reduced total Medicare expenditures at
the end of life (Table 2). Among decedents with 0 primary-care
visits in the pre-period, total costs in the last 6 months were
$24,449, compared to $26,026 for decedents with 1–2 primary
care visits, $25,572 for decedents with 3–5, $24,005 for
decedents with 6–8 primary care visits, and $23,345 for
decedents with ≥9 primary care visits.

Among Medicare beneficiaries with diagnoses of congestive
heart failure (CHF) or chronic obstructive pulmonary disease
(COPD), those who had more primary care visits in the pre-
period were less likely to be hospitalized for these conditions
during the last 6 months of life (Table 3). Those with ≥9
primary care visits in the 12 months preceding the end-of-life
period were significantly less likely to be hospitalized for CHF
(odds ratio=0.82, 95% CI 0.74—0.92), and COPD (odds ratio=
0.81, 95% CI 0.68−0.97) compared to those with fewer visits.
These significant associations between more primary care
visits and the main outcome of hospital days were magnified
for the sickest 25% of patients. Repeating the multivariable

Table 1. Decedent Characteristics by Numbers of Prior Primary Care Visits* †

Pre-period Characteristics† Primary Care Visit Groups

Total 0 1–2 3–5 6–8 ≥9

N 78,356 29,557 17,181 15,112 7,952 8,554
% 100 38 22 19 10 11
Mean age (SD) 80.9 (8.1) 80.1 (8.2) 80.8 (8.1) 81.2 (8.0) 81.6 (8.0) 82.5 (8.1)
Women, % 56 51 57 59 61 63
White, % 40 36 40 42 44 41
Black, % 36 41 36 32 30 31
Hispanic, % 11 11 11 11 10 10
Other, % 14 13 13 14 16 17
Medicaid, % 32 29 31 32 36 42
Nursing home use,% 13 6 12 16 20 27
Mean comorbidity risk score (SD)|| 2.2 (1.7) 1.7 (1.5) 2.1 (1.6) 2.4 (1.6) 2.8 (1.7) 3.3 (1.9)
Mean number of hospital admissions (SD) 0.7 (1.3) 0.9 (1.4) 1.0 (1.5) 1.1 (1.6) 1.3 (1.7)
Diagnoses:
CHF, % § 32 23 29 36 43 48
COPD, % § 26 19 25 30 33 35
End-of-life utilization‡

Mean total hospital days (SD) 15.1 (20.2) 14.5 (20.2) 15.5 (19.8) 15.6 (20.2) 15.0 (20.1) 15.8 (21.1)
Mean total costs in $1,000 (SD) 24.8 (30.9) 23.4 (29.8) 25.1 (30.2) 25.7 (30.3) 25.2 (31.2) 27.4 (36.3)
Hospice, % 24 22 25 25 24 22
Place of death
In-hospital, % 43 45 44 42 39 39
Nursing home, % 25 18 22 28 36 43
Residence, % 21 24 22 19 16 10
ACSC hospitalization among those with:
CHF, % § 17 18 18 17 16 15
COPD, %§ 8 10 9 8 7 7

*All P<0.001
†Pre-period, months 18–7 before death
‡End-of-life utilization, months 6–date of death, unadjusted
§CHF, congestive heart failure, COPD, chronic obstructive pulmonary disease
||Comorbidity risk score = relative risk from DxCG’s prospective risk adjustment software, which organizes ICD-9-CM diagnosis codes from the Medicare
utilization files, assigns weights to them, and summarizes their expected impact on future expenditures via a relative risk score.
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analyses using comorbidity score quartiles, we found the
sickest decedents with ≥9 primary care visits had an average
of two fewer hospital days compared to those with no primary
care visits (Table 3).

DISCUSSION

Frequent primary care visits were associated with four key
end-of-life care outcomes: fewer days hospitalized, fewer
preventable hospital admissions, fewer in-hospital deaths,
and lower total costs.

Few interventions have been shown to influence end-of-life
care either by improving quality or reducing costs. Although
hospice and advance directives can improve patient self-
efficacy at the end of life, neither clearly reduces costs4,5,7,28,29.
Thus, the association of visits to primary care physicians with

substantial reductions in costs and utilization at the end of life
is especially notable. Although we cannot conclude from our
cross-sectional analysis that more primary care visits cause
lower utilization, primary care may substitute outpatient visits
for more costly hospitalizations of patients with complex
medical conditions. Although previously shown for specific
chronic diseases30, our study is the first to find this association
at the end of life. A recent systematic review found that
hospitalization of nursing home residents is determined by
many factors, including sociodemographics, individual prefer-
ences, provider preferences, and economics of the particular
healthcare system31. Our study suggests that fewer prior
primary care visits are yet another determinant of hospitalization
for Medicare beneficiaries.

There may be a threshold effect, because only at six or more
visits was end-of-life utilization lower. Higher utilization and
costs incurred by those with 1–5 visits compared to those with
0 visits could be due to patients with relatively high morbidity
receiving too few primary care visits. In addition, patients with
0 visits had healthier beneficiaries who likely required few
healthcare services; the healthiest patients probably do not
benefit from frequent primary care visits. However, among the
sickest Medicare beneficiaries, frequent primary care visits
were associated with a 9% reduction in hospital days.

Our findings differ from those of Weinberger et al.32, who
found that increased primary care was associated with a
higher hospital re-admission rate. It is possible that for the
select group of severely ill veterans in this study, more primary
care led to more hospital re-admissions because the patients
were prematurely discharged from the hospital, and their
clinical decompensation was appropriately evaluated and
triaged by the primary care team. In contrast, our study
population is 50-fold larger and a more representative sample
of the national Medicare population. In addition, rather than
focusing on re-admissions, we measured total hospital admis-
sions and days.

By using fixed effect regression analysis with geographic
clustering, we adjusted for both measurable and unmeasur-
able geographic factors. Previous studies have shown the
importance of local characteristics of the health-care system
in rates of preventable hospitalizations for Ambulatory Care

Table 3. Hospital Utilization§ and ACSC|| Admissions within Selected Patient Cohorts by Level of Prior Primary Care Use¶

Number of
Primary Care
Visits

Non-SNF Users Hospital
Days (95% CI) N=68,170

SNF Users Hospital Days
(95% CI) N=10,186

Sickest Quartile Hospital
Days (95% CI) N=19,589

CHF Admission Odds
Ratio (95% CI)
N=24,856

COPD Admission Odds
Ratio (95% CI) N=20,161

0 15.4 (15.1,15.6) 14.5 (13.5,15.4) 22.7 (21.6, 23.9)‡ Reference Reference
1–2 16.2 (15.9,16.5)† 13.9 (13.0,14.8) 21.9 (20.8, 23.0)‡ 1.00 (0.93,1.12) 0.96 (0.84,1.10)
3–5 15.7 (15.4,16.1) 13.8 (12.9,14.6)† 21.1 (19.8, 22.4)‡ 0.98 (0.89,1.08) 0.85 (0.74,0.98)*
6–8 14.4 (13.9,14.9)† 12.9 (11.9,13.9)† 20.5 (19.3, 21.7)‡ 0.88 (0.79,0.99)* 0.75 (0.63,0.90)*
≥9 13.8 (13.3,14.3)† 11.6 (10.8,12.5)† 19.5 (18.8, 20.3)‡ 0.82 (0.74,0.92)* 0.81 (0.68,0.97)*

*P<0.05, reference=0 primary-care visits
†P<0.01, reference=0 primary-care visits, no Skilled Nursing Facility (SNF) services
‡P<0.01, reference=0 primary-care visits, lowest quartile comorbidity (least sick), after population was first stratified into four quartiles by comorbidity
risk score
§ Utilization measured during final 6 months of life, and adjusted for age, sex, race, Medicaid, nursing home use, comorbidity, geographic variation
(hospital service area)
||ACSC, ambulatory care sensitive conditions: CHF, congestive heart failure; COPD, chronic obstructive lung disease. Admissions for ACSC measured
during final 6 months of life and adjusted for age, sex, race, Medicaid, nursing home use, and comorbidity
¶Primary-care visits measured during pre-period, months 18-7 before death

Table 2. Healthcare Utilization§ and Percentage of Deaths§ in
Hospital by Level of Prior Primary Care Use ||(N=78,356)

Number of
Primary Care
Visits

Total Hospital
Days (95% CI)

Total Costs
$1,000
(95% CI)

In-hospital Death
% Population
(95% CI)

0 15.3
(15.0, 15.5)

24.5
(24.1, 24.8)

43.9 (43.3, 44.5)

1–2 15.9
(15.6, 16.2) ‡

26.0
(25.6, 26.5) *

43.8 (43.1, 44.5)

3–5 15.4
(15.1, 15.8)

25.7
(25.1, 26.0) *

43.1 (42.3, 43.9) †

6–8 14.2
(13.7, 14.6) ‡

24.0
(23.3, 24.7)

39.5 (38.4, 40.1) †

≥9 13.4
(12.9, 13.8) ‡

23.4
(22.7, 24.0) *

39.2 (38.1, 40.4) †

*P<0.05, reference=0 primary-care visits
†P<0.01, reference=0 primary-care visits
‡P<0.001, reference=0 primary-care visits
§Outcomes measured during final 6 months of life and adjusted for age,
sex, race, Medicaid, nursing home use, comorbidity, and geographic
variation (hospital service area)
||Primary-care visits measured during pre-period, months 18-7 before
death
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Sensitive Conditions30,33 and hospital utilization at the end of
life26,27,34. These local characteristics are more important than
patient preferences in determining whether someone dies in a
hospital at the end of life21. After controlling for geographic
variations, we found that fewer previous primary care visits are
also a determinant of in-hospital death. Our findings are
robust to geographic area variations in healthcare use. With
more visits, primary care physicians may be better able to elicit
patients’ preferences, resulting in fewer hospitalizations and
unwanted in-hospital deaths.

The study has several limitations. Medicare claims data
contain no direct information regarding beneficiary prefer-
ences, appropriateness of clinical treatment, or quality of care.
These findings may not generalize to Medicare beneficiaries in
the End Stage Renal Disease program, in managed care plans,
or those without the optional Medicare part B coverage.
Although we did not have clinical data on disease severity,
the DCG comorbidity score, constructed from detailed data
encoded in diagnoses recorded during all medical encounters,
has been shown to accurately predict future utilization of a
population with very different levels of future mortality and
costs15,24,35,36. Primary care visits do not account for all forms
of primary care. For example, nurse visits, telephone consulta-
tions, and primary care provided by specialists were not
counted. The economic status of beneficiaries was only
partially captured by Medicaid receipt as noted in Medicare’s
records. Also, since Medicare only covers the first 3 months of
a nursing home stay after hospitalization, we could not
distinguish long-term care residents from short-term skilled
nursing facility (SNF) users in our dataset. However, our
findings suggest that primary care visits reduce hospital
utilization most profoundly within nursing homes. Almost half
of the beneficiaries with >9 primary-care visits died in a
nursing home, and the association of more primary-care visits
with reduced end-of-life utilization was most striking among
previous SNF users. Given these limitations, future studies
could use the additional demographic information in the
Medicare Minimum Dataset (MDS) to clarify the relationship
between primary care visits and hospital utilization among
long-term nursing home residents.

As concerns about the quality and costs of end-of-life care
increase, our study suggests that providing more primary
care to Medicare beneficiaries may improve the quality of
end-of-life care while reducing time spent in the hospital and
overall costs. In 2001, nine primary-care visits cost Medicare
approximately $3,000, 9 days in the hospital cost Medicare
approximately $11,000, and 533,000 fee-for-service Medicare
beneficiaries died in the hospital37. Decreasing just 1
hospital day for each of these beneficiaries at the end of life
could have saved millions of dollars. Future studies that
incorporate Medicare’s DRG reimbursement system, hospice,
home services, and pharmaceutical costs are needed to
validate the cost-effectiveness of enhanced primary care at
the end of life.

To achieve greater primary care utilization by a growing
population of elderly, the workforce of primary care providers
must grow. However, the primary care workforce is diminish-
ing due to many primary care physicians leaving practice and
few young physicians entering primary care38. Thus, providing
more primary care may require increased training opportunities
for nurses and physicians, or altered incentives that make
primary care provision a more attractive enterprise33,38.
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ORIGINAL ARTICLE

Implications of Comorbidity on Costs for Patients With
Alzheimer Disease

Tzu-Chun Kuo, PhD,* Yang Zhao, PhD,† Sharada Weir, DPhil,‡§ Marilyn Schlein Kramer, MBA,*
and Arlene S. Ash, PhD*‡§

Background: No prior studies have used a comprehensive clinical
classification system to examine the effect of differences in overall
illness burden and the presence of other diseases on costs for
patients with Alzheimer disease (AD) when compared with demo-
graphically matched nondemented controls.
Study Design: Of a total of 627,775 enrollees who were eligible for
medical and pharmacy benefits for 2003 and 2004 in the MarketScan
Medicare Supplemental and Coordination of Benefits Database, we
found 25,109 AD patients. For each case, 3 demographically
matched nondemented controls were selected using propensity
scores. Applying the diagnostic cost groups (DCGs) model to all
enrollees, 2003 diagnoses were used to estimate prospective relative
risk scores (RRSs) that predict 2004 costs from all illness other than
AD. RRSs were then used to control for illness burden to estimate
AD’s independent effect on costs.
Results: Compared with the control group, the AD cohort has more
comorbid conditions (8.1 vs. 6.5) and higher illness burden (1.23 vs.
1.04). Individuals with AD are more likely to have mental health
conditions, neurologic conditions, cognitive disorders, cerebrovas-
cular disease, diabetes with acute complications, and injuries. An-
nual costs for AD patients are $3567 (34%) higher than for controls.
Excess costs attributable to AD, after controlling for non-AD illness
burden, are estimated at $2307 per year with outpatient pharmacy
being the key driver ($1711 in excess costs).
Conclusions: AD patients are sicker and more expensive than
demographically matched controls. Even after adjusting for differ-
ences in illness burden, costs remain higher for AD patients.

Key Words: Alzheimer disease, comorbidity, illness burden,
diagnostic cost group

(Med Care 2008;46: 839–846)

Alzheimer disease (AD) is a devastating neurodegenerative
disease affecting 1 in 10 individuals over 65 and nearly

half of those over 85.1,2 As the population ages, the preva-
lence of AD will increase. By 2050, the worldwide number
with AD is expected to grow from 26 million in 2006 to
nearly quadruple by 2050,3 with daunting implications for
costs.4,5 Examining the effect of comorbid conditions on
costs should inform better management of AD patients.

Prior research has found that the medical care costs for
AD patients are not only large and increasing but that their costs
are substantially higher than for average Medicare beneficiaries
in the United States.6–19 Failure to understand and recognize
these excess costs can result in inappropriate resource alloca-
tions and unfair efficiency assessments for providers of patients
with AD. Prior studies have typically used the Charlson Comor-
bidity Index,20 which summarizes the combined impact of 19
medical conditions, to examine the effect of comorbidities on
costs in AD.8–14 The Charlson Index includes no psychiatric
comorbidities, urinary tract infection, pneumonia, or hip frac-
ture; all of which are common among individuals with AD. No
previous study has explicitly examined a comprehensive disease
profile of AD patients and its impact on the total medical cost of
AD patients.

Many AD cost studies have used Medicare administra-
tive records with no information on outpatient prescription
drugs, an important category of AD spending.6–9,11,16–19 Also,
most previous studies have examined data collected before
2000. In contrast we use a comprehensive claims database from
2003 to 2004 with complete medical and pharmacy claims. We
also use a comprehensive clinical classification system to
identify all comorbidities of AD, to summarize their collec-
tive impact in a prospective relative risk score (RRS), and to
compare total medical costs for patients with AD with a
demographically matched, nondemented control group. We
use the RRS to measure “excess costs” in the AD patients
compared with controls, to examine characteristics of the
most and least expensive AD patients, and to test the hypoth-
eses that AD patients incur higher and more predictable
medical costs, and that they have more and different comor-
bidities, than demographically similar controls. Finally, we
investigate the extent to which a greater burden of other
illnesses explains the elevated costs of patients with AD. This
information will help health plans develop and evaluate
effective management protocols for AD.
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METHODS

Data Source
Data were drawn from the MarketScan Medicare Sup-

plemental and Coordination of Benefits (COB) Database for
2003 and 2004. The data captured person-specific clinical
utilization, expenditures, and enrollment across inpatient,
outpatient, and prescription drugs. These data contain claims
of Medicare beneficiaries with employer-sponsored supple-
mental coverage, with both Medicare- and supplemental-
insurance paid costs, including coinsurance and deductibles.

Sample Selection
The eligible population included those aged 65 or older

as of January 1, 2003 who were eligible for medical and
pharmacy benefits for all 12 months of 2003 and at least 1
month in 2004 (n � 627,775).

There are many types of non-Alzheimer’s dementia,
such as vascular dementia, Parkinson disease, Lewy body
dementia, and frontotemporal dementia. The AD patient pop-
ulation accounts for 50–70% of all dementias and is the most
homogeneous dementia.21 In addition, AD is the only type of
dementia with approved pharmacologic treatment and its
pathology is the best understood. Because AD patients may
be misdiagnosed with other dementias, we chose to make a
clean comparison by comparing those diagnosed with AD
with demographically similar controls with no evidence of
dementia.

The AD cohort was selected according to clinical pro-
files and drug information, which included those who had at
least 1 claim with ICD-9-CM code 331.0 (Alzheimer dis-
ease)22 in any position on a physician/clinically trained pro-
fessional or facility claim with a “from date of service” in
2003 and/or at least one pharmacy claim for Tacrine, Done-
pezil, Galantamine, Rivastigmine, or Memintine with a
“filled date” in 2003. Using these criteria, we identified
25,109 individuals with AD in our data. In the nondemented
control population, we excluded not only individuals with
AD (as defined above), but also individuals with claims with
any diagnosis of dementia (290.xx, 294.1x, 294.8x, 331.1x–
331.9x, 797.xx) in any position on a physician/clinically
trained professional or facility claim with a “from date of
service” or a pharmacy claim for any of the drugs listed above
with a “fill date” in either 2003 or 2004.

To select a nondemented control cohort that was de-
mographically comparable with the AD cohort, we first used
logistic regression to estimate the propensity for (that is, the
probability of) being in the AD cohort as a function of 4
factors: age on January 1, 2003, sex, US geographic region
(North East, North Central, West, South, and Unknown), and
eligibility in 2004 (1–5, 6–11, and 12 month categories). We
then partitioned the combined AD and nondemented popula-
tion into 20.5%-quantiles of increasing propensity score.
Within each quantile, we took all of the AD cases and a
random sample from the nondemented control group. The
size of MarketScan data set allowed us to select 3 people in
the nondemented control group for every person in the AD
cohort. Thus, the control cohort contained 75,327 people.

Illness Burden Measure
We implemented diagnostic cost groups (DCGs) mod-

els using DxCGs RiskSmart software to measure illness
burden and account for the effect of illness burden on cost.23

DCG models create comprehensive clinical profiles of each
individual in the sample based on all diagnoses recorded on
claims (excluding laboratory and radiology claims and other
services without a face-to-face clinician encounter). ICD-
9-CM diagnosis codes are grouped into 781 homogeneous
clinical groups, called DxGroups. The DxGroups are mapped
into 184 condition categories (CCs) based on the clinical
body system and relative resource use. The CCs in turn are
organized into 30 aggregated condition categories (ACCs)
based on body system and condition, with CCs within a given
ACC (eg, diabetes, heart disease, or cancer) being arranged in
hierarchies so that only the most severe manifestation of each
distinct type of condition is credited in a “hierarchicalized”
vector of information that summarizes the conditions present
(HCCs). Although the DxGroups are useful for “drilling down”
to examine highly specific clinical entities, and the ACCs are
mainly useful for high-level reporting, it is HCCs, age and sex
that are used to predict outcomes, such as next year’s costs,
making DCG models robust to many variations in practices for
coding diagnoses in administrative claims data.24–31

First, we used 2003 diagnoses (as grouped into the
DCG clinical groupings) and demographics (age/sex) to pre-
dict 2004 costs for the entire population of 627,775 eligible
individuals. This prospective framework is useful for seg-
menting populations based on future costs or utilization. We
quantified “illness burden” for each individual as an RRS,
which is his or her predicted cost divided by the mean cost of
the full group of 627,775 people. Thus, the mean RRS for the
full population is 1.00, and an individual with a RRS of, say,
1.20 is expected—based on illness burden—to cost 20%
more than the population average. For this study, we “zeroed
out”—that is, did not use—the CC for AD in calculating
relative risk scores, so that 2 people of the same age and sex
and identical disease profiles with the exception of AD are
predicted to have the same cost. Thus, risk-adjusted differ-
ences in costs between the AD cohort and the control group
can be exclusively attributed to the presence of AD.

Analysis
We used standard descriptive statistics to compare the

costs of the AD and control cohorts, and the coefficient of
variation (CV), defined as a population mean divided by its
standard deviation and expressed as a percent, to compare
cost variability. We calculated odds ratios to examine differ-
ences between the cohorts in the prevalence of other diseases.
Weighted least squares (WLS) regressions were used to
assess the impact of AD on total cost and cost by claim type
(ie, inpatient, outpatient, and pharmacy), with the weights
being fraction of the year eligible in 2004. We estimated
WLS models of the following structure on the combined AD
plus control cohorts:

Y � � � � * �AD Cohort� � �1 * �RRS� � �2 * �RRS2�,
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where Y is an annualized cost (for a type of service, or total),
AD cohort is an indicator variable for being in the AD cohort
and RRS is the prospective relative risk score as described
above. � is the incremental cost associated with having AD.

RESULTS

Descriptive Statistics
As shown in Table 1, the AD cohort (n � 25,109) is on

average older than the total nondemented population from
which the control cohort was drawn (mean age 80.1 year vs.
74.2; 6.7% aged 90 or older vs. 2.3%); it has more females
(61.6% vs. 56.2%), fewer people with a full year (12 months)
of eligibility in 2004 (85.2% vs. 94.6%), and a higher burden
of non-AD illness (mean RRS of 1.23 vs. 0.98). Thus, based
on differences in age and other comorbidities alone, and
ignoring the diagnosis of AD, we expect people with AD to
cost quite a bit more than the nondemented population.

Propensity score matching yielded 75,327 controls that
are similar to the AD cohort on age, sex, region, and eligi-
bility. For example, the controls average age is 80.1 year,
they are 62.5% female, and 87.6% are eligible for all 12
months in 2004. However, the matching purposefully allowed
illness burden to reflect its natural distribution in the nonde-

mented controls, who are older than the nondemented popu-
lation as a whole, so we expect a higher risk score than 0.98.
Because the matching does not enforce any particular relationship
between the risk scores of the AD and control cohorts, it is
meaningful that the control cohorts mean RRS is only 1.04, far
less than the AD cohorts mean RRS of 1.23. Thus, based on a
higher burden of non-AD illness burden alone, we expect the
AD cohort to cost about 18% more than the controls.

Cost Variation
As seen in Table 2, AD patients are 34% more expensive

than controls ($13,936 compared with $10,369 in 2004). They
also cost more within each spending category (inpatient care
cost, outpatient care cost, and outpatient pharmacy cost). As we
will quantify later, part of the higher cost of AD is attributable to
higher non-AD illness burden. Total cost and cost by spending
category for the AD patients exhibit less variation (that is,
smaller standard deviations) than costs for the control cohort.
Together, higher costs and lower standard deviations lead to
markedly lower CVs in the AD cohort. For example, the CV for
total cost is 181 for the AD cohort versus 324 for controls.

Within each cohort, we examined costs by category and
in total for the sickest 5% and 20% of the individuals—that
is, those with the highest prospective RRSs—and compared

TABLE 1. Population Characteristics by Cohort

Full
Population

Full Population

Control
Cohort*AD Cohort

Non-AD
Dementia

Non-Demented
Control Population

Observations 627,775 25,109 33,787 568,879 75,327

Age as of January 1, 2003 (yrs)

Mean 74.7 80.1 79.2 74.2 80.1

65–69 (%) 27.3 6.1 9.7 29.3 6.1

70–74 (%) 26.3 13.9 17.2 27.3 13.7

75–79 (%) 22.0 25.6 24.6 21.7 26.1

80–84 (%) 14.9 29.2 24.7 13.6 28.5

85–89 (%) 6.9 18.5 16.1 5.8 17.8

90� (%) 2.7 6.7 7.7 2.3 7.8

Sex

Male (%) 43.5 38.4 40.5 43.9 37.5

Female (%) 56.6 61.6 59.5 56.2 62.5

Region

Northeast (%) 12.9 11.9 11.7 13.0 14.3

North central (%) 34.0 34.7 36.6 33.8 34.2

South (%) 34.9 36.6 34.3 34.8 31.9

West (%) 18.1 16.7 17.2 18.2 19.3

Unknown (%) 0.3 0.2 0.2 0.3 0.3

Eligibility months in 2004

Mean months 11.6 11.1 11.3 11.7 11.2

1–5 months (%) 2.6 7.0 5.0 2.2 5.9

6–11 months (%) 3.6 7.8 7.5 3.2 6.5

12 months (%) 93.9 85.2 87.5 94.6 87.6

2003 morbidity indicators

Mean illness burden score† 1.00 1.23 1.41 0.98 1.04

Mean number of condition categories 6.41 8.12 9.37 6.16 6.46

*Subset of the nondemented control population using propensity score based on age, sex, region, and 2004 eligibility months.
†Prospective and based on DCG Model with AD indicators zeroed out and normalized to the full population.
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them to costs for the bottom 50%. As seen in Table 3, the
mean cost for the top 5% of the AD cohort is $28,544,
accounting for 10% of all AD cohort cost. The top 5% of the
control cohort has similar mean cost ($30,941), but it ac-
counts for nearly 15% of the full control groups’ overall cost.
The bottom 50% of the AD cohort has mean annualized cost
of $10,212, accounting for 37% of total AD cohort cost; the
analogous figures for the controls are $5498 and 27%. Mean
cost in the top 5% of the AD cohort is 2.8 times as high as for
its least sick 50%; among the controls, this ratio is 5.6.

Average illness burden also varies dramatically within
each cohort between the sickest 5% and bottom 50%. Mean
RRS is 3.22 for the sickest 5% of AD patients and 0.71 for the
bottom 50%, with the top group thus being 4.5 “times as
sick”; the analogous figures among the controls are 3.10,
0.55, and 5.6.

Prevalence
The AD cohort has more non-AD illness than the

controls, even though the cohorts are similar with respect to

TABLE 2. 2004 Cost for AD and Control Cohorts, by Type of Service

AD Cohort Control Cohort
Risk-Adjusted

Difference† P‡Mean SD CV* Mean SD CV*

Inpatient care $5111 21,396 419 $4024 30,243 751 $719 �0.0001

Outpatient care $4769 9373 197 $4176 10,170 244 �$123 0.0489

Outpatient pharmacy $4056 3109 77 $2169 3782 174 $1711 �0.001

Total $13,936 25,214 181 $10,369 33,561 324 $2307 �0.001

*CV � 100 � SD/mean.
†The risk-adjusted difference is calculated as �1 from a weighted least square regression of the form Y � � � � * (AD Cohort) �

�1 * (RRS) � �2 * (RRS2), where Y is total cost, AD indicates being in the AD Cohort and RRS is the DCG-based prospective relative risk
score with AD indicators zeroed out.

‡The t test on the estimated �1 coefficient, in the regression described below, for risk-adjusted cost.

TABLE 3. 2004 Cost by Quantiles of Predicted Cost, Within AD and Control Cohorts

AD Cohort Control Cohort
Risk-Adjusted

Difference† P‡

50% of entire cohort with lowest predicted cost

Age 80.39 80.42 — —

Illness burden score* 0.71 0.55 — —

Inpatient care $3734 $2072 $981 �.001

Outpatient care $2920 $1983 $288 �.001

Outpatient pharmacy $3557 $1443 $1902 �.001

Total $10,212 $5498 $3171 �.001

% of entire cohort 2004 cost 36.64% 26.51% — —

Top 20% of entire cohort

Age 79.79 80.26 — —

Illness burden score* 2.32 2.11 — —

Inpatient care $8111 $8663 $308 0.545

Outpatient care $8836 $9043 �$1081 �.001

Outpatient pharmacy $4873 $3447 $1412 �.001

Total $21,819 $21,153 $639 0.285

% of entire cohort 2004 cost 31.32% 40.80% — —

Top 5% of entire cohort

Age 79.54 80.17 — —

Illness burden score* 3.22 3.10 — —

Inpatient care $10,682 $12,649 $480 0.720

Outpatient care $13,039 $14,646 �$2540 0.001

Outpatient pharmacy $4822 $3645 $1172 �0.001

Total $28,544 $30,941 �$888 0.575

% of entire cohort 2004 cost 10.25% 14.92% — —

Ratio of top 5% mean costs to bottom 50% 2.80 5.63

*Based on DCG Model with AD indicators zeroed out and normalized to the full population.
†The risk-adjusted difference is calculated as �1 from a weighted least square regression of the form Y � � � � * (AD Cohort) �

�1 * (RRS) � �2 * (RRS2), where Y is total cost, AD indicates being in the AD Cohort and RRS is the illness burden score.
‡The t test on the estimated �1 coefficient, in the regression described below, for risk-adjusted cost.
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age, sex, region, and eligibility. On average, those in the AD
cohort have diseases across 8.1 nondementia CCs versus 6.5
for controls (Table 1).

We used odds ratios to quantify differences in preva-
lence rates for specific diseases between the AD and control
cohorts. Odds ratios were computed by dividing the odds of
the disease in the AD cohort by the odds of the disease in the
control group. In general, an odds ratio greater than 1 means
that the disease is more common among people with AD,
whereas an odds ratio less than 1, means that it is less
common for people with AD. Most ACCs are more common
in the AD cohort (Table 4). Excess risk for AD patients is
greatest (with odds ratios greater than 2) for the following
conditions: cognitive disorders, mental health conditions,
neurologic disorders, and cerebrovascular disease. However,
some ACCs are less common for AD patients: malignant
neoplasm, benign/in situ/uncertain neoplasm, eye conditions,
genital system disorders, and screening/history.

At the more granular level, we report differences in CC
prevalence and risk-adjusted costs for some particularly in-
teresting comorbid conditions. All reported CCs are at least
1% prevalent in both the AD and control cohorts (Table 5).
The selected CCs have either exceptionally different preva-

lence in the 2 cohorts, have high risk-adjusted differences in
cost, or are particularly common.

The 5 most prevalent CCs in the AD cohort are major
depressive, bipolar, and delusional disorders, depression, isch-
emic, or unspecified stroke, miscellaneous psychiatric disorders,
and hip fracture or dislocation. AD patients have 5 times more
risk of having major depressive, bipolar, and delusional disor-
ders than the controls. We will report later that this mental
condition is also the top in excess cost attributable to AD
patients. There are a few CCs that are significantly less common
in the AD cohort. These include: pelvic inflammatory disease/
other specified female genital disorders, benign neoplasms of
skin, breast and eye, glaucoma, history of disease, and lym-
phatic/head/neck/brain/major cancer. Within the highly com-
mon comorbid conditions, AD patients have more diabetes
with no/unspecified complications, other endocrine/metabol-
ic/nutritional disorders, miscellaneous gastrointestinal disor-
ders, specified heart arrhythmias, precerebral arterial occlusion
and transient cerebral ischemia, miscellaneous circulatory dis-
ease, viral and unspecified pneumonia: pleurisy, urinary tract
infection, and miscellaneous injuries. AD patients, however, are
less likely to have osteoarthritis of hip or knee and screening/
observation exams.

TABLE 4. Prevalence and 2004 Mean Cost for AD and Control Cohorts by 2003 DCG Aggregated Condition Category (ACC)

ACC

Prevalence
AD Cohort

(Obs. � 25,109)
Control Group
(Obs. � 75,327) Excess AD Cost

AD
(%)

Control
(%)

Odds
Ratio†

Mean
Actual Cost

Mean
RRS

Mean
Actual Cost

Mean
RRS

Raw
Difference

Risk-Adjusted
Difference

$13,936 1.23 $10,369 1.04 $3567* $2307*

Infectious and parasitic 19.6 11.3 1.91* $16,180 1.58 $15,047 1.54 $1133 $1587*

Malignant neoplasm 9.8 11.5 0.84* $18,214 1.91 $17,358 1.79 $855 $495

Benign/in situ/uncertain neoplasm 12.9 15.9 0.78* $15,690 1.36 $11,879 1.16 $3812* $2453*

Diabetes 14.3 12.1 1.21* $19,607 1.84 $16,081 1.64 $3526* $2522*

Nutritional and metabolic 26.4 21.9 1.28* $15,981 1.52 $12,954 1.32 $3027* $2033*

Gastrointestinal 1.9 1.9 1.24* $16,977 1.65 $14,654 1.49 $2324* $1822*

Musculoskeletal and connective tissue 25.5 21.7 1.20* $16,228 1.50 $13,090 1.35 $3139* $2214*

Hematological 45.8 41.4 1.38* $20,840 2.12 $22,268 2.14 �$1428 $1128

Cognitive disorders 11.6 8.7 155.72* $14,289 1.31 $14,866 1.92 �$578 $3840*

Mental 53.1 0.7 5.08* $17,396 1.68 $14,651 1.64 $2745* $2448*

Neurological 0.6 0.3 2.32* $18,393 1.76 $15,252 1.63 $3142* $2740*

Cardio-respiratory arrest 15.4 3.5 1.43* $22,604 2.42 $23,855 2.39 �$1251 $2105

Heart 0.1 0.0 1.16* $15,815 1.48 $13,356 1.31 $2460* $1842*

Cerebrovascular 14.7 6.9 2.60* $17,481 1.69 $15,544 1.62 $1937* $2129

Vascular 2.4 1.7 1.46* $18,111 1.81 $16,988 1.76 $1123 $1261*

Lung 59.4 55.9 1.30* $17,746 1.78 $16,408 1.66 $1338* $1445*

Eyes 19.7 8.6 0.82* $15,758 1.43 $12,076 1.22 $3682* $2318*

Ears, nose, throat, and dental 17.1 12.4 0.99 $16,150 1.48 $13,116 1.30 $3034* $2158*

Urinary system 24.8 20.3 1.59* $18,824 1.81 $17,570 1.73 $1254 $1604*

Genital system 38.8 43.6 0.90* $16,794 1.51 $12,617 1.28 $4177* $2434*

Skin and subcutaneous 20.4 20.5 1.12* $15,949 1.51 $13,087 1.32 $2861* $1936*

Injury, poisoning, and complications 21.6 14.8 1.79* $16,833 1.62 $14,720 1.53 $2112* $2143*

Symptoms, signs, and ill-defined conditions 10.7 11.8 1.87* $15,721 1.47 $13,930 1.40 $1791* $1838*

Transplants, openings, and other V-codes 0.0 0.0 1.44* $18,372 2.44 $20,833 2.33 �$2462 �$1647

Screening/history 31.1 28.7 0.83* $16,354 1.49 $12,645 1.30 $3709* $2378*

*Statistically significant at the 5% level: �2 test for prevalence; 2-sample t test for raw difference; t test for regression coefficient for risk-adjusted difference.
†Odds ratio � the odds for an AD person having this condition divided by the odds for a control having it.
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Excess Costs Attributable to AD Patients
As noted in Table 2, costs for the AD cohort are 34%

higher than for the control group. A key question is the extent
to which higher non-AD morbidity accounts for the differ-
ence in cost. As described in the Methods section, we used a
WLS model to estimate the incremental cost of AD. Estimated
excess costs are $2307 per year, with pharmacy costs contrib-
uting $1711 to the total. We also calculated excess costs by type
of service within 3 cost groups (the bottom 50%, top 20%, and
top 5%) in Table 3. In general, excess costs attributable to AD
decrease from the bottom (least sick) group to the top.
Pharmacy cost is the key driver in the bottom group, account-
ing for more than 50% of the excess total.

We then examined differences in risk-adjusted costs by
ACCs and CCs. For each clinical grouping, we computed a
“risk-adjusted difference” in cost (that is, an estimated excess

cost attributable to AD) and calculated its statistical signifi-
cance (Table 4). The following ACCs have the highest excess
costs for AD patients: cognitive disorder, neurologic disorder,
diabetes, benign/in situ/uncertain neoplasm, and mental
health disease. For example, the control group with neuro-
logic disorder is sicker than the AD cohort (prospective RRS
of 1.76 vs. 1.63). On the other hand, AD patients had a higher
likelihood of having this condition recorded on their medical
claims (odds ratio: 2.32). After adjusting for the differences
in non-AD illness burden and the prevalence rate between the
2 groups, the estimated extra cost for AD patients with a
neurologic disorder is both large ($2740) and significant.

Analyses at the CC level show similar patterns (Table
5). The 5 CCs with the highest excess costs for AD cohort are
polyneuropathy, diabetes with neurologic/peripheral circula-
tory manifestation conditions, major depressive, bipolar, and

TABLE 5. The Top Prevalence and Common Comorbidities for AD and Control Cohorts by 2003 DCG Condition Category (CC)*

CC

Prevalence AD Control

Risk-Adjusted
Cost Diff.AD Control

Odds
Ratio‡

Mean
Actual Cost

Mean
RRS

Mean
Actual Cost

Mean
RRS

Top 5 excess prevalence in ad cohort

Major depressive, bipolar, and delusional disorders 5.0% 1.0% 5.1† $18,616 1.9 $15,324 1.8 $3455†

Depression 4.8% 1.1% 4.5† $17,807 1.6 $14,889 1.6 $1543

Ischemic or unspecified stroke 8.4% 2.6% 3.4† $18,065 1.8 $16,894 1.7 $1354

Miscellaneous psychiatric disorders 3.5% 1.1% 3.2† $15,475 1.7 $14,623 1.6 $755

Hip fracture/dislocation 4.2% 1.5% 2.8† $16,508 1.7 $17,299 1.8 �$59

Top 5 excess prevalence in control cohort

Pelvic inflammatory disease and other specified female
genital disorders

1.1% 1.6% 0.7† $15,900 1.4 $12,376 1.3 $3326†

Benign neoplasms of skin, breast and eye 8.0% 10.6% 0.7† $16,920 1.4 $12,560 1.2 $2831†

Glaucoma 9.1% 11.8% 0.7† $15,807 1.4 $11,912 1.2 $2241†

History of disease 5.0% 6.5% 0.8† $16,226 1.5 $13,166 1.4 $2519†

Lymphatic, head, neck, brain and major cancer 1.2% 1.6% 0.8† $21,463 2.4 $21,183 2.4 $57

Top 5 risk-adjusted differences in cost

Polyneuropathy 1.9% 1.5% 1.2† $24,033 2.1 $17,213 1.8 $4758†

Diabetes with neurological or peripheral circulatory
manifestation

2.0% 1.5% 1.4† $24,867 2.2 $19,060 2.1 $4476†

Major depressive, bipolar, and delusional disorders 5.0% 1.0% 5.1† $18,616 1.9 $15,324 1.8 $3455†

Mononeuropathy, other neurological conditions/injuries 4.4% 3.8% 1.2† $18,472 1.7 $13,665 1.5 $3389†

Pelvic inflammatory disease and other specified female
genital disorders

1.1% 1.6% 0.7† $15,900 1.4 $12,376 1.3 $3326†

Other selected common conditions

Diabetes with no/unspecified complications 13.3% 11.3% 1.2† $19,465 1.8 $16,088 1.6 $2330†

Other endocrine, metabolic, and nutritional disorders 20.5% 19.3% 1.1† $15,650 1.4 $12,012 1.2 $2592†

Miscellaneous gastrointestinal disorders 23.1% 20.0% 1.2† $17,040 1.6 $14,497 1.5 $2000†

Osteoarthritis of hip or knee 5.8% 6.9% 0.8† $19,355 1.7 $14,417 1.5 $2904†

Precerebral arterial occlusion and transient cerebral
ischemia

9.6% 5.8% 1.7† $18,520 1.7 $15,708 1.6 $3047†

Miscellaneous circulatory disease 8.0% 5.5% 1.5† $19,199 1.9 $16,696 1.8 $2038†

Viral and unspecified pneumonia and pleurisy 8.6% 4.8% 1.9† $18,976 2.0 $19,209 2.0 $1730†

Urinary tract infection 11.0% 6.2% 1.9† $17,210 1.7 $15,246 1.5 $1465†

Miscellaneous injuries 22.9% 14.2% 1.8† $16,767 1.6 $14,064 1.5 $2597†

Screening/observation/dpecial exams 22.5% 27.7% 0.8† $15,561 1.4 $11,789 1.2 $2746†

*At least 1% of prevalence rate in both the AD and control cohorts.
†Statistically significant at the 5% level.
‡Odds ratio � the odds for an AD person having this condition divided by the odds for a control having it.
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delusional disorders, mononeuropathy/other neurologic con-
dition/injuries, and pelvic inflammatory disease, and other
specified female genital disorders. The risk-adjusted cost
attributable to AD patients with the most prevalent condition,
major depressive, bipolar, and delusional disorders, is much
higher ($3455) than the average excess total cost ($2307).
Within the selected common comorbid conditions, excess
costs attributable to AD patients ranged from $1465 to $3047.

DISCUSSION
In our study, AD patients are both sicker with non-AD

conditions and more expensive than demographically matched
controls. Even after adjusting for differences in non-AD illness
burden, healthcare costs are higher for AD patients, with
excess total costs attributable to AD averaging $2307 per
year. Most of the higher cost is attributable to drug spending,
particularly among AD patients with lower overall non-AD
illness burden, although drug therapies might reduce some of
the economic burden to the extent that they are able to delay
the onset of other excess costs associated with the disease by
delaying progression to more severe stages. We could not
examine this with our cross sectional data. With the intro-
duction of the Medicare Part D program in 2006, patterns of
pharmacy use are likely to change for both AD and non-AD
patients,32 and program providers may attempt to “cherry-
pick,” that is, to avoid high-cost AD patients with significant
comorbidities (ie, people who will be unprofitable because
they are likely to need costly services). Additional research to
answer such questions may assist the Center for Medicare and
Medicaid Services (CMS) in designing more effective strat-
egies for ensuring appropriate coverage and care for patients
with AD.

The link between depression/depressive symptoms and
the development of cognitive decline or dementia is still
under investigation. Some epidemiological studies suggest
that depression or depressive symptoms may be a risk fac-
tor,33–36 whereas others have failed to confirm these find-
ings.33,34,37–39 Regardless of the direction of causality, AD
patients in our study are at 5 times the risk of having major
depressive, bipolar, and delusional disorders than controls.
Furthermore, AD patients with these depressive symptoms
cost $3455 more than controls, even after controlling for
differences in total illness burden. The AD cohort has more
recorded comorbidity (especially, mental health conditions,
neurologic disorders, and cerebrovascular disease), but less
malignant neoplasm, benign/in situ/uncertain neoplasms, and
eye conditions. We suspect that this might be an artifact of
under-detection, because AD patients have less screening
than controls. Or, AD could be under-diagnosed among
people being treated for other conditions, such as cancers.

How might a diagnosis of AD affect the cost of man-
aging other diseases? Clinical studies have established a
causal link between dementia and several other diagnoses,
such as hip fracture, injury, pneumonia, and stroke. More
generally, dementia is a major determinant of future func-
tional impairment.40 People with AD may become disori-
ented, increasing their risk of falls, hip fracture, and serious
head injuries. AD patients may also have difficulty swallow-

ing food and liquids, which may cause inhalation of some
food and drink, leading to pneumonia. The positive link
between AD and stroke may be related to undertreatment
with nonsteroidal antiinflammatory drugs (NSAIDs) owing to
concerns over serious side-effects, including ulcers, stomach
irritation, and life-threatening stomach bleeding.41–44 Thus,
AD may both contribute to the development of other diseases
as well as complicate their care.

Several study limitations are attributable to the nature
of the data. The study population is Medicare-eligible retirees
with employer-sponsored supplemental coverage, mostly
from large firms whose former employees are not necessarily
nationally representative. Importantly, the study results un-
derestimate the total cost of AD because most costs associ-
ated with skilled nursing, home health, or hospice care are not
captured. Another limitation is that AD can only be defini-
tively confirmed by postmortem pathologic analysis. How-
ever, when the ICD9 331.0 code (Alzheimer disease) is
recorded, it is because a clinician believes that AD is present.
To address the problem that AD may also be present but
unrecognized we excluded patients with other dementia di-
agnoses, but not AD, from both the AD and control groups.
Finally, our prevalence analyses relied on coded diagnoses,
and lower prevalence of certain comorbid medical conditions
in AD may be at least partly due to less screening and,
therefore, less recognized disease.

Our study contributes to the literature on cost of AD by
investigating the prevalence and consequences of differences
in comorbidities for an AD- and nondemented control cohort.
We also quantified the expected effect of other morbidities on
cost, enabling an estimate of the additional costs attributable
to AD itself. Our approach could also be used to specify
capitation rates that better align provider incentives with each
AD patient’s total illness burden.45
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Chief Resident Immersion Training in the Care of Older Adults: An
Innovative Interspecialty Education and Leadership Intervention

Sharon A. Levine, MD,�wz Serena H. Chao, MD, MSc,� z Belle Brett, EdD,§ Angela H. Jackson, MD,� k
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Chief residents (CRs) play a crucial role in training residents
and students but may have limited geriatrics training
or formal preparation for their CR role. A 2-day off-site
chief resident immersion training (CRIT) addressed these
challenges. Objectives were to foster collaboration between
disciplines in the management of complex older patients,
increase knowledge of geriatrics principles to incorporate
into teaching, enhance leadership skills, and help CRs
develop an achievable project for implementation in their
CR year. Three cohorts totaling 47 trainees and 18 faculty
mentors from 13 medical and surgical disciplines partici-
pated over 3 successive years. The curriculum, developed
and taught by a multidisciplinary team, featured an inter-
active surgical case, mini-lectures on geriatrics topics,
seminars to enhance teaching and leadership skills, and one-
on-one mentoring to develop a project in geriatric care or
education. Evaluation included pre- and postprogram
tests and self-report surveys and two follow-up surveys
or interviews. In 2006 and 2007, scores on a 12-item ob-
jective knowledge test increased significantly (Po.001)
from before to immediately after CRIT. Self-report knowl-
edge and confidence in teaching geriatrics also increased
significantly (Po.05) in all formally covered topics. Mean
enhancement of CR skills was 4.3 (1 5 not at all, 5 5 very
much). Eleven months after CRIT, all but five CRs had
implemented at least part of their action projects. CRs
reported improved care of older patients, better leader-
ship skills, more and better geriatrics teaching, and
more collaboration between disciplines. A 2-day interac-
tive program for CRs can increase institutional capacity
regarding geriatrics teaching and care of elderly patients
across medical specialties. J Am Geriatr Soc 56:1140–1145,
2008.

Key words: geriatrics education; internship and residen-
cy; graduate medical education; interdisciplinary commu-
nication; leadership

Chief residents (CRs) are uniquely positioned to influ-
ence peers and transform care. Senior faculty select

CRs for their clinical, teaching, leadership, and interper-
sonal skills; trainees typically regard them with respect and
affection.

Although CRs have had ample opportunities and guid-
ance in the development of specialty-specific skills, their
understanding of geriatrics issues may be limited.1 They
may not recognize the importance of physical and cognitive
function in the care of frail older patients or be familiar with
geriatric syndromes that pose risks in hospital settings.
Furthermore, they may not have had opportunities to de-
velop positive attitudes about the rewards of caring for this
diverse, complex, and growing population.

With the well-documented projected increase of Amer-
icans aged 65 and older,2 greater awareness and knowledge
of geriatrics issues are vital for physicians in most special-
ties.3 Equally important is the need for close collaboration
and communication across specialties.4 The term ‘‘inter-
specialty’’ is used to describe this collaborative effort that is
necessary for the care of older adults.

In addition, CRs may receive little formal training in
teaching techniques and leadership. Yet successful CRs
must rely on solid teaching, communication, and leadership
skills to fulfill their responsibilities as ‘‘flag bearers’’ for their
departments and to have a positive effect on trainees.

To better prepare CRs for their new roles, several spe-
cialties have developed annual CR training programs fo-
cusing on leadership and management skills. Published
reports indicate the effectiveness of these efforts.5–7 Pro-
grams have also been developed to augment residents’ ge-
riatrics training within their specialties8 and to provide CRs
with enhanced clinical knowledge.9 This article describes a
2-day educational intervention for CRs from multiple dis-
ciplines that combines training in leadership and teaching
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and in geriatrics while emphasizing the significance of
collaboration in the care of older adults.

In November 2003, the Donald W. Reynolds Founda-
tion awarded a 4-year grant to the Geriatrics Section at
Boston University School of Medicine to develop the Boston
University Medical Center Comprehensive Geriatric Edu-
cation project. Its funding was intended to improve the care
of older adults by increasing training in geriatrics in the
many disciplines of medicine where older adults are seen
and at all levels of training from students to practicing
physicians. As part of this project, the Chief Resident Im-
mersion Training Program in the Care of Older Adults
(CRIT) was conceived as an educational program for CRs.
Through CRIT, the innovative step of enlisting CRs to im-
prove the teaching and dissemination of geriatrics knowl-
edge within their departments has been taken.

The overall goal of CRIT was to foster interspecialty
collaboration in the management of complex older patients.
The specific objectives were to help CRs at Boston Medical
Center (BMC) to incorporate geriatrics principles into
their teaching and administrative roles, develop leadership
and teaching skills for the care of complex older patients,
enhance leadership and teaching skills required in the
CR role, develop an achievable project to be conducted
during the chief residency year, and have fun and foster
collegiality.

METHODS

Development of the Curriculum

A multidisciplinary team of key faculty from the sections of
Geriatrics and General Internal Medicine and the Depart-
ment of Family Medicine at BMC met regularly to develop a
curriculum based on a needs assessment of rising CRs as
well as geriatrics content and leadership and teaching skills
deemed important by the faculty.

As a central focus of the program, a fictional case was
created of an 84-year-old community-dwelling woman with
multiple medical conditions who presented to the emergen-
cy department with bowel perforation due to diverticulitis,
underwent surgery, developed postoperative complications,
and was then discharged. The case incorporated several key
aspects of geriatric care: assessment of decision-making ca-
pacity, preoperative evaluation, recognition and manage-
ment of perioperative issues including delirium, functional
assessment, polypharmacy (added in 2006), and discharge
planning. The case was composed so that details would be
revealed over three 2-hour interactive modules designed to
stimulate active learning of core concepts in geriatric care
and to enhance teaching and leadership skills. Each module
included small-group discussions, evidence-based mini-lec-
tures on topics in geriatrics, and interactive seminars fo-
cused on CR skills. A facilitator’s guide containing
questions to elicit key concepts was also developed for use
during small-group discussions.

Recruitment

CRs were invited from programs whose residents care for
older patients. Program directors were also invited with the
hope that they, too, would benefit from the geriatrics ed-

ucational content of the weekend and support each CR in
carrying out a yearlong action project.

Program

The CRIT weekend, held at a pleasant off-site location ap-
proximately 2 hours from Boston, began Friday night and
ended on Sunday after lunch. To set the stage on the opening
evening, in Years 2 and 3, there were guest speakers who
described an older relative’s illness or injury, highlighting
the strengths and weaknesses of the medical care and the
practitioners’ communications with the patient, family, and
each other. The fictional case discussion began the next
morning. Two modules were completed on Saturday, and
the final module was completed on Sunday. Each of the
three modules started with a brief presentation of the case.
Participants then engaged in 30-minute small-group dis-
cussions about issues raised in the case, facilitated by ger-
iatricians and gerontologically trained advance practice
nursing faculty members. In keeping with the central theme
of interspecialty care, small groups consisted of program
directors and incoming CRs from different specialties; par-
ticipants were assigned to different small groups for each
successive module. The large group then reconvened to re-
ceive two 15-minute evidence-based mini-lectures on topics
raised in the small-group discussion. At the conclusion of
each module, a faculty member led a 20-minute interactive
seminar designed to enhance CR teaching and leadership
skills that were linked to the management of the unfolding
case. Topics included basic ‘‘survival skills’’ of the CR: giv-
ing feedback, approaching the reluctant learner, conflict
resolution, and teaching in small groups.

Action Projects

Each CR was asked to develop a project action plan that
focused on the management of complex older patients spe-
cific to needs of their specialty and residency program. The
project, to be completed within the CR year, could involve
trainee education, improvement in clinical care, institu-
tional change, administration, or patient education. The
CRs met one-on-one with faculty at two regularly sched-
uled times during the weekend to develop and refine their
action plans. Selected projects were shared with the entire
group near the end of CRIT.

EVALUATION

Instruments and Analysis

At the time of CRIT, the evaluation collected qualitative
and quantitative data through pre- and postknowledge tests
and pre- and post–self-report surveys. (Program directors
were also given a short postsurvey, but results are not
included in this article.) The pretest and presurvey were
administered to participants before CRIT. The multiple-
choice knowledge test, which was revised over each of the 3
years, consisted of 12 items, with seven or eight items that
were mini-cases. In the pre- and postsurveys, CRs were
asked to assess their knowledge of 19 topics related to ge-
riatrics and their confidence in teaching these topics. To
enhance validity, the pre- and postsurveys intentionally
contained items on five topics not formally covered in the
program. In the presurvey, CRs also rated their confidence
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in a variety of skills related to their roles as CRs, and in the
postsurvey, they rated the extent to which the program en-
hanced their knowledge of these skills.

Six months after the program, CRs were invited to a
follow-up discussion about progress on their action projects
and their use of geriatrics content and CR skills learned at
CRIT. Those who did not attend were contacted for an
interview on the same topics. In 2006, at the 6-month fol-
low-up interview, a question was added about the relation-
ships they had made with other disciplines. At 11 to 12
months after the program, all CRs were contacted and
asked to complete a Web-based survey or respond to a
phone interview. Questions were quantitative and qualita-
tive and focused on career plans and completion of action
projects. (At the time of this article, data were collected only
for the 2005 and 2006 cohorts.)

Quantitative data were analyzed using SPSS (SPSS
Inc., Chicago, IL). Two-tailed t-tests were used to compare
means on pre and post questions for the combined 2006
and 2007 data. (The 2005 form used only retrospective pre
and post ratings, which were kept in the later forms for
comparison purposes.) Qualitative data were analyzed for
themes.

RESULTS

Participants

A total of 47 trainees participated over all 3 years, including
44 CRs, two fellows in a surgical subspecialty program, and
one second-year resident scheduled to be a CR. Yearly totals
were 12 in 2005, 16 in 2006, and 19 in 2007. Seven pro-
gram directors or faculty mentors accompanied these train-
ees in 2005, six in 2006, and five in 2007. (One program
director attended all three times, and three others attended
twice.) Over all 3 years, medical disciplines represented
by the trainees included internal medicine (n 5 8), family
medicine (n 5 4), neurology (n 5 5), psychiatry (n 5 5),
rehabilitation medicine (n 5 3), anesthesiology (n 5 6),
cardiothoracic surgery (n 5 2), otolaryngology (n 5 6),
ophthalmology (n 5 3), general surgery (n 5 1), urology
(n 5 2), and emergency medicine (n 5 2). Three disciplines
(urology, psychiatry, and emergency medicine) never sent a
faculty mentor; one discipline (obstetrics and gynecology)
sent one faculty mentor without having any trainees par-
ticipate.

Pre–Post Geriatrics Knowledge Test

In 2005 (response rate 100%), CRs answered 6.7 of 10
questions correctly in the objective pre–knowledge test and
7.2 in the posttest. The change was not significant (P4.05).
In 2006 (response rate 73%, mainly because of missing
pre data), with changes in the test to make it more relevant
and more difficult, mean correct responses out of 12
questions went from 5.8 (95% confidence interval
(CI) 5 4.9–6.7) on the pretest to 8.4 (95% CI 5 7.6–9.2)
on the posttest (P 5.001). In 2007 (response rate of
100%), mean correct responses out of 12 questions went
from 6.7 (95% CI 5 6.0–7.3) to 8.9 (95% CI 5 8.3–9.6)
(Po.001). Questions with greatest gains varied according
to year.

Self-Report Change in Geriatrics Knowledge and
Confidence in Teaching About Geriatrics

Combining data for 2006 and 2007, there were significant
differences (Po.001) between respondents’ assessments of
their knowledge before and at the end of the program on all
topics formally covered in the program. Differences on
topics not covered formally were not significant, except for
‘‘assessing and reducing the risk for falls’’ (Po.04). Table 1
shows pre and post ratings and P-values for combined 2006
and 2007 participants.

For all 3 years combined, results for pre–post confi-
dence in teaching geriatrics topics to trainees also show
significant differences (Po.001) for all items covered in
the formal curriculum. Differences between mean scores
reached significance (Po.05) for all but one of the uncov-
ered topics.

Confidence Levels and Enhancement of Teaching and
Leadership Skills for a CR

Table 2 indicates a spread of CR initial confidence levels
related to skills and knowledge needed to be a CR. The
overall mean for initial confidence in CR skills was 3.6
(95% CI 5 3.5–3.8, missing 5 6), with 1 5 not at all and
5 5 very much. On the postsurvey, participants were asked
the degree to which the program had enhanced their
knowledge in these areas. The overall mean level of en-
hancement was 4.3 (95% CI 5 4.1–4.5, missing 5 1).

Follow-Up: Impact on Clinical Work

In the 2005 and 2006 follow-up, participants named a va-
riety of ways in which CRIT had made a difference in the
ways they thought about or practiced medicine. Specific
concepts mentioned most often included better medication
management (n 5 6) and more awareness regarding diag-
nosing delirium (n 5 6). The most common theme was a
heightened sensitivity to the unique needs of older patients,
requiring greater attention to their multidisciplinary needs,
their different physiology, their function, and the home en-
vironment to which they would be returning, as well as
more patience and better communication from practitio-
ners. CRs from 2006 noted that CRIT made it easier to
connect with the other disciplines regarding patient issues
(n 5 6).

Follow-Up: Effect on Work as CR

All 11 active CRs from 2005 and the 15 respondents from
2006 provided ratings on the effect of CRITon their overall
ability to perform their work as a CR. The mean rating was
3.69 (95% CI 5 3.41–3.97), with only one person rating
the effect as less than a 3 on a 5-point scale (1 5 none to
5 5 a great deal). In response to an open-ended question
asking for specific examples of how participants had used
what they learned at CRIT in their roles as CRs, both co-
horts named enhanced conflict resolution skills (n 5 14); in
2005, trainees also mentioned learning new concepts relat-
ed to the care of older adults to teach to residents and stu-
dents (n 5 6) and, in 2006, teaching and leadership skills
(n 5 9).
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Follow-Up: Action Projects

Twenty of 27 responding trainees from 2005 and 2006
had completed at least half of their action projects at
the 11-month follow-up (mean completion rate 60%,
95% CI 5 46–75%), with those in nonsurgical spe-
cialties completing a significantly greater percentage of
their projects than those in surgical specialties (mean
completion rate 75% vs 41%, P 5.01). Eight individ-

uals accomplished 100% of their projects; five had
not completed any part of their projects. Barriers to
completion included time, need for official approval,
recruitment of a sufficient number of subjects, resistance
to change among hospital personnel, lack of published data
on a topic, lack of faculty buy-in, and performance of pro-
ject somewhere else. Table 3 contains a sample list of action
projects.

Table 1. True Pre and Post Self-Reported Geriatrics Knowledge, Combined 2006 and 2007

Topic N

Pre Post

P-ValueMean � Standard Deviation

Topic covered formally

Assessing decision-making in elderly patients 31 3.29 � 0.94 4.37 � 0.58 o.001

Conducting a preoperative assessment of an elderly patient 30 3.07 � 1.31 3.97 � 0.67 o.001

Conducting a functional assessment of older patients 31 3.06 � 1.09 4.13 � 0.67 o.001

Recognizing dementia 31 3.87 � 0.89 4.42 � 0.56 o.001

Managing dementia 31 3.16 � 1.19 4.06 � 0.77 o.001

Recognizing delirium 31 4.06 � 0.89 4.81 � 0.40 o.001

Managing delirium 31 3.65 � 1.08 4.55 � 0.62 o.001

Reviewing medications for evidence of polypharmacy 31 3.23 � 1.02 4.27 � 0.60 o.001

Assessing the adequacy of the patient’s social support and living arrangements 30 3.40 � 1.22 4.17 � 0.65 .001

Creating a postdischarge management plan 31 3.32 � 1.10 4.16 � 0.74 o.001

Understanding implications of different insurance coverage for older patients 31 1.98 � 1.14 3.52 � 0.81 o.001

Knowledge of long-term care services, including home care services 31 2.70 � 1.18 4.07 � 0.83 o.001

Recognizing the value of and facilitating the interdisciplinary, collaborative team process 31 3.74 � 1.03 4.68 � 0.54 o.001

Incorporating the principles of geriatric rehabilitation 31 2.81 � 1.08 3.97 � 0.71 o.001

Topic not covered formally

Recognizing, evaluating, and treating urinary incontinence and voiding difficulties 29 3.24 � 1.06 3.10 � 1.01 .42

Assessing and reducing risk for falls 31 3.42 � 1.09 3.77 � 0.92 .04

Managing diabetes mellitus 30 3.47 � 1.17 3.60 � 1.30 .29

Managing coronary artery disease 31 3.35 � 1.20 3.55 � 1.34 .06

Taking into account cultural differences in making decisions regarding patient care plans 30 3.50 � 1.33 3.63 � 0.96 .51

Based on a scale of 1 (low) to 5 (high).

Table 2. Initial Confidence in and Extent of Enhancement of Chief Resident (CR) Skills, Combined 2005, 2006, and
2007

Skills

Confidence in Skills Related

to Being a CR

Extent to Which Chief

Resident Immersion Training

Enhanced CR Skills

N Mean � SD (95% CI) N Mean � SD (95% CI)

Group facilitation skills 42 3.71 � 0.84 (3.45–3.97) 46 4.11 � 0.92 (3.83–4.38)

Feedback skills 43 3.81 � 0.73 (3.59–4.04) 46 4.33 � 0.79 (4.09–4.56)

Connecting with a reluctant learner 43 3.37 � 0.85 (3.11–3.63) 46 4.43 � 0.75 (4.21–4.66)

Incorporating geriatrics issues into formal and informal teaching 43 3.26 � 0.90 (2.98–3.53) 46 4.41 � 0.69 (4.21–4.62)

Teaching others clinical problem-solving skills related to care of older patients 42 3.33 � 0.93 (3.04–3.62) 46 4.20 � 0.62 (4.01–4.38)

Leading a team 43 4.05 � 0.87 (3.78–4.31) 46 4.22 � 0.92 (3.95–4.49)

Resolving conflicts within a multidisciplinary team 43 3.74 � 0.82 (3.49–4.00) 46 4.35 � 0.67 (4.15–4.55)

Managing the multiple responsibilities of position as CR 43 3.86 � 0.80 (3.61–4.11) 46 4.35 � 0.77 (4.12–4.58)

Total of all items 41 3.63 � 0.55 (3.46–3.81) 46 4.30 � 0.61 (4.12–4.48)

Based on a scale of 1 (not at all) to 5 (very much).

SD 5 standard deviation; CI 5 confidence interval.
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DISCUSSION

Although published reports exist documenting the success
of weekend workshops designed to provide CRs with added
administrative and leadership skills in specialties such as
family medicine, pediatrics, and psychiatry,5–7 the authors
were unaware of any educational training for CRs across
specialties designed to meet the stated objectives. CRIT in
the Care of Older Adults provided an effective forum for
raising CR awareness of geriatric issues, increasing knowl-
edge about specific geriatric syndromes and practices, en-
hancing skill sets and building confidence for work as a CR,
and reinforcing the importance of interdisciplinary and in-
terspecialty approaches to the care of older patients. It also
provided an off-site opportunity for CRs, program direc-
tors, and geriatrics faculty to establish collegial connections
integral to professional collaboration in the care of complex
patients. Follow-up of the 2005 and 2006 cohorts at 6 and
11 months suggests that CRIT affected CRs’ medical prac-
tices with older patients and their awareness of the impor-

tance of interdisciplinary and interspecialty collaboration in
managing the care of these patients. CRIT provided CRs
with new concepts in geriatrics to teach students and res-
idents and skills in conflict resolution, teaching, and lead-
ership. All but five of the CRs were successful in completing
at least part of their action projects during their CR year.
Those who attended CRIT believed that it would affect the
ways they performed their future work as physicians. Ad-
ditional comments by participants suggested that, overall,
the weekend was appropriately designed and organized to
meet their needs.

Several factors contributed to the success of CRIT.
Holding the program at an off-site location allowed par-
ticipants to focus fully on accomplishing their educational
goals. The use of mixed methods sustained the learners’
attention. CRs felt comfortable learning with the program
directors and faculty mentors, whose presence added val-
idation to the experience and provided role models for
continuing education. Informal learning about a broader

Table 3. Sample List of Proposed Action Plans

Specialty Setting/Audience Action Plan Project

Anesthesiology Weekly conference/residents ‘‘Understanding the Complexities of Managing the Elderly Patient in the
Perioperative Setting’’/To develop lecture and online resources with focus on
managing elderly patients

Cardiothoracic
surgery

Residents To identify different surgical options available for lung cancer

Emergency
medicine

Residents and attendings ‘‘Pre-Op Assessment of the Geriatric Patient in the ED’’/To educate ED staff to
assess geriatric patients before operative repair of orthopedic injury

Family
medicine

Community health center To train residents and interns to review patients’ healthcare proxies and end-of-
life wishes

Internal
medicine

Internal medicine intranet Web site/interns and residents To incorporate evidence-based geriatrics bibliography into Web-based
references for internal medicine trainees

Internal
medicine

Intern conference/medical interns ‘‘Dementia and Delirium’’/To increase intern competence in the diagnosis and
management of patients with these diagnoses

Internal
medicine

Intern conference/interns and residents ‘‘End-of-Life Care in Medically Complicated Elders’’/To identify elderly people
with end-of-life care needs. Choose appropriate means for symptom
management. Combine cultural, medical, and social aspects into care plan

Neurology Didactic lecture/neurology residents and medical students ‘‘Gait Assessment and Fall Risk in Elderly Patients with Neurological Disease’’/To
understand different gait problems associated with neurological diseases, falls
risk, and preventive measures

Ophthalmology Residents and faculty ‘‘Communication to Primary Care Providers Regarding Ophthalmic Disease’’/To
provide primary care physicians with regular updates and communication
regarding their patients’ visual and ophthalmic health

Otolaryngology Otolaryngology grand rounds/residents in otolaryngology ‘‘Prevention, Diagnosis and Management of Postoperative Delirium in ENT
Patients’’/To increase awareness in house staff about prevention and treatment
of common postsurgical problems

Otolaryngology Medicine and geriatrics departments grand rounds; Internal
medicine Web-based journal/general internists, geriatricians

‘‘Dysphagia: Cross-Disciplinary Diagnosis and Practical Management’’/To
produce and present a comprehensive talk with practical information on this
topic for other disciplines

Psychiatry Psychiatry grand rounds/attendings, residents, students ‘‘Interdisciplinary and Community Resources for Caregivers of Patients with
Dementia’’/To inform psychiatry trainees and faculty about community-based
resources for caregivers

Psychiatry Ward rounds teaching/medical student psychiatry clerks and
psychiatry residents

‘‘Case-Based Approaches to Teaching Drug Interaction Concepts in the Elderly’’/
To minimize adverse drug interactions in psychiatric patients

Surgery Anesthesia and surgical house staff To improve recognition and treatment of delirium in postoperative and surgical
intensive care unit patients

Urology Urology residents and faculty ‘‘Counseling Geriatric Patients on PSA and Prostate Cancer’’/To increase
awareness and knowledge of prostate cancer diagnosis and its efforts on
geriatric patients

ED 5 emergency department; ENT 5ear/nose/throat; PSA 5 prostate-specific antigen.
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scope of geriatrics topics, such as falls and incontinence,
occurred during small-group sessions and even during
mealtime conversations. Finally, the leadership and teach-
ing portion of the curriculum was able to cover the diverse
roles for CRs across disciplines; some spent much time
teaching, and others were responsible for scheduling oper-
ative procedures. Even so, they had similar concerns about
their ability to manage the challenges of their leadership
roles, and they found common ground and camaraderie in
discussing these issues in small groups.

A few potential limitations should be considered. First,
the program may be difficult to replicate. BMC has a strong
geriatrics program, giving the program a visible clinical
presence. It could be argued that this type of program may
lack efficacy in an institution with few geriatrics faculty,
although only four members of the Geriatrics Section were
used while also engaging ‘‘geriatrics friendly’’ faculty from
the Section of General Internal Medicine and the Depart-
ment of Family Medicine.

Second, there are the usual limitations of small sample
sizes and self-report data, but to increase the strength of
these data, a broad range of outcomes was considered;
quantitative and qualitative data were collected at different
time frames, and a variety of methods and instruments was
used, including an objective quantitative knowledge test,
surveys before and immediately after the program, and fol-
low-up surveys and interviews at 6 and 11 months after the
program. The action projects undertaken by CRs served as
an observed assessment of application of knowledge. The
qualitative data provided a fuller understanding of the ways
in which the CRs learned what they used at CRIT.

Third, it was not possible to more rigorously document
behavior change on the part of the CRs. The resources were
not available for chart audits and review of resident eval-
uations of CR performance. Fourth, it was not possible to
document that significant changes were sustained 1 year or
more after the completion of the CR year given that most
CRs leave the institution and are hard to track down.

In final summary, CRs are an untapped resource for
changing geriatrics practice and education, especially for
increasing interspecialty communication and collaboration
between providers of health care for frail and complex older
patients. CRs can be a source of cross-fertilization between
departments at an institution and are eager learners who
often become leaders at other institutions. By focusing on
this important group, CRIT is an efficient and effective
means of increasing institutional capacity for enhancing
awareness, knowledge, and skills regarding high-quality
collaborative care of elderly patients.
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Prediction of Intermittent Claudication, Ischemic Stroke, and
Other Cardiovascular Disease by Detection of Abdominal Aortic

Calcific Deposits by Plain Lumbar Radiographs

Yamini S. Levitzky, MDa, L. Adrienne Cupples, PhDb, Joanne M. Murabito, MD, ScMa,d,
William B. Kannel, MDa, Douglas P. Kiel, MD, MPHe, Peter W.F. Wilson, MDg,

Philip A. Wolf, MDa,c, and Christopher J. O’Donnell, MD, MPHa,f,*

There has been little attention to vascular calcium testing for generalized assessment of
cardiovascular disease (CVD) outcomes, such as intermittent claudication (IC) and isch-
emic stroke (IS). We hypothesize that aortic calcium is an important predictor of CVD
outcomes. Lumbar x-rays were obtained in 848 men and 1,301 women (mean ages 59.7 and
60.1 years, respectively) from the original cohort of the Framingham Heart Study. Abdom-
inal aortic calcium (AAC) deposits were graded using a previously validated scale. Partic-
ipants were categorized according to a 10-year Framingham coronary heart disease (CHD)
risk score. Multivariable Cox proportional hazards analyses were performed to relate AAC
to CVD outcomes. There were 199 IC events, 201 IS events, 702 CHD events, and 1,121
CVD events during 32 years of follow-up. Multivariable adjusted hazard ratios for the third
versus first AAC tertile in the combined cohort were 1.68 (95% confidence interval [CI] 1.12
to 2.50) for IC, 1.73 (95% CI 1.12 to 2.65) for IS, 1.59 (95% CI 1.26 to 2.00) for CHD, and
1.64 (95% CI 1.37 to 1.97) for CVD. Hazard ratios for IC and IS were similar in magnitude
to those for CHD and CVD. A high AAC score was associated with significantly higher
incidence of events in subjects at intermediate Framingham CHD risk for all end points.
Risk prediction based on cardiovascular risk factors improved for most outcomes when
AAC was added. In conclusion, there was a graded, increasing, and independent associa-
tion of AAC with incident IC and IS, similar in magnitude to risks predicted for CHD and
CVD. AAC appears to be useful for risk stratification in patients at intermediate CHD

risk. © 2008 Elsevier Inc. All rights reserved. (Am J Cardiol 2008;101:326–331)
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ne easily detected manifestation of subclinical atheroscle-
osis is vascular calcium. Atherosclerosis begins to develop
n the aorta before it appears in the lower extremity, cere-
ral, or coronary vascular beds.1 Abdominal aortic calcium
AAC)2,3 and aortic arch calcium,4,5 detected by plain radi-
graphy or computed tomography, are manifestations of
ortic atherosclerotic plaque associated with increased car-
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iovascular disease (CVD) morbidity and mortality in pro-
pective epidemiologic studies. Previous studies have doc-
mented an association between aortic arch calcium and
isk of peripheral arterial disease.4,5 Additionally, the Rot-
erdam Coronary Calcification Study demonstrated an asso-
iation between presence of aortic calcium (detected by
omputed tomography) and coronary calcium.6 We previ-
usly reported AAC is a predictor of coronary heart disease
CHD), CVD, and CVD mortality,2 and similar findings
ere noted for CVD mortality in the Rotterdam study.3 We

ook advantage of an existing study of lateral lumbar x-rays
onducted in the original cohort of the Framingham Heart
tudy (FHS) in 1966 to 1970. In the present study, we
ypothesized that AAC is a useful marker for systemic
therosclerosis in many vascular beds and therefore may be
redictive of future non-CHD events, such as intermittent
laudication (IC) and ischemic stroke (IS), and CHD and
otal CVD, over and above the traditional risk factors, in
articular in patients at intermediate risk for CHD.

ethods

ubjects were participants of the FHS, a prospective cohort
tudy initiated in 1948 designed to elucidate risk factors for
HD. The original cohort consisted of 5,209 volunteers

rom Framingham, Massachusetts, 28 to 62 years of age at

nrollment who have continued to undergo biennial exam-
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nations. The study design and inclusion criteria have been
escribed previously.7 Baseline lumbar radiographs were
erformed at examinations 10 and 11 (1966 to 1970) as part
f an osteoporosis evaluation. Participants were included in
he present analysis only if they were free of CVD (defined
y the occurrence of stroke, transient ischemic attack, con-
estive heart failure, IC, angina pectoris, coronary insuffi-
iency, or myocardial infarction) at the x-ray examination.8
ubjects were followed for 32 years for the development of
C, IS, CHD, and total CVD outcomes. We previously
eported associations of AAC with CHD and total CVD.2,9

he present work incorporates an additional 10 years of
rospective follow-up of CHD and CVD end points. All
HS subjects provided written informed consent to partic-

pate in the study.
The scoring method to quantify lumbar x-ray calcifica-

ion of the abdominal aorta has been previously described.10

AC was quantified in the first through fourth lumbar
ertebrae. All x-rays were evaluated by an independent
eader blinded to participant’s clinical status. At each ver-
ebra, the anterior and posterior aortic walls were assigned
score from 0 to 3 depending on the extent of calcification

nd the scores summed, resulting in a maximum total pos-
ible score of 24. A score of 0 denoted no calcification, 1
ndicated small scattered deposits that filled �1/3 of the
all of the aorta, 2 indicated calcification in �1/3 but �2/3
f the aortic wall, and 3 indicated calcification in �2/3 of
he aortic wall.2,9 We previously reported excellent inter-
ater reliability (0.93) and intrarater reliability (0.98) for this
coring method.10

Medical histories were elicited and physical examina-
ions performed at biennial visits, as previously described.11

lood pressure was measured 2 times in the left arm, after
he participant had been seated for �5 minutes. The average
f 2 readings was used for analyses. All participants had
lood samples drawn at the time of the examination, which
ncluded serum glucose, total cholesterol, and high-density
ipoprotein cholesterol. Diabetes mellitus was defined as a
andom glucose level �11.1 mmol/L (200 mg/dl), a fasting
erum glucose level �7.8 mmol/L (�140 mg/dl), or use of
nsulin or oral hypoglycemic agents.12,13 Although the
merican Diabetes Association guidelines for diagnosing
iabetes have changed significantly in recent years, these
revious cutpoints were used to maintain consistency with
reviously published reports using the same cohort.12,14 Left
entricular hypertrophy on electrocardiogram was diag-
osed if a subject met voltage criteria that occurred con-
omitantly with lateral repolarization changes.14 Body mass
ndex was calculated as weight in kilograms divided by
eight in meters squared. Current cigarette smoking was
dentified in participants who reported smoking cigarettes
egularly within 1 year of the examination.

Biennial FHS examinations and or health history updates
ere used to identify incident cases of IC, IS, CHD, and
ther forms of CVD. For IC, a physician-administered stan-
ardized questionnaire was used to elicit subjective symp-
oms of calf discomfort with exertion that occurred sooner
ith uphill or fast-paced walking and was alleviated with

est.8,15 All suspected claudication events were verified in-
ependently by a second physician examiner.
Continuous surveillance for cerebrovascular events in- w
luded daily hospital monitoring, tracking of all medical
ncounters, and in-person examination by an FHS stroke
eurologist of all participants with possible stroke symp-
oms. All events were adjudicated by a panel of �2 neu-
ologists and verification of stroke was available in 90% of
troke cases using imaging. Stroke occurrence and charac-
eristics, including subtypes, were determined at the end of
he acute phase of stroke using uniform criteria and a stan-
ardized protocol.16

Component events defining CHD (myocardial infarction,
oronary insufficiency, angina, and coronary disease death)
ave been previously reported.17 Definite congestive heart
ailure was defined by presence of 2 major criteria or 1
ajor criterion and 2 minor criteria as described in previous
ramingham reports.8,18 All CVD outcomes were adjudi-
ated by a committee of 3 physicians using information
rom FHS physician examinations and all available records
rom the participant’s personal physician and hospital med-
cal records. Noninvasive testing (such as ankle-brachial
ndex) was not used to confirm the diagnosis of occlusive
eripheral arterial disease because it was not available
hroughout most of the follow-up period for this study.

Analyses were performed by tertiles of AAC scores as
efined previously.2,9 Gender-specific and gender-pooled
ox proportional hazard regression analyses were used to
alculate age- and multivariable-adjusted hazard ratios
HRs) for development of CVD outcomes over 32 years of
ollow-up. Subjects in the lowest tertile (with an AAC score
f 0) served as the reference group. Covariates in multiva-
iable analysis included age, gender, diabetes, systolic blood
ressure, left ventricular hypertrophy on electrocardiogram,
ody mass index, total cholesterol, high-density lipoprotein
holesterol, current cigarette smoking, and hypertension
reatment. In a secondary analysis, a multivariable-adjusted
odel incorporated the same covariates in addition to in-

ercurrent CVD.
To examine whether AAC contributed to prediction of

ardiovascular outcomes over and above traditional CHD
isk factors in patients at intermediate risk, a complementary
nalysis was performed examining each outcome separately
IC, IS, CHD, and CVD) while stratifying by the Framing-
am CHD risk score, using guidelines published in 1998.19

articipants were stratified into clinically relevant 10-year
HD risk categories as previously described (low risk
6%, intermediate risk 6% to 20%, high risk �20%).20,21

umulative incidence was calculated for each end point
ecause �4% of subjects have been lost to follow-up for
hese events.

Discrimination, a model’s ability to correctly distinguish
vents and nonevents on the basis of the baseline risk factor
rofile, was calculated using the c-statistic.22 Reported c-
tatistic levels range from 0.50 (no discrimination) up to a
aximum of 1.0 (perfect discrimination). Comparisons
ere made between the risk factor-adjusted models with
AC and without AAC. Statistical methods included Cox
roportional hazards regression and discrimination analyses
hat included c-statistic comparisons with confidence inter-
als (CIs) around the estimates using resampling methods.23

All statistical analyses were performed using SAS soft-

are (SAS Institute, Cary, North Carolina).
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esults

here were 2,149 participants in the study sample (61%
omen, mean age 59.9 years). Baseline characteristics of

he sample are listed in Table 1. The AAC score was skewed
ith about 1/3 having 0 scores, so AAC was classified in

ertiles as previously described (Table 2).2,9

Age-adjusted incidence of IC over the course of 32 years
f follow-up in men and women is displayed in Figure 1. In
ge-adjusted models, there was a graded increase in risk for
C in men and women from the first through third tertiles of
AC (Table 3). In men and women combined, the age-

djusted HR for IC in the third compared with the first AAC
ertile was 2.54 (95% CI 1.79 to 3.61). After multivariable
djustment, the HR attenuated to 1.68 (95% CI 1.12 to 2.50)
ut remained statistically significant. In gender-specific
nalyses, the HR for IC in the third AAC tertile was sig-
ificant for men and women, although the magnitude of risk
as lower and of marginal statistical significance after mul-

ivariable adjustment (Table 3). In a secondary analysis
djusting for the impact of intercurrent CVD other than IC
ver the 32-year follow-up in addition to the other covari-
tes in the multivariable model, the HR for the combined
ohort was similar.

In men and women combined, the risk of IS was signif-
cantly increased in the third AAC compared with the first
AC tertile in age-adjusted (HR 2.17, 95% CI 1.49 to 3.14)

nd multivariable-adjusted (HR 1.73, 95% CI 1.12 to 2.65)
odels (Table 3). In women, there was a clear, graded

ncrease in risk from the first to third tertiles of AAC; the
ultivariable-adjusted HR for the third tertile was 2.29

95% CI 1.30 to 4.02). In men, age-adjusted risks increased

able 1
aseline characteristics of study sample (those with abdominal aortic
-rays, n � 2,149)

haracteristic Men
(n � 848)

Women
(n � 1,301)

ge (yrs) 60 � 8 60 � 8
holesterol (mg/dl) 220 � 40 241 � 41
igh-density lipoprotein cholesterol (mg/dl) 45 � 13 58 � 16
ystolic blood pressure (mm Hg) 138 � 21 139 � 24
iastolic blood pressure (mm Hg) 82 � 11 80 � 11
lood pressure treatment (%) 10% 15%
urrent smoking (%) 37% 34%
iabetes mellitus (%) 4% 4%
ody mass index (kg/m2) 27 � 4 26 � 4
eft ventricular hypertrophy (%) 1.7% 1%
AC index 3 � 4 3 � 4

Values are means � SDs or percentages of patients.

able 2
bdominal aortic calcium tertiles in men and women

ertile AAC
Score

Men Women Total

0 302 (14%) 580 (27%) 882 (41%)
1–3 247 (12%) 286 (13%) 533 (25%)

4–24 299 (14%) 435 (20%) 734 (34%)
otal 848 (40%) 1,301 (60%) 2,149 (100%)
cross tertiles of AAC, although the magnitudes of the HRs r
ecame small and not statistically significant in multivari-
ble-adjusted models. Similar findings were observed in
odels adjusting for intercurrent CVD.
In the combined cohort (Table 3), the multivariable HR

or CVD for the third compared with the first tertile of AAC
as 1.64 (95% CI 1.37 to 1.97) with comparable results in
ender-specific multivariable analyses. Similar grade, in-
reasing, statistically significant associations of AAC with
utcome were also noted for CHD in the combined cohort
nd in gender-specific analysis, although the multivariable-
djusted HR for men was of borderline statistical signifi-
ance (Table 3).

Cumulative incidence by tertile of AAC for each end
oint stratified by FHS 10-year CHD risk score for men and
omen combined are displayed in Figure 1. About 1/2

53%, n � 1143) of our subjects were in the intermediate
isk category, and 30% of intermediate-risk subjects (16%
verall) were in the highest tertile of AAC. There was a
onsistently significant increase in IC, IS, CHD, and CVD
ncidence across tertiles of AAC in the low- and interme-
iate-risk groups (all p values �0.05), whereas risks tended
o be not significantly different across tertiles of AAC in the
ighest-risk group (Figure 1). Incidence in the highest tertile
f AAC in intermediate-risk subjects was generally as high
s or higher than that in the first tertile of AAC in high-risk
ubjects. In gender-specific analyses, these differences were
oted in women but not in men. For example, for IC in the
ombined cohort (Figure 1), the event rate in the third tertile
f AAC in the low-risk group (108.5 per 1,000) and inter-
ediate-risk group (115.5 per 1,000) was higher than the

vent rate for the first tertile of AAC in the FHS high-risk
roup (94.2 per 1,000). Similar patterns of association were
oted for IS, CHD, and CVD. In women alone, incidence
or all end points in low- and intermediate-risk groups in the
hird tertile of AAC consistently exceeded the incidence for
igh-risk participants in the first tertile of AAC.

To address whether AAC added to risk prediction for IC,
S, CHD, and CVD beyond traditional cardiovascular risk
actors, c-statistics at 10 years of follow-up were calculated
rst for the multivariable-adjusted models and then for the
ultivariable-adjusted model including AAC (Table 4).22 In

he combined cohort, AAC added modestly but significantly
o the prediction of IS, CHD, and CVD. For example, for
HD the c-statistic improved from 0.690 to 0.705 (p �
.004).

iscussion

e demonstrate that AAC is a strong predictor of increased
isk of developing IC and IS, even after adjustment for
raditional cardiovascular risk factors. The magnitude of
isk conferred by AAC for IC and IS is comparable to or
xceeds that for CHD or CVD. AAC determined by plain
umbar radiography appears to be a simple tool to improve
isk stratification for patients at low or intermediate cardio-
ascular risk determined by previously published risk-factor
lgorithms.19,24 Additionally, in discrimination analyses,
AC adds to the predictive model for IS, CVD, and CHD
ver and above traditional Framingham risk factors.

To our knowledge, only 1 other study has evaluated the

elation between aortic calcium and symptomatic peripheral
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rterial disease, which found a significant relation with IC
or women only.25 Our finding that AAC is a strong pre-

igure 1. Age-adjusted event rate per 1,000 in men and women combined f
HD risk score and tertile of AAC. *Significance at p �0.05.

able 3
azard ratios for intermittent claudication, ischemic stroke, coronary hear

ollow-up

Combined

Age MV

C
Tertile 2 vs 1 1.64 (1.14–2.37) 1.15 (0.76–1.75) 1.29 (
Tertile 3 vs 1 2.54 (1.79–3.61) 1.68 (1.12–2.50) 2.14 (
No. at risk 2,149 1,605
No. events 199 159

S
Tertile 2 vs 1 1.86 (1.28–2.71) 1.44 (0.93–2.22) 1.38 (
Tertile 3 vs 1 2.17 (1.49–3.14) 1.73 (1.12–2.65) 1.69 (
No. at risk 2,149 1,605
No. events 201 150
HD
Tertile 2 vs 1 1.40 (1.15–1.71) 1.26 (1.01–1.58) 1.42 (
Tertile 3 vs 1 2.01 (1.66–2.44) 1.59 (1.26–2.00) 1.57 (
No. at risk 2,149 1,605
No. events 702 531
VD
Tertile 2 vs 1 1.42 (1.22–1.67) 1.27 (1.06–1.52) 1.34 (
Tertile 3 vs 1 2.00 (1.72–2.34) 1.64 (1.37–1.97) 1.75 (
No. at risk 2,149 1,605
No. events 1121 853

IC � intermittent claudication; IS � ischemic stroke; CHD � coronary
ictor of incident stroke confirms and extends a previous x
eport from the Rotterdam study.26 In that report of older
dults, aortic calcifications detected on lateral abdominal

), IS (B), CHD (C), and total CVD (D) stratified by Framingham 10-year

e, and cardiovascular disease in men and women over 32 years of

Model

Men Women

MV Age MV

18) 1.18 (0.66–2.13) 2.11 (1.28–3.49) 1.17 (0.64–2.14)
59) 1.68 (0.94–2.99) 2.97 (1.84–4.79) 1.75 (1.00–3.08)

646 1,301 959
78 105 81

49) 1.06 (0.54–2.08) 2.26 (1.39–3.66) 1.76 (0.99–3.12)
07) 1.11 (0.56–2.20) 2.51 (1.56–4.05) 2.29 (1.30–4.02)

646 1,301 959
58 123 92

86) 1.36 (1.00–1.84) 1.31 (0.97–1.76) 1.16 (0.82–1.65)
09) 1.37 (0.99–1.90) 2.49 (1.91–3.24) 1.85 (1.34–2.56)

646 1,301 959
273 357 258

68) 1.34 (1.04–1.73) 1.48 (1.19–1.84) 1.23 (0.95–1.58)
21) 1.55 (1.18–2.03) 2.20 (1.79–2.70) 1.80 (1.41–2.30)

646 1,301 959
388 632 465

disease; CVD � cardiovascular disease; MV � multivariable.
or IC (A
t diseas

Age

0.76–2.
1.28–3.
848
94

0.76–2.
0.94–3.
848
78

1.09–1.
1.18–2.
848
345

1.06–1.
1.38–2.
848
489
-rays strongly predicted first-ever stroke and cerebral in-
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arction, even after adjustment for risk factors and other
easurements of subclinical atherosclerosis. Although our

ample was younger and free of baseline CVD, our multi-
ariable-adjusted HRs were similar to those reported in the
otterdam study. Thus, the atherosclerotic burden detected
s AAC in the abdominal aorta appears to provide a potent
ndex of cardiovascular risk in the lower extremity, cere-
rovascular, and coronary arterial beds.27

Our study using plain abdominal x-rays of the aorta
uggests that AAC imaging, even using a simple noninva-
ive test such as plain radiography or lateral imaging using
ual x-ray absorptiometry, may have a useful role in risk
rediction. In our sample, the magnitude of risk predicted
y AAC for IC was stronger than that for CHD and for CVD
n age- and multivariable-adjusted models. Similar magni-
udes of risk were observed for IS. The HRs for CHD are
imilar but not identical to those previously reported from
ramingham; the present HRs vary slightly from those pre-
iously reported because we include data from an additional
0 years of follow-up available for this study.2,9 Overall,
AC adds to the prediction for IC, IS, CHD, and CVD over

nd above traditional CHD risk factors in low- and inter-
ediate-risk patients, particularly women. In discrimination

nalyses, AAC adds significantly to prediction of IS, CHD,
nd CVD at 10 years of follow-up over and above tradi-
ional cardiovascular risk factors, suggesting that AAC may
ave utility as a screening tool. Thus, AAC appears to be a
arker of global atherosclerosis and a strong predictor of

ymptomatic disease in multiple arterial beds. Our findings
uggest that detection of AAC may be clinically useful for
isk stratification in patients at intermediate risk, in whom
ecisions are often uncertain regarding implementation of
isk factor modification.

Several limitations warrant consideration. First, some
alcific plaques may result from conditions other than ath-
rosclerosis, such as systemic diseases associated with vas-

able 4
-statistics for multivariable-adjusted models alone and multivariable-adju

Combined

MV MV � AAC MV

C
c-statistic 0.70 0.71 0.69
�c-statistic 0.01
p value 0.10

S
c-statistic 0.71 0.72 0.68
�c-statistic 0.015
p value �0.01
HD
c-statistic 0.69 0.70 0.66
�c-statistic 0.01
p Value �0.01
VD
c-statistic 0.70 0.71 0.69
�c-statistic 0.01
p value �0.01

� � difference. Other abbreviation as in Table 3.
ular calcification, like end-stage renal disease. However, in
previous necropsy study of patients who also had lumbar
-rays to detect AAC, quantified using a protocol similar to
urs, the vast majority of patients with AAC had grade 3
dvanced atherosclerosis with calcification in the tunica
ntima.28 Second, our data are drawn from a community-
ased sample beginning in the late 1960s that was largely
ntreated for CVD and risk factors by current standards.
lthough this provides an exceptional perspective on the
atural history of atherosclerosis, the present population
ay carry less atherosclerotic burden due to more aggres-

ive risk factor modification. Third, for detection of periph-
ral arterial disease we would have ideally used IC events or
ow ankle-brachial index as an end point; however, the
nkle-brachial index was not available as a research tool in
966 to 1970. Fourth, the Framingham cohort is predomi-
antly white, and similar studies are warranted in subjects of
ther racial and ethnic backgrounds.
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Objectives We sought to determine whether Impaired fasting glucose (IFG) predicts cardiovascular disease (CVO)events. 

Background It is unclear which glucose threshold should define prediabetes. We compared the 1997 and 2003 American 

Diabetes Association (ADA) definitions of IFG to predict CVO. 

Methods Framingham offspring participants free of CVO, categorized by the 1997 ADA IFG definition (fasting plasma glu

cose 110 to 125 mgJdl; 6.1 to 6.9 mmoljl) or the 2003 definition (100 to 125 mgJdl; 5.6 to 6.9 mmol/I), were 

followed from 1983 to 2004. Pooled logistic regression was used to calculate multlvarlable-adjusted odds ratios 

(ORs) for incident coronary heart disease (CHO;291 events) or CVO(423 events). 

Resurts Four-year CHOevent rates among women were 1.3% (100 to 109 mgJdJ), 2.3% (110 to 125 mgJdl), and 2.9% 

(diabetes); whereas corresponding rates In men were 2.9%,3.0%. and 8.7%. For the 2003 IFG definition, the OR 

for CHOamong women was 1.7 (95% confidence interval [CII1.0 to 3.0, p = 0.048), whereas for the 1997 IFG 

definition, the OR for CHO in women was 2.2 (96% CI1.1 to 4.4, p = 0.02), which was almost as high as for 

women with diabetes (OR 2.5, 95% CI 1.2 to 5.2, P = 0.01). For CVO, only the 1997 IFG definition yielded signif

Icantly greater odds of CVO in women (OR 2.1, 95% CI 1.2 to 3.6, p = 0.01). Men were not at Increased odds of 

developing CVOor CHOby either definition. 

Conclusions In women, both IFGdefinitions were associated with increased CHO risk, whereas neither IFG lJefinition identified 

men at increased short-term risk for CHOor CVO. The flndlng that women with FPG110 to 125 mgldl had similar 

CHOrisk compared with women with diabetes suggests that CHOrisk In women may be elevated at a lower glucose 

level than for men. (J Am Coli Cardiol 2008;51:264-70) © 2008 by the American College of Cardiology Foundation 

It has been recognized that prediabetic hyperglycemia con
fers an increased risk for cardiovasculardisease (CVD) (1,2). 
In 1997, the American Diabetes Association (ADA) intro
duced the concept of impaired fasting glucose (IFG), a 
prediabetic state initially defined by fasting plasma glucose 
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(FPC) of 110 to 125 mg/dl (6.1 to 6.9 mmolJl), in which 
those afflicted were significantly more likely to develop 
diabetes (3-5). The risk of developing CVD was not 
considered in establishing criteria for IFG. 

Since the introduction of the concept of IFG, there has 
been considerable debate regarding where the lower limit 
should be set to achieve a reasonable balance between 
sensitivity and specificity for diabetes prediction. In 2003, 
the ADA lowered its threshold for diagnosis of IFG from 
110 mg/dl (6.0 mmol/l) to 100 mg/dl (5.6 mmol/l) on the 
basis of evidence in selected samples that suggested diabetes 
prediction may be optimized at a lower threshold (6). The 
effect of this lowered cut point is that a much larger 
proportion of the population is now considered to have 
IFG. Using data from the Third National Health and 
Nutrition Examination Survey, Benjamin et al. (7) found 
that the prevalence of IFG among adults was estimated to 
increase from 8.3% to 30.2%. 
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Since the publication of the 2003 IFG guidelines, rela
tively few studies have examined the impact of the 2003 
IFG definition on CVD risk, and none have found a 
relation between FPG 100 to 125 mg/dl (5.6 to 6.9 mmol/l) 
and increased CVD risk or mortality (8-12). However, 
these studies have been limited by examination of samples 
with limited generalizability (9 -11), relatively small samples 
with few CVD events during follow-up period (8), and 
potential inclusion of participants who develop diabetes in 
the IFG category (9,12). 

Thus, on the basis of available data, it is uncertain 
whether the 2003 ADA definition of IFG offers improved 
risk prediction regarding cardiovascular disease as compared 
with the 1997 IFG definition. Therefore, the primary aims 
of this analysis were to characterize the new 2003 ADA 
definition of IFG in the Framingham Offspring study by 
examining incident CVD events as compared with the 1997 
IFG definition. We also assessed the risk of developing 
diabetes based on the 2 IFG definitions. 

Methods 

Study sample. Participants for this study were drawn from 
the Framingham Offspring cohort. The design and inclu
sion criteria of the Framingham Heart Study have been 
described elsewhere (13). The current investigation included 
offspring participants who attended examinations (referred 
to as index examinations) in 1983 to 1987 (cycle 3),1987 to 
1991 (cycle 4), 1991 to 1995 (cycle 5), and 1995 to 1998 
(cycle 6). Participants could contribute information to more 
than one examination cycle provided they reached the next 
examination cycle free of an outcome event of interest. All 
participants with CHD or CVD at the index examinations 
were excluded from further analyses. Participants were 
followed in approximately 4-year intervals, and events were 
accrued through December 31, 2004. Overall, 4,138 unique 
individuals contributed a total of 13,273 person-exams for 
analyses of incident CHD, and 4,058 unique individuals 
contributed 12,918 person-exams for analyses of incident 
CVD. For analyses involving incident diabetes, a total of 
3,634 unique individuals free of diabetes and CHD at 
baseline were followed until diabetes or examination cycle 7 
(1998 to 2(01) contributing a total of 11,325 person-exams. 
The Institutional Review Board at Boston Medical Center 
approved the study protocol, and all participants gave 
written informed consent. 
Baseline measurements and definitions. All Framingham 
clinic visits include a physician interview, physical examina
tion, and laboratory tests. Participants who had a fasting 
plasma glucose ~126 mg/dl (>7.0 mmol/dl) or were on 
insulin or oral hypoglycemic agents were considered to have 
diabetes. The 1997 ADA guidelines defined IFG as a FPG 
concentration of 110 to 125 rng/dl (6.1 to 6.9 mmolll) (14), 
whereas the 2003 ADA guidelines define IFG as 100 to 125 
mg/dl (5.6 to 6.9 mmol/l) (6). 
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Outcome ascertainment. The Abbreviations 
primary outcomes of interest and Acronyms 

were CHD, CVD, and diabetes. 
ADA =AmerIcan DIabetes

Coronary heart disease included Association 
cases of myocardial infarction, 

8MI = body mass Index 
stable and unstable angina pecto

CND =coronary heart
ris, and CHD death (15). Car

disease 

diovascular disease was defined 
CI = confidence Interval 

as any CHD event, stroke, tran
CYD = cardiovascular

sient ischemic attack (TIA), inter
dlse.. 

mittent claudication, congestive 
FPG =fasting plasma 

heart failure, or CVD death. Dia glucose 
betes was defined as describedpre

IFG = Impaired fasting
viously in the previous section. A glucose 

panel of 3 physicians reviewed IGT = Impaired g1uCOlHl 

each CHD and CVD event and tolerance 

adjudicated the end point accord OR = odds ratio 
ing to pre-established criteria (16). 

TIA = transient IscIt8mlc 
Covariates. Covariates were as attack 

sessed and updated at all index 
examinations. Covariates included 
age, systolic blood pressure, hypertension treatment, total 
cholesterol to high-density lipoprotein cholesterol ratio, 
cigarette smoking within the past year, and body mass index 
(BMI). For incident diabetes, covariates were age, cigarette 
smoking within the past year, and BMI. Hypertension was 
defined as systolic blood pressure === 140 mm Hg, diastolic 
blood pressure ===90 mm Hg, or current treatment with 
antihypertensive medications. Current smoking was defined 
as at least 1 cigarette per day within 1 year of the index 
examination. Weight, measured to the nearest pound, was 
obtained with the participant wearing a gown without 
slippers or shoes. The BMI was calculated by dividing 
weight (kilograms) by square of height (merers/). 
Statistical analysis. A significant gender interaction was 
observed when age-gender-adjusted models were fit with an 
IFG-by-gender interaction. Therefore, all subsequent anal
yses were gender-specific. 

All individuals with CHD or CVD at each index exam
ination were excluded. Three separate models were used to 
examine incident CHD and CVD: 1) To examine the 
impact of the 1997 IFG definition on CHD and CVD risk, 
we compared FPG 110 to 125 mgldl (6.1 to 6.9 mmoVl.) to 
a referent group ofFPG <110 mg/dl (<6.1 mmolll). 2) To 
examine the impact of the 2003 IFG definition on CHD 
and CVD risk, we compared FPG 100 to 125 mg/dl (5.6 to 
6.9 mmol/l) to a referent group ofFPG <100 mg/dl «5.6 
mmol/l). 3) To directly compare the categorization and 
performance of the 1997 and 2003 IFG definitions, a 
multicategory model was created comparing both FPG 100 
to 109 mg/dl (5.6 to 6.0 mmolll) and 110 to 125 rng/dl (6.1 
to 6.9 mmolll) to a referent group of FPG <100 mg/dl 
«5.6 mmol/l). This model ensured that the same referent 
group would be used to compare individuals in the 100 to 
109 mg/dl category with those in the 110 to 125 mg/dl 
category. 
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regression has been shown to provideestimatessimilar to those 
_ Baseline Characteristics of Cohort.. 

generated from time-dependent Cox regression analysis (19). 
Women Men Models were initially age-adjusted and then adjusted for 

Characteristic (n =2,163) (n =1,895) covariates for each end point. To compare the predictive 
Age,Yrs	 48(10) 49(10) capacity of the 2003 versus 1997 IFG definition, we 
Glucose, mmoJ/1	 5.1(1.2) 5.4 (1.4) examined the c-statistics of all multivariable models. The 
CUrrent smoker, %	 29 28 

c-statistic is a measure of model discrimination or concor
Body mass Index, kglm' 25.6(5.4) 27.3(3.9) 

dance between the predictions and outcomes (20). Crude 
Systolic blood pressure, mm H& 122(18) 127(16) 

Kaplan-Meier curves were constructed using time to CVDHypertension treatment, % 14 16 

Hypertension, % 26 35 stratified by glycemic category (FPG <100 mgldl; 100 to 
TolaVhlgh..:lenslly lipoprotein 4.0(1.4) 5.0 (1.6) 109 mg/dl; 110 to 125 mg/dl; diabetes). 

cIlolesterol, ratio 

Values are mean (SO) or percent. *Data represent unique Individuals based on ftrst exam attended Results 
and Is based on the sample free of cardiovascular disease (n = 4,058). 

The overall sample (n = 4,058) consisted of 53% women, 
For analyses of diabetes prediction, individuals with and the mean age was 49 years (Table 1), 

diabetes at each index examination were excluded and 3 Impact of the IFG definition on incident CHD and 
similar models (1 to 3 as described in the previous CVD. The 4-year rates of developing CHD are presented 
paragraph) were constructed. Age-adjusted incidence in Table 2. There were 291 cases of incident CHD. 
rates of CHD, CVD, and diabetes were calculated for Four-year CHD event rates among women were 1.3% (100 
each FPG group (17). Pooled logistic regression was used to 109 mgldl), 2.3% (110 to 125 mg/dl), and 2,9% (diabe
to calculate the odds of developing CHD, CVD, or tes), whereas corresponding rates in men were 2.9%, 3.0%, 
diabetes over the follow-up intervals using SAS version and 8.7%. The odds ratio for CHD in women for the 2003 
9.1 (SASInstitute, Cary, North Carolina) (18). Pooled logistic definition was 1.7 (95% confidence interval [CI] 1.0 to 3.0) 

• ....year Age-AdJusted Event Rates of CND, CW, 
and DIabetes ~ Baseline Glycemic St8tua ClItegory 

Multlcat8gOl)' Model (rngjdl) 

Outcome s99 100 to 109 UOIo125 Diabetes 

Any CHD event 

Women 

Events, n 39 14 12 13 

Person-exams. n 5,563 882 365 318 

4-year event rate (%)with 95% CI 0.8 (0.5-1.1) 1.3 (0.7-2.2) 2.3 (1.3-4.3) 2.9 (1.6-5.3) 

Men 

Events, n 106 38 19 50 

PetsOlt-eX8l1lS, n 3,960 1,235 516 434 

4-year event rate (%) with 95% CI 2.9 (2.3-3.7) 2.9 (2.0-4.0) 3.0 (1.9-4.8) 8.7 (6.4-11.7) 

Any CVD event 

Women 

Events. n 71 19 18 20 

Person-exams. n 5,457 850 352 299 

4-year event rate (%) with 95% CI 1.4 (1.1-1.9) 1.8 (1.1-2.9) 3.6 (2.2-5.9) 4.8 (3.0-7.6) 

Men 

Events, n 138 60 31 66 

Person-exams. n 3,876 1,198 495 391 

4-year event rate (%) with 95% CI 3.9 (3.2-4.8) 4.6 (3.5-6.0) 5.0 (3.4-7.1) 12.5 (9.7-16.0) 

Diabetes 

Women 

Events, n 17 31 87 

Person-exams, n 5,049 780 317 

4-year event rate (%) with 95% CI 0.3 (0.2-0.6) 4.0 (2.7-6.0) 27.8 (21.6-35.1) 

Men 

Events, n 23 52 92 

Person-exams, n 3,608 1,129 442 

4-year event rate (%)with 95% CI 0.6 (0.4-1.0) 4.5 (3.3-6.1) 20.0 (15.8-25.1) 

CHO = coronary heart disease; ct = conftdence Interval; eve = cardiovascular disease. 
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• Odds R8tIo8 and 95% ConfIdence Intervals by Glucose SUbgroup 
for 4-Year Incidence of CND AccordIng to 1997 and 2003 IFG DefInitions 

Multlcategory Model (mg/dl)' 2003 IFG (mg,tdl) , 1997 IFGt (mg,tdl) 

10010109 pVal... 1lO1o 125 pVal... Diabetes p Value 100 to 125 pVaI... llOto125 p Value 
Women 

Age-adJusted 1.7 (0.9-3.1) 0.11 3.1 (1.6-6.1) 0.001 4.0(2.1-7.6) <0.001 2.1 (1.3-3.5) 0.005 2.7 (1.4-5.2) 0.002 
MV-adJusled:j: 1.4 (0.7-2.7) 0.30 2.5 (1.2-5.0) 0.01 2.5 (1.2-5.2) 0.01 1.7 (1.0-3.0) 0.048 2.2 (1.1-4.4) 0.02 

Men
 

Age-adJusted 1.0 (0.7-1.4) 0.92 1.0 (0.6-1.7)
 0.91 3.2 (2.2-4.6) <0.001 1.0 (0.7-1.4) 0.99 1.0 (0.6-1.7) 0.89 
MV-adJusled:j: 0.9 (0.6-1.4) 0.66 0.9 (0.5-1.5) 0.60 2.6 (1.7-3.8) <0.001 0.9 (0.6-1.3) 0.55 0.9 (0.5-1.5) 0.67 

'Referent group Is <100 mgldl «5.6 mmol/l). fReterent group Is <110 mgldl «6.1 mmol/I). *Covarlates: age, systolic blood pressure, hypertension treatment, tolal cholesterol/hlgh-denslly lipoprotein 
ratio, current smoking. and body mass Index. 

CHD ~ coronary heart disease; IPG ~ Impaired fasting glucose; MY ~ mUKlvariable. 

and for the 1997 definition was 2.2 (95% CI 1.1 to 4.4) 6.9 mmol/l), The multivariable-adjusted c-statistics for the 
(Table 3). In the multicategory model, women with FPG 1997 and 2003 definitions were similar (0.785 vs. 0.787, 
110 to 125 mg/dl (6.1 to 6.9 mg/dl) had a 2.5-fold increased respectively). 
odds ratio (OR) of CHD (95% CI 1.2 to 5.0, P = 0.01), In men, there was no significant difference in the OR of 
whereas women with FPG 100 to 109 mg/dl (5.6 to 6.0 developing CVD in those with IFG as categorized by either 
mmolll) had a nonsignificandy increased OR of CHD (OR the 1997 definition or 2003 definition; similar results were 
1.4, 95% CI 0.7 to 2.7, P = 0.30), suggesting that much of observed in the multicategory model (Table 4). The 
the increase in CHD is driven primarily by those with FPG multivariable-adjusted c-statistics were identical for the 1997 
110 to 125 mg/dl (6.1 to 6.9 mmolll). Among women with and 2003 definitions (0.763). The fonnal sex-interaction was 
FPG 110 to 125 mg/dl, the OR was similar to the OR for not significant (p = 0.19), although the trends observed were 
CHD in women with diabetes (OR 2.5,95% CI 1.2 to 5.2, overall similarto the CHD results. The results are presentedas 
P = 0.01). The c-statistic was essentially unchanged be Kaplan-Meiercurves in Figure 1. 
tween models based on the 1997 versus the 2003 IFG Impact of the IFG definition on incident diabetes. The 
definition (0.798 vs. 0.800, respectively). 4-year age-adjusted rates of developing diabetes by glycemic 

In men, there was no significant difference in the OR of category are presented in Table 2. Among women, the OR of 
developing CHD among those categorized by either the developing diabetes was elevated in multivariable-adjusted 
1997 IFG definition or the 2003 IFG definition (Table 3). models for both the 1997 and 2003 definitions (Table 5). 
There was a significant gender interaction with incident Among men, the differences between the 1997 and 2003 
CHD (p = 0.04), indicating that the OR of developing definitions were less striking than in women (Table 5). 
CHD in women was significantly greater than for men. Secondary analyses. When glucose was modeled as a 

Similar trends were observed for CVD (Table 4) (423 continuous variable, for CVD, significant results were ob
incident events). The OR for CVD in women for the 2003 served for women (p = 0.(07) as well as for men (p = 
definition was 1.4 (95% CI 0.9 to 2.1) and for the 1997 0.0001). However, when individuals with diabetes were 
definition was 2.1 (95% CI 1.2 to 3.6) (Table 4). In the excluded from the models, results were no longer significant 
multicategory model for women, no significantly increased (women p = 0.16; men p = 0.89). For CHD, similar 
OR was observed in the 100 to 109 mg/dl (5.6 to 6.0 findings were observed (data not shown). Additional adjust
mmolll) group, whereas significantly increased OR were ment for triglycerides in men did not result in any material 
observed among women with FPG 110 to 125 mg/dl (6.1 to changes to the results (data not shown). 

• Odds R8tIo8 and 95% ConfIdence Intervals by Glucose Subgroup 
for 4-Y.., Incidence of CanIIoYasc:uIar DIseaseAcconIIng to 1997 and 2003 IFG DetInItIons 

Multlcategory Model, mg,tdl' 2003 IFG, mmol/J' 1997 IFQ, mmol/lt 

10010109 pVal... UO 10 125 pVal... Diabetes p Value 100 to 125 p Value UOto 125 p Value 

Women 

Age-adJusted 1.3 (0.8-2.1) 0.38 2.6 (1.5-4.5) <0.001 3.6 (2.1-6.0) <0.001 1. 7 (1.1-2.5) 0.01 2.5 (1.5-4.2) <0.001 

MV-adjusled:j: 1.1 (0.6-1.8) 0.84 2.1 (1.2-3.7) 0.01 2.3 (1.3-4.1) 0.007 1.4 (0.9-2.1) 0.16 2.1 (1.2-3.6) 0.01 

Men 

Age-adJusted 1.2 (0.9-1.6) 0.32 1.3 (0.8-1.9) 0.25 3.6 (2.6-5.0) <0.001 1.2 (0.9-1.6) 0.19 1.2 (0.8-1.8) 0.35 

MV-adJusted:j: 1.1 (0.8-1.5) 0.51 1.0 (0.7-1.6) 0.85 2.8 (2.0-4.0) <0.001 1.1 (0.8-1.4) 0.56 1.0 (0.7-1.5) 0.98 

'Referent group Is <5.6 mmolfl «100 mgldl). tReferent group Is <6.1 mmol/I «110 mgldl). *Covarlates: age, systolic blood pressure, hypertension treatment,tolal cholesterol/HDL ratio, cu".ent 

smoking, and 8MI. 

Abbrevlatlons as In Table 3. 
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Women	 Men 
I .....~ 

...... -~NGT 
0.'1' '-'- .	 100.109 

110·125 

'ii 0.9•"E.. 
rn 0.85 

OM
0.8 

0.7~ -l---...---r---.-----, 
40 2 3 4 o 

YealS	 Years 

0.95 

ii 0.9•
"E 
::s 

(IJ 0.85 

0.8 

0.75 

CVD = cardiovascular disease; DM = diabetes mellitus; NGT = normal glucose tolerance; 100-109 ~ 100 to 109 mg,tdl; 110-125 = 110 to 125 mg,tdl. 

Discussion 

Principal findings. The 1997 and 2003 IFG definitions 
are predictive of CHD in women but not in men. The odds 
of developing CHD among women with IFG in the 110 to 
125 mg/dl (6.1 to 6.9 mmol/l) range approach the risk 
conferred by having diabetes. C-statistics were essentially 
unchanged between the 1997 and 2003 IFG definitions, 
suggesting no improvement in overall risk prediction when 
one uses the new IFG definition. For CVD, only the 1997 
IFG definition was associated with a statistically significant 
increased odds among women, whereas no increased odds of 
CVD was observed in men for either IFG definition. 
Ultimately, however, men have greater absolute rates of 
events as compared with women. With respect to diabetes, 
the 1997 IFG definition is associated with a greater risk of 
developing diabetes compared with the 2003 IFG 
definition. 

A possible explanation for the difference between CVD 
and CHD is that the CHD end point contains primarily 
hard diagnoses that are known to be highly associated with 
diabetes and pre-diabetes, such as myocardial infarction, 
whereas CVD contains end points which are potentially 
more heterogeneous, such as intermittent claudication and 

TIA. Nonetheless, women in our sample with FPG 110 to 
125 mg/dl (6.1 to 6.9 mmol/l) are at significantly increased 
risk of both CHD and CVD. 
In the context of current literature. Conflicting data exist 
regarding the effect of nondiabetic fasting hyperglycemia on 
cardiovascular risk. Whereas several studies have found that 
the 1997 IFG definition is associated with significantly 
increased risk for CVD (2,9,11,21), at least 5 studies have 
shown no significantly increased risk for CVD with the 
1997 IFG definition (5,8,10,22,23). 

Relatively fewer studies have examined the 2003 IFG cut 
point and its predictive capacity for CVD, and none have 
demonstrated an increased risk (8-10,24). Kanaya et al. (9) 
examined data from the Heart and EstrogenlProgestin 
Replacement Study, which enrolled women with known 
coronary disease, grouped them by fasting glucose status, 
and followed them for CVD events, stroke, TIA, and CHF 
hospitalization for an average of 6,8 years. They found that 
women with FPG 100 to 125 mg/dl (5.6 to 6.9 mmol/l) 
were at no increased risk for any end point as compared with 
women with normal levelsoffasting glucose. In contrast, we 
found that women categorized by the 2003 IFG definition 
do not have a statistically significant increased risk of CVD 

• Odds Ratios and9S" Conftdence Intervals for 4-Vee, Incidence of D1811etes 
ExamInIng tile 1997 and 2003 IFe DeIII\ItIon8 In Age- and MultlYeriable-Altuated Modets 

2003 IFG Glue..... Category, 1997 IFGGlue_ C8t811ory, 
Multlcategory Model, mmol/l mmol/I mmol/I 

5.6 to 6.0" p Value 6.1 to 6.9" P Value 5.6 to 8.9" P Value 6.1 to 6.9! P Value 

Women 

Age«ljusted 12.4 (6.8-22.8) <0.001 114.5 (65.4-200.5) <0.001 33.9 (20.1-57.3) <0.001 42.3 (28.5-62.9) <0.001 

MV-adjustecl:j: 9.1(4.9-17.0) <0.001 72.5 (40.5-129.8) <0.001 22.3 (13.0-38.1) <0.001 26.3 (17.4-39.8) <0.001 

Men 

Age-&dJuslecl 7.2 (4.4-11.9) <0.001 38.5 (23.8-62.1) <0.001 14.6 (9.3-22.8) <0.001 14.9(10.7-20.8) <0.001 

MV-adjuslecl:j: 6.4 (3.9-10.6) <0.001 32.4 (20.0-52.6) <0.001 12.7 (8.1-20.0) <0.001 12.9 (9.3-18.1) <0.001 

'Referent /!lOOP Is <5.6 mmol/I «100 mg,ld/). fRete,ent /!lOUP Is <6.1 mmoVI «110 mg,ldl). :teo",'ates: age. bodyma.. 'ndex. smoking. 
Abbreviations as In Table 3. 
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(OR 1.4, 95% CI 0.9 to 2.1) but do have significantly 
increased odds of CHD (OR 1.7, 95% CI 1.0 to 3.0, P == 
0.048). A potential explanation for the differences in our 
findings may be the result ofdifferences in our study sample, 
which included only individuals free of CVD at baseline, 
which is especiallyimportant when comparing our findings 
to those of Kanaya et al. (9), who used a sample of women 
with pre-existing CVD, and followed their participants for 
new events. 

In a recent publication from the Hoom Study in which 
participants (n = 1,428) were categorized according to 1997 
and 2003 criteria based on OGTI' measured in 1989 and 
1996 with 10-year follow-up for all-cause and CVD mor
tality, there was no significant increased risk for CVD unless 
participants developed diabetes (12). These data are dis
tinctly incongruent with our current findings, possibly in 
part because of the lack of gender-specific analyses in the 
Hoom study. 

The Hoom investigators used oral glucose tolerance 
testing to diagnose impaired fasting glucose as compared 
with our use of FPG, which may also be pertinent to 
understanding why our findings differed. However, re
searchers using data from the Atherosclerosis Risk in 
Communities Study recently have confirmed that there is 
poor congruence between IF(; (defined as 100 to 125 
mg/dl; 5.6 to 6.9 mmolll) and impaired glucose tolerance 
(lGT). They also demonstrate that neither IFG nor I(;T are 
associated with an increased risk of all-cause mortality or 
incident CHD after a median follow-up of 6.3 years in 
fully-adjusted models (25). Therefore, we believe that our 
findings using FPG to diagnose IFG is an acceptable and 
clinically applicable method by which to conduct these analy
ses. Finally, a recent study from a community-based medical 
center examined CVD risk factor prevalence and prevalent 
CVD events among individuals with the 1997 as compared 
with the 2003 IFG definition (26) and found that the 2003 
definition was not associated with an elevated level of CVD 
risk factors or CVD as compared to the 1997 definition. 
Gender diJferences. For any given glycemic category, 
women had greater relative odds of CHD and CVD as 
compared with men, although men had greater absolute 
event rates for cardiovascular disease. In fact, the cardiovas
cular disease event rates and odds ratios for women in the 
110 to 125 rng/dl group were similar to those for women 
with diabetes in our sample. These findings build upon 
those from a recent meta-analysis that included more than 
33,000 women and 172,000 men in examining nondiabetic 
hyperglycemia as a risk factor for CVD; results demonstrate 
that the risk ofCVD events was markedly greater in cohorts 
that included women (27). However, gender-specific data 
for women in this meta-analysis were not presented. Taken 
together with our findings, CVD and diabetes risk in 
women may occur at lower glucose thresholds as compared 
with men, which raises several potentially interesting ques
tions. Whether gender differences are due to intrinsic 
biologic differencesor differencesin risk factor management 
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is uncertain. These differences also raise the question of 
whether gender-specific cut points for impaired fasting 
glucose should exist. 
Implications. In the absence of a clear glucose threshold 
that is predictive of CVD, the debate continues regarding 
what should define IFG to maximize sensitivity and speci
ficity for predicting cardiovascular events. In examining the 
effect of IFG categorization with respect to cardiovascular 
disease, we uncovered gender differences, raising the ques
tion of whether a lower glycemic threshold should be used 
to diagnose IFG or diabetes in women. It is important to 
remember, however, that men have a greater absolute rate of 
events as compared with women. Further, IF(; is not a 
CHD risk-equivalent. In addition, whether the effect of 
identifying individuals with this diagnosis in clinicalpractice 
encourages lifestyle modification including weight loss and 
increased physical activity is uncertain. Fasting blood sugar 
is often associated with other adverse CVD risk factors and 
may serve to identify patients with hypertension and dys
lipidemia. Finally, it is uncertain whether identifying an 
individual with IFG results in aggressive CVD risk factor 
modification; randomized clinical trials among individuals 
with IFG would be necessary to assess this. 
Strengths and study limitations. The strength of our 
analysis lies in our population-based cohort and long-term 
follow-up. We assessed the glycemic status of our partici
pants every 4 years and were able to remove those who 
developed incident diabetes from the IFG category, which is 
particularly important when trying to understand the risk of 
cardiovasculardisease associated with IFG independently of 
developing diabetes. 

Our study has severallimitations which must be acknowl
edged. Oral glucose tolerance testing was not available at 
each index examination cycle, thereby precluding comment 
on how the 1997 and 2003 IFG definitions compare with 
IGT for prediction of CVD. Further, this unavailability 
may have resulted in cases of undiagnosed diabetes in our 
exposure group. However, the primary point of our paper is 
to analyze the current ADA recommendations for IFG, and 
current guidelines do not recommend the routine use oforal 
glucose tolerance testing (28). 

Next, although we found no increased risk in men for 
CHD and CVD, we examined short-term risk, and appli
cation to long-term risk, which allows for transition to 
diabetes over many years of follow-up, is uncertain. How
ever, the consideration of short-term risk is congruent with 
the ADA's recommendation that all individuals over 45 
years of age be screened for diabetes every 3 years and even 
more frequently if additional risk factors are present (29). 
Third, the Framingham Heart Study at its inception in 
1948 included only white participants. Therefore, the gen
eralizability to other ethnic groups is uncertain. However, 
the Framingham risk score has been validated in other ethic 
groups and has been found to be applicable in other 
populations (30,31). Although we used data from our study 
that spans several decades, we do not believe that temporal 
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trends would have an important effect on our results, 
because we have previously shown that the relative risk 
between cardiovascular disease and diabetes has not changed 
over time (32). Finally, we only evaluated cardiovascular 
complications of IFG and diabetes and were not able to 
assess retinopathy, neuropathy, and nephropathy, which 
may yield different findings. 

Conclusions 

Our data suggest that for prediction of CHD and CVD 
events, neither IFG definition identifies a group of men at 
increased short-term risk. In women, there is a significantly 
increased risk ofCHD in the 2003 IFG group, but this risk 
is driven primarily by the high event rate in participants with 
FPG 110 to 125 mg/dl (6.1 to 6.9 mmol/l). In comparing 
women and men, for any given prediabetic category, women 
have a greater relative risk of CHD than men. The 2003 
IFG definition does not offer substantive advantages over 
the 1997 definition for prediction of CVD or diabetes. 

Reprint requests and correspondence: Dr. Caroline S. Fox, Fra
mingham Heart Study, 73 Mount Wayte Avenue, Suite No.2, 
Framingham, Massachusetts 01702-5827. E-mail: foxca@nhlbi. 
nih.gov. 

REFERENCES 

1. Wingard DL, Barrett-Connor EL, Scheidt-Nave C, McPhillips JB. 
Prevalence of cardiovascular and renal complications in older adults 
with normal or impaired glucose tolerance or NlDDM. A population
based study. Diabetes Care 1993;16:1022-5. 

2. Coutinho M,	 Gerstein HC, Wang Y, Yusuf S. The relationship 
between glucose and incident cardiovascularevents. A metaregression 
analysis of published data from 20 studies of 95,783 individuals 
followed for 12.4 years. Diabetes Care 1999;22:233-40. 

3. Dinneen SF, Maldonado D ill, Leibson CL, et al. Effectsof changing 
diagnostic criteria on the risk of developing diabetes. Diabetes Care 
1998;21:1408-13. 

4. Chen	 KT, Chen CJ, Gregg EW, Imperatore G, Narayan KM. 
Impaired fasting glucose and risk of diabetes in Taiwan: follow-up over 
3 years. Diabetes Res Clin Pract 2003;60:177-82. 

5. de Vegt F, Dekker]M, Jager A, et al. Relation of impaired fasting and 
postload glucose with incident type 2 diabetes in a Dutch population: 
the Hoorn Study. JAMA 2001;285:2109-13. 

6. Genuth S, Alberti KG, Bennett P, et al. Follow-up report on	 the 
diagnosis of diabetes mellitus. Diabetes Care 2003;26:3160-7. 

7. Benjamin SM, Cadwell BL, Geiss LS, Engelgau MM, Vinicor F. A 
change in definition results in an increased number of adults with 
prediabetes in the United States. Arch Intern Med 2004;164:2386. 

8. Blake DR, MeigsJE, Muller DC, Najjar SS, Andres R, Nathan DM. 
Impaired glucose tolerance, but not impaired fasting glucose, is 
associated with increased levels of coronary heart disease risk factors: 
results from the Baltimore Longitudinal Study on Aging. Diabetes 
2004;53:2095-100. 

9. Kanaya AM, Herrington D, Vittinghoff E, et al. Impaired fasting 
glucose and cardiovascular outcomes in postmenopausal women with 
coronary artery disease. Ann Intern Med 2005;142:813-20. 

10. Tai ES, Goh SY, Lee JJ, et al. Lowering the criterion for impaired 
fasting glucose: impact on disease prevalence and associated risk of 
diabetes and ischemic heart disease. Diabetes Care 2004;27:1728-34. 

11. Wen	 CP, Cheng TI, Tsai SP, Hsu HL, Wang SL. Increased 
mortality risks of pre-diabetes (impaired fasting glucose) in Taiwan. 
Diabetes Care 2005;28:2756-61. 

12. Rijkelijkhuizen]M, Nijpels G, Heine RJ, Bouter LM, Stehouwer CD, 
Dekker JM. High risk of cardiovascular mortality in individuals with 
impaired fasting glucose is explained by conversion to diabetes: the 
Hoorn study. Diabetes Care 2007;30:332-6. 

13. Dawber TR,	 Kannel WB, Lyell LP. An approach to longitudinal 
studies in a community: the Framingham Study. Ann N Y Acad Sci 
1963;107:539-56. 

14. Report of the Expert Committee on the Diagnosis and Classification 
of Diabetes Mellitus. Diabetes Care 1997;20:1183-97. 

15. Cupples L, D'Agostino, Kiely D. The	 Framingham Heart Study, 
Section 35: An Epidemiological Investigation of Cardiovascular 
Events: Survival Following Initial Cardiovascular Events: 30 Year 
Follow-Up. Bethesda, MD: National Heart, Lung, and Blood Insti
tute, 1988. 

16. Stokes J	 ill, Kannel WB, Wolf PA, Cupples LA, D'Agostino RB. 
The relative importance of selected risk factors for various manifesta
tions of cardiovasculardisease among men and women from 35 to 64 
years old: 30 years of follow-up in the Framingham Study. Circulation 
1987;75:V65-73. 

17. Chang 1M, Gelman R, Pagano M. Corrected group prognostic curves 
and summary statistics. J Chronic Dis 1982;35:669-74. 

18. SAS. User's Guide, version 9.1. Cary, NC: SAS Institute, 2006. 
19. D'Agostino RB, Lee ML, Belanger AJ, Cupples LA, Anderson	 K, 

Kannel WB. Relation of pooled logistic regression to time dependent 
Cox regression analysis: the Framingham Heart Study. Stat Med 
1990;9:1501-15. 

20. Hanley JA, McNeil BJ. The meaning and	 use of the area under a 
receiver operating characteristic (ROC) curve. Radiology 1982;143: 
29-36. 

21. BarzilayJI, Spiekerman CF, Wahl PW, et al. Cardiovasculardisease in 
older adults with glucose disorders: comparison of American Diabetes 
Association criteria for diabetes mellitus with WHO criteria. Lancet 
1999;354:622-5. 

22.	 DECODE Study Group, the European Diabetes Epidemiology 
Group. Glucose tolerance and cardiovascularmortality: comparison of 
fasting and 2-hour diagnostic criteria. Arch Intern Med 2001;161: 
397-405. 

23. Tominaga M, Eguchi H, Manaka H, Igarashi K, Kato T, SekikawaA 
Impaired glucose tolerance is a risk factor for cardiovascular disease, 
but not impaired fasting glucose. The Funagata Diabetes Study. 
Diabetes Care 1999;22:920-4. 

24. SorkinJD, Muller DC, BegJL, Andres R.The relation offasting and 
2-h postchallenge plasma glucose concentrations to mortality: data 
from the Baltimore Longitudinal Study of Aging with a critical review 
of the literature. Diabetes Care 2005;28:2626-32. 

25. Pankow JS, Kwan DK, Duncan BB, et al. Cardiometabolic risk in 
impaired fasting glucose and impaired glucose tolerance: the Athero
sclerosisRisk in Communities Study. Diabetes Care 2007;30:325-31. 

26. Kim SH, Chunawala L, Linde R, Reaven GM. Comparison of the 
1997 and 2003 American Diabetes Association classification of im
paired fasting glucose: impact on prevalence of impaired fasting 
glucose, coronary heart disease risk factors, and coronary heart disease 
in a community-based medical practice. J Am Coli Cardiol 2006;48: 
293-7. 

27. Levitan EB, Song Y, Ford ES, Liu S. Is nondiabetic hyperglycemia a 
risk factor for cardiovascular disease? A meta-analysis of prospective 
studies. Arch Intern Med 2004;164:2147-55. 

28. Report of the expert committee on the diagnosis and classification of 
diabetes mellitus. Diabetes Care 2003;26 Suppl 1:S5-20. 

29. Standards of medical care in diabetes--2006. Diabetes Care 2006;29 
Suppl 1:S4-42. 

30. D'Agostino RB Sr., Grundy S. Sullivan LM, Wilson P. Validation of 
the Framingham coronary heart disease prediction scores: results of a 
multiple ethnic groups investigation. JAMA 2001;286:180-7. 

31. Liu ], Hong Y, D'Agostino RB. et al. Predictive value for the Chinese 
population of the Framingham CHD risk assessment tool compared 
with the Chinese Multi-Provincial Cohort Study. JAMA 2004;291: 
2591-9. 

32. Fox CS, Coady S, Sorlie PD, et al. Trends in cardiovascular compli
cations of diabetes. JAMA 2004;292:2495-9. 



BioMed CentralBMC Public Health

ss
Open AcceResearch article
Disclosing intimate partner violence to health care clinicians - What 
a difference the setting makes: A qualitative study
Jane Liebschutz*1,2, Tracy Battaglia1, Erin Finley3,4 and Tali Averbuch1

Address: 1Section of General Internal Medicine, Department of Medicine, Boston Medical Center and Boston University School of Medicine, 801 
Massachusetts Ave, Boston, MA 02118, USA , 2Department of Social and Behavioral Sciences, Boston University School of Public Health, 801 
Massachusetts Ave, Boston, MA 02118, USA , 3Department of Anthropology, Emory University, 115 Dickey Dr, Atlanta, GA 30322, USA  and 4The 
Emory Center for Myth and Ritual in American Life, Emory University, 115 Dickey Dr, Atlanta, GA 30322, USA 

Email: Jane Liebschutz* - jane.liebschutz@bmc.org; Tracy Battaglia - tracy.battaglia@bmc.org; Erin Finley - epfinley@gmail.com; 
Tali Averbuch - tali.averbuch@gmail.com

* Corresponding author    

Abstract
Background: Despite endorsement by national organizations, the impact of screening for intimate
partner violence (IPV) is understudied, particularly as it occurs in different clinical settings. We
analyzed interviews of IPV survivors to understand the risks and benefits of disclosing IPV to
clinicians across specialties.

Methods: Participants were English-speaking female IPV survivors recruited through IPV programs
in Massachusetts. In-depth interviews describing medical encounters related to abuse were
analyzed for common themes using Grounded Theory qualitative research methods. Encounters
with health care clinicians were categorized by outcome (IPV disclosure by patient, discovery
evidenced by discussion of IPV by clinician without patient disclosure, or non-disclosure), attribute
(beneficial, unhelpful, harmful), and specialty (emergency department (ED), primary care (PC),
obstetrics/gynecology (OB/GYN)).

Results: Of 27 participants aged 18–56, 5 were white, 10 Latina, and 12 black. Of 59 relevant
health care encounters, 23 were in ED, 17 in OB/GYN, and 19 in PC. Seven of 9 ED disclosures
were characterized as unhelpful; the majority of disclosures in PC and OB/GYN were characterized
as beneficial. There were no harmful disclosures in any setting. Unhelpful disclosures resulted in
emotional distress and alienation from health care. Regardless of whether disclosure occurred,
beneficial encounters were characterized by familiarity with the clinician, acknowledgement of the
abuse, respect and relevant referrals.

Conclusion: While no harms resulted from IPV disclosure, survivor satisfaction with disclosure is
shaped by the setting of the encounter. Clinicians should aim to build a therapeutic relationship
with IPV survivors that empowers and educates patients and does not demand disclosure.

Background
The extensive physical and mental health burden of inti-
mate partner violence (IPV) exposure has been docu-

mented in various settings [1-6]. In response, the medical
community has prioritized IPV identification. In fact, the
Joint Commission on Accreditation of Healthcare Organ-
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izations hospital standards call for IPV survivor identifica-
tion and then referral to community services. In a
complementary set of guidelines, the Family Violence Pre-
vention Fund suggests clinicians inquire about IPV at
every encounter for episodic care, such as Emergency
Department visits, with higher case-finding rates as the
measure of high quality [7].

Evidence to support IPV screening interventions includes
surveys of patients who report expectations that a clini-
cian inquire about IPV and increased satisfaction with the
visit after being asked regardless of disclosure [8,9]. In a
meta-analysis of the qualitative literature, Feder and col-
leagues found women IPV survivors value support and
education whether or not they are ready to talk about the
abuse, and consider most helpful relationships with phy-
sicians characterized by respectful support [10].

The most recent guidelines of the United States Preventive
Services Task Force found insufficient evidence for screen-
ing for family violence due to lack of studies showing that
a primary care based screening intervention helps reduce
harmful outcomes [11]. In addition, the potential for neg-
ative outcomes of screening has not been examined [8,11-
14]. Rather, the success of screening interventions tends to
be measured in number of disclosures rather than in
improvement of the survivor's overall condition [15-17].
Most studies of screening either lack a measure for the
potential harm of disclosure or minimize such potential
in written reports [15,17-19]. Although studies have
shown higher disclosure in certain specialties [20], the dif-
ference in outcomes by specialty have not been well
described. Rhodes and colleagues reported that many
inquiries about IPV in an emergency room setting by phy-
sicians were perfunctory and did not lead to documenta-
tion or referral for other help [8,21].

Previously we reported results from a qualitative study of
IPV survivors in which we examined those qualities of the
patient-provider relationship that facilitate a safe and pro-
ductive disclosure [22]. In that study, participants identi-
fied important provider characteristics, including: the
ability to communicate a sense of personal concern; open
communication; willingness to negotiate issues of con-
trol; confidentiality of medical information; shared deci-
sion-making; competency in medical care; careful
listening; and taking ample time to address participant
concerns [22]. Because of the reports of challenges to
communication about IPV in emergency room settings
and the emphasis on trust and communication in the
patient-provider relationship, we hypothesized that the
setting of disclosure of IPV might be important to the
patient experience. Furthermore, such differences might
inform clinical practice in varied medical settings.

In this paper we present the results of a re-analysis of par-
ticipants' descriptions of patient-provider encounters to
examine potential harms and benefits of IPV disclosure.
We explored whether the specialty of care was related to
the outcomes of disclosure, and identified a series of fac-
tors affecting these outcomes across primary care, obstet-
rics/gynecology and emergency department specialties.

Methods
Study Design
Ethnographic interviewing elicited IPV survivors' experi-
ences interacting with both physician and non-physician
health care providers. Grounded theory, a method of
qualitative analysis [23], was used to elucidate views on
patient-provider encounters revealed in the narrative data.

Study Participants
Twenty-seven IPV survivors were recruited from commu-
nity-based domestic violence counseling or sheltering
programs in eastern Massachusetts. They were recruited
either through referral by local shelter staff or through a
flier sent to all domestic violence programs in eastern
Massachusetts. Eligible participants were female, ages 18
to 64, English-speaking, with a history of an abusive inti-
mate partner relationship within the past 3 years. Each
participant provided written informed consent and was
compensated $25.

Interview Technique
After approval by the Boston University Medical Center
Institutional Review Board, data were collected from
October 1996 through November 2000. Open-ended, in-
depth interviews, conducted by 1 of 2 authors (JL, TB),
both primary care physicians, were audio-taped and lasted
1–2 hours.

Using an interview guide, the interviewer asked partici-
pants to describe encounters with health care clinicians
both related and unrelated to the abusive relationship
after the onset of the abuse. While most participants
related to the onset of the adult intimate partner violence,
others spontaneously mentioned experiences with health-
care providers during adolescence or relating to childhood
abuse. The participants were asked to provide information
on perceived barriers to care and the abusive relationship
over the past three years. Interviews were iterative; partic-
ipants enrolled later in the data collection interval were
questioned about themes revealed in previous interviews.

Analysis
Each audio-taped interview was transcribed verbatim by a
professional transcriber, reviewed for accuracy and de-
identified. Authors independently reviewed transcripts to
identify common themes which were developed into a
preliminary coding scheme with the first 10 interviews.
Page 2 of 8
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An advisory group of domestic violence advocates and
survivors helped revise this scheme and suggest new con-
cepts. The authors then independently coded the inter-
views using this revised coding scheme. Coding was
compared and differences of opinion resolved through
examination of the text.

Using NUD*ST qualitative research software (QSR Inter-
national, Pty., Ltd., Melbourne, Australia) for data organ-
ization and coding, separate narratives representing a
single patient-clinician relationship were identified and
labeled as encounters. Encounters, which could be com-
posed of a single interaction or continued contact over a
period of years, were first categorized into "related to
abuse" or "unrelated to abuse". As we did reiterative cod-
ing and analysis to understand the specific effect of dis-
closing (or not-disclosing) IPV, these unrelated
encounters did not offer relevant material to allow catego-
rization into a specific outcome (disclosure, discovery/
discussion, nondisclosure) and were thus dropped from
the analyses. Each medical encounter related to abuse was
then coded according to three characteristics: outcome,
specialty and attribute.

The first of these, outcome, described three mutually
exclusive types of encounters: disclosure, discovery, and
non-disclosure. A disclosure occurred when a participant
reported telling her clinician about IPV. When a partici-
pant perceived her clinician knew of the abuse when she
had not made an explicit disclosure, the outcome was
labeled discovery. To be labeled discovery, the partici-
pants made explicit reference that the provider discussed
some aspect of IPV, such as counseling or referral, even
without explicit disclosure of IPV. All other encounters
that did not fall into disclosure or discovery were labeled
non-disclosure. To qualify for non-disclosure, one of two
circumstances had to apply. First, the provider asked but
the participant purposely did not disclose. Second, the
participant was in an actively abusive relationship but did
not spontaneously disclose, such as during treatment for
injury, or during medical or pregnancy related care.

Each encounter was also coded for its specialty: Emergency
Department (ED), Obstetrical or Gynecological Care (OB/
GYN), Primary Care (PC) or other. PC included pediatri-
cians and family physicians identified as the primary care
provider but who may have also provided obstetrical care.
Encounters occurring in other specialties (e.g. mental
health, surgery) were excluded from this analysis because
there were too few of any single type.

The final category, attribute, described the participant's
level of satisfaction with the encounter as a result of
whether she perceived the interaction as beneficial, harm-
ful or unhelpful. For example, if an unpleasant interaction

ended in the participant accepting help or receiving infor-
mation that she found useful, we labeled it beneficial.
Harmful interactions were ones resulting in injury to self,
child or direct worsening of abuse. We classified negative
reports not resulting in actual harm as unhelpful. When
we were unable to categorize attribute due to a lack of
information or contradictory descriptions, we excluded
that encounter from analysis. Finally, we conducted a
comparative analysis to explore the characteristics of
encounters across outcomes, specialties and attributes.

Results
We interviewed 27 women; 12 were black, 10 Latina, and
5 White. Fourteen were recruited by domestic violence
staff, and thirteen contacted the authors in response to the
informational flier. Sixteen were living in a residential
program at the time of the interview. Participant ages
ranged from 18–56 years; median age was 31 years.
Twenty-three participants had at least one child.

A total of 185 health care encounters were described. The
number of encounters per participant ranged from 3–12;
median number of encounters was 7. Although it was fre-
quently difficult to determine the professional designa-
tion (physician, nurse, therapist) of an individual
provider, specialty was clear in 175 encounters. The thirty-
one mental health encounters were excluded because
most were visits specifically related to the IPV. Twenty-two
were nurses from different treatment settings (inpatient,
public health, etc.). Of the twenty-nine other encounters,
there were two few (<5) of any single type and could not
be easily combined into categories- such as radiology
technicians, surgeons, ambulance drivers, physical thera-
pist, child protective service worker, medical subspecialist,
etc. Thirty-one were excluded because they were unrelated
to abuse, and did not contribute to the analysis presented
in this paper, the impact of IPV disclosure. Another three
were unable to be classified by attribute, leaving a sample
pool of 59 encounters (23 primary care, 17 ED, 19 OB/
GYN) representing 25 participants (Figure 1).

Thirty-five (59%) of these encounters involved IPV disclo-
sure to the clinician, 7 (12%) in discovery, and 17 (29%)
in non-disclosure. Of the disclosures, 25 (71%) were ben-
eficial. Among discoveries, 4 were beneficial (57%), while
among non-disclosures, 6 (35%) were beneficial. Setting
of care was associated with reported satisfaction from dis-
closure. In the ED, 2 (22%) disclosures were beneficial. Of
OB/GYN disclosures, 9 (75%) were beneficial. In primary
care, all 14 disclosures were beneficial (Figure 2). There
were no harmful disclosures in any specialty, and the
remaining disclosures were unhelpful. We discuss these
findings further in the paragraphs below.
Page 3 of 8
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Consequences of Unhelpful Disclosures: Fear and 
Avoidance of Healthcare
The most serious negative consequences of disclosure
occurred in two participants who reported feeling endan-
gered because of the disclosure, both after treatment for
acute injuries in the ED. However, neither experienced
any actual increase in violence. In two OB/GYN visits, par-
ticipants found disclosure experiences so problematic
they ultimately left their providers. The remaining 5
unhelpful disclosure experiences resulted in dissatisfac-
tion without cessation of the clinical relationship.

Several participants were concerned by practitioners' ten-
dency to encourage extreme "solutions" to the violence,

like telling women to file a police report immediately.
While in the ED, one participant reported being told, "Just
tell me the name and where he's at and we'll send the
police at him right now." She recalled thinking: "But what
makes them think he won't come back and kill me?" The
participant did not contact the police, and returned home
in fear.

A number of participants indicated the cumulative effect
of unhelpful disclosure experiences was avoidance of
health care encounters. One participant noted:

"I used to go without medical treatment... I'd wait until it
wasn't a choice anymore. And I'd wind up having to go to
the emergency room."

Another participant revealed:

"Somebody would find out something was happening in my
house, like a social worker, a doctor, a nurse or whatever, I
would stop going there and go somewhere else."

The lack of an emotional connection with the clinician
was a prominent feature in participants' discussion of
unhelpful disclosures. Describing an ED visit, one partici-
pant commented:

"He checked me, he didn't ask any questions, nothing, and
they took x-rays and pulled out of there... Maybe I was hop-
ing... that they would talk to me? I mean, they checked me
out... but I didn't feel like... emotionally? Like maybe talk,
some kind of comfort?"

The lack of effective communication on safety assessment,
referrals, and follow-up for IPV was also a consistent prob-

Encounter Classification Flow ChartFigure 1
Encounter Classification Flow Chart.
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Encounter Attribute by SpecialtyFigure 2
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lem in unhelpful disclosures. During her prenatal intake
visit, for example, one participant disclosed ongoing vio-
lence, the name of her abusive partner, and his status as an
undocumented foreigner. Not understanding what fol-
low-up would occur, she became petrified that her hus-
band would assault her for revealing his status. She
subsequently switched to another prenatal care provider,
where she lied about her home life. Several participants
disclosed abuse but reported receiving little helpful advice
from the clinician. The woman encouraged to contact the
police above did not remember being offered contact
information for safe houses in the area. Similarly, after
treatment for acute injuries, one participant reported: "I
don't recall ever getting information about a shelter... or
an advocate speaking to me. Any of that."

Benefits of Disclosure: Making Changes, Improving Self-
Esteem, Building Relationships
Eleven of the 25 beneficial disclosure experiences led
directly to a change in the participant's circumstances,
such as leaving the abusive spouse, entering a detoxifica-
tion program or filing a police report. For example, one
participant with newborn twins and a toddler reported
that after disclosing her husband's assaults,

"I started off in a shelter in [a distant town] because I
couldn't find one that would take all of us right away... My
[OB] got on the phone with Social Service to try and get me
all the help that I needed."

In others, changes resulted after a clinician worked with a
participant over a period of time. One participant
described the effect of the close relationship she devel-
oped with her midwife:

"She was real supportive through my pregnancy, and told
me 'everything will be okay,' and I'll be a good mother. And
I am a good mother. 'Cause it made me realize a lot of
things... that I was thinkin', and I had my whole life to live,
but now I could do better with myself, as well as with my
daughter... I'm workin' on gettin' housin', takin' care of my
schoolin', just bein' responsible."

Instead of an immediate end to the abuse, these patient-
clinician encounters resulted in a shift in the participant's
self-esteem, perception of the violent relationship, or
awareness of alternatives, eventually empowering her to
seek help for the abuse on her own. For example, clini-
cians' assurances that relationship violence was unaccept-
able resonated with several participants. One participant
reported her primary care doctor's sympathetic insistence
that the batterer's behavior was wrong set the stage for her
to take action:

"She was like, 'No... no one who loves you will put their
hands on you.' You know, it's not right. 'That's not real
love.'...After [he broke] the wrist, I said, 'No more.'"

After being treated in the ED for IPV-related injuries,
another participant left with information on local safe
houses that she later consulted when she was ready to
leave her abuser.

Some of the beneficial disclosure experiences resulted in a
more positive attitude toward health care in general, as in
5 instances where participants reported feeling a greater
closeness with their clinicians despite no other change in
their circumstances. Whether or not disclosure led to
change, analysis revealed three common characteristics of
provider behavior in beneficial disclosures: 1) explicit
acknowledgement of the content of the disclosure (all
cases), 2) demonstration of a caring attitude after disclo-
sure (most cases) and 3) specific referral to other resources
(some cases). For example, one participant said an ED cli-
nician explicitly acknowledged her abuse and demon-
strated concern:

"He said, well, 'I hear you're in a battered women's shelter.
What's the deal? I take a special interest in domestic vio-
lence and what happens,' and he sat and talked to me. I felt
comfortable in talking to him because he was showing this
special interest in what was going on with me."

Also of note, in all but two beneficial disclosures the par-
ticipant reported familiarity with the clinician. In primary
care, these relationships involved getting to know the cli-
nician through a variety of contacts both related and unre-
lated to the IPV. In OB/GYN, these relationships generally
formed during prenatal care, or in the peri-partum period
when the participant had daily contact with hospital clini-
cians. Such familiarity can also occur in the ED setting, as
in one case where the participant accepted advice from a
nurse who had treated her a few weeks earlier for IPV-
related injuries. When the participant returned to the ED
with more injuries, the nurse recognized her:

"And I started crying, and she's like, 'Two weeks ago you
was here, now you're back here again today and it's for the
same thing. Your face isn't all bruised up like it was two
weeks ago, but you're hurtin'. What's goin' on?' I broke
down and told her...She was like, 'Well, you don't need to
be in a relationship like that."'

The participant acted on referrals and left her abusive part-
ner as a result of this encounter.

Potential Benefits and Problems without Disclosure
The common thread to benefits and problems without
verbal disclosure by the participant included explicit clini-
Page 5 of 8
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cian acknowledgement of potential abuse (or lack
thereof). In particular, participants reported being upset
by health care providers who they felt should have recog-
nized IPV but did not acknowledge it. This, in turn, led to
avoidance of healthcare. One participant reported that
healthcare personnel failed to bring up IPV even after her
husband yelled at her in the ED during two separate visits.
She interpreted this lack of acknowledgement as an indi-
cation that clinicians did not care to get more involved.
Another participant was particularly disappointed that her
primary care clinician did not address the abuse with her,
given that she had received counseling about it from his
nursing staff: "He never gave me any type of indica-
tion...he didn't talk to me about it. That's why I left
him...because he wasn't really direct with me."

Several participants reported benefit when the clinician
spoke openly with the participant about IPV but did not
insist upon disclosure. Furthermore, clinicians in these
encounters used verbal and non-verbal cues to convey
concern, and offered options for intervention while not
forcing the participant to take action. The aftermath of
acute injury was a particularly vulnerable time, as survi-
vors were emotionally and physically exhausted as well as
fearful of more injury.

"They asked me, 'How did it happen?' 'What happened to
you?' 'Who did that?' I was in so much pain that I really
didn't want to talk about it."

A critical component of beneficial non-disclosure experi-
ences was consideration of the patient's safety, as in this
ED visit:

"She realized that I had other bruises on me. I thought he
might hear her and I was like, 'No. Let's just drop the con-
versation. Let's just get me stitched up.' My husband came
in so there was no more talk about it. When I left, she called
me apart, and she [said]: 'you could call here in an emer-
gency and we could get you some help."'

Another example included ED staff suggestion that a par-
ticipant treated for acute injuries continue care in PC:
"and they gave me a choice, 'would you rather go to your
doctor and tell them what happened?"' As a result of that
referral, she revealed the abuse to her primary care clini-
cian.

Discussion
Narratives of intimate partner violence survivors reveal no
actual harms occurred as a result of disclosure of abuse to
health care clinicians. However, some negative disclosure
experiences did impair subsequent interactions with the
health care provider as well as increase emotional distress.
The benefits included immediate changes (e.g. filing a

restraining order), improvement in self-esteem to facili-
tate long term changes, and relationship building with
health care clinicians. The setting of care appeared to
influence these outcomes, impacted strongly by patient
familiarity with the clinician.

This study reinforces insights from prior studies that ask-
ing about IPV in longitudinal care specialties offers the
greatest opportunity for disclosure [20]. Indeed, partici-
pants valued clinicians who knew them well over time
and were thus more likely to find disclosure in such set-
tings beneficial. The benefits of disclosure reported here
went beyond simply providing information, as might
have been expected, but suggest an impact on patient self-
worth and empowerment. This suggests that the relation-
ship between clinician and patient can itself be a point of
healing, and should reassure clinicians that extensive
training in domestic violence or counseling is not as
important as nurturing the relationship with a patient
[24,25].

In all specialties, participants were more likely to disclose
IPV and find disclosure beneficial if clinicians respectfully
addressed the abuse, ensured participants' physical safety
after an assault, assured participants of confidentiality
regarding disclosed information, gave patient choices for
action and demonstrated emotional support. Indeed, our
study demonstrates that inquiry and discussion of IPV in
the right setting can be a powerful tool for change.

Despite the increased potential to identify and refer a vic-
tim of IPV in the aftermath of an acute injury [26,27], par-
ticipants in this study had mixed experiences with
disclosure in the ED. Someone being treated for an acute
injury as a direct result of IPV is likely to be in a highly
charged state from the physical and emotional pain [28].
These women may feel particularly vulnerable and sensi-
tive to any perceived failure of empathy on the part of the
clinician. Furthermore, the probability of a beneficial dis-
closure in the ED may be lower with lack of familiarity
with the clinician, a key element in many helpful disclo-
sures. There may also be organizational barriers [29], such
as lack of stretches of time to spend with any one patient
while trying to manage an emergency department with
multiple patients with differing levels of acuity. Rhodes's
analysis of audio-taped encounters between physicians
and IPV survivors confirms the difficulty exhibited by
many clinicians' attempting to address this issue [21].
Thus, the ability to process and receive help related to IPV
may be higher if it is done outside the context of emer-
gency care. Treatments for acute injury related to IPV
should also be viewed by clinicians as opportunities to
educate and empower the patient, leaving her with
options to exercise when she is ready. This may empower
clinicians as well if they feel they have a task in helping the
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patient rather than just uncovering a painful problem.
Because ongoing relationships were more likely to lead to
helpful disclosure experiences in this study, acute care
providers should, with the patient's permission, inform
her regular clinician of her visit [30].

IPV case-finding may satisfy the need for a quantifiable,
appropriate quality improvement measure. However,
measuring case finding alone may obscure whether the
inquiry is occurring in an empowering and safe manner
that benefits survivors. In settings such as the ED or even
inpatient hospital care, where the risks of disclosure may
be higher, other measures of quality could include surveys
of patients at high risk for IPV to assess whether they
received any education about resources or options for IPV.
Future studies of intervention for IPV could consider
measuring empowerment and trust around IPV disclosure
in the health care setting. Outcome measures often deter-
mine the emphasis of clinical care [31,32]. If an organiza-
tion such as the Joint Commission chose a process
measure of IPV education and patient empowerment, it
might spur clinical practice to change.

There are several limitations to this study. First, we were
not always able to determine the exact nature of the visit
or specialty. Furthermore, participants were not directly
asked to compare their experiences; differences were
gleaned from the stories they told. This is typical of quali-
tative research studies in which unexpected themes
emerge from close examination of the data. Self-report is
subject to recall bias, which may be particularly affected
by any post-traumatic stress disorder related to abuse. The
interviews occurred almost 10 years ago and clinician
response might have improved since then, given the edu-
cational efforts with medical students and residents. How-
ever, this has not been demonstrated in more recent
studies [21]. Finally, we only interviewed women who
had used community resources and may not represent all
IPV survivors.

Conclusion
Our results reveal that whether or not disclosure of abuse
is achieved, clinician conversations with survivors about
IPV have a powerful impact on both positive and negative
outcomes. When these conversations occur in the context
of a supportive relationship with that clinician, positive
outcomes are more likely. Although these findings will
need to be replicated in other settings, this study suggests
a need to tailor interventions for women who experience
IPV to the nature of the clinical specialty, particularly
treatment of acute injury. Our findings indicate that it is
not enough for health care providers to simply ask about
abuse. Clinicians should aim for a therapeutic relation-
ship with IPV survivors that does not demand disclosure
or action, but instead empowers and educates the patient.
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Abstract: Little is known about the relationship between mental
illness and literacy despite both being prevalent problems. We
examine whether literacy varies by psychiatric diagnoses. Interviews
and chart reviews (N � 100) were conducted in a behavioral health
outpatient clinic. The relationships among sociodemographics, rapid
estimate of adult literacy in medicine, measures of verbal and visual
intellectual abilities, and psychiatric diagnoses were examined. The
mean rapid estimate of adult literacy in medicine score was 55.9
which is equivalent to below an eighth grade literacy level. Psy-
chotic disorder (p � 0.03) was associated with limited literacy, and
substance abuse (p � 0.003) and PTSD (p � 0.07) were associated
with higher literacy in bivariate analyses. These diagnoses were
further examined in multivariate models. Limitations include the
small sample size and the over-representation of people with high
levels of education. Increasing our understanding of the relation-
ships between health literacy and psychiatric disorders will help
inform the development of appropriate psychiatric care and better
outcomes.

Key Words: Psychiatric diagnoses, literacy, outpatient clinic.

(J Nerv Ment Dis 2008;196: 687–693)

Limited literacy and mental illness are both common in the
United States. One in 5 American adults suffers from a

mental illness annually (U.S. Department of Health and
Human Services, 1999), and according to the Institute of
Medicine, 90 million people in the United States lack the
literacy proficiency necessary to properly understand and act
on health information (National Center for Education Statis-
tics, 2005; Nielsen-Bohlman et al., 2004; Paasche-Orlow et
al., 1999). This has often been referred to as limited health
literacy and reflects both a patient’s literacy skills and the
complexity of the tasks required by the health care system
(Baker, 2006). The National Assessment of Adult Literacy,
conducted in 2003, found that the majority of adults (53%)
had intermediate health literacy, 11% had proficient health
literacy, 22% basic health literacy, and 14% had below basic
health literacy (Kutner et al., 2006). Recent studies have also
suggested that limited literacy and mental illness commonly
cooccur. One study estimated that approximately 54% of
patients in a busy urban psychiatric clinic had limited literacy
skills (Currier et al., 2001). It has also been reported in a
nationally representative sample that 75% of the people with
a self-reported mental health problem had limited literacy
skills (Kirsch et al., 1993). Strikingly, over 20% of these
adults had completed high school (Kefalides, 1999). Al-
though the development of literacy skills is an important goal
of education, the level of education achieved does not accu-
rately predict literacy skill (Miles and Davis, 1995).

There is a growing literature associating limited literacy
with negative health outcomes for cancer, diabetes, asthma,
and hypertension (Bennett et al., 1998; Davis et al., 1996;
Paasche-Orlow et al., 1999; Williams et al., 1998). These
outcomes include more frequent hospitalization (Baker et al.,
1998, 2002) and worse prevention practices in people with
diabetes (Rothman et al., 2004; Schillinger et al., 2004),
asthma (Paasche-Orlow et al., 1999; Williams et al., 1998),
cancer (Davis et al., 1996; Scott et al., 2002; Sharp et al.,
2002), and other chronic illnesses (Kalichman and Rompa,
2000; Kalichman et al., 1999). It is also associated with
higher mortality rates (Sudore et al., 2006; Wolf et al., 2006).
In these studies, limited literacy is recognized as a barrier to
effective services (Currier et al., 2001) and to appropriate
service utilization (Baker et al., 1998).
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The recent Agency for Healthcare Research and Qual-
ity evidence review, “Literacy and Health Outcomes: Evi-
dence Report/Technology Assessment,” cited 5 studies that
evaluate the association between a marker of health literacy
and a marker of mental illness (Berkman et al., 2004). Four of
these studies reported statistically significant associations
between limited literacy and higher prevalence of depression,
but not all of the associations remained significant in adjusted
analyses. For example, Gazmarian et al. (2000) found that
13% of new Medicare recipients met criteria for depression
on the Geriatric Depression Scale. Individuals with limited
health literacy were 3 times more likely to be depressed.
However, after controlling for demographics, social support,
health behavior, and health status, health literacy did not
remain an independent risk factor for depressive symptoms.
Recently, in the first longitudinal analysis to address the issue
of literacy and mental health symptoms, limited literacy was
linked to a higher level of depressive symptoms in patients
with addiction (Lincoln et al., 2006).

Literacy impacts health in many ways; however, lim-
ited literacy presents unique challenges in mental health care.
Standard psychiatric evaluation does not include assessment
of literacy. Current best-practice in mental health care in-
cludes several treatment modalities which assume adequate
literacy such as journaling in cognitive behavioral therapy.
People struggling with limited literacy may not benefit fully
from these treatments or may be excluded altogether if
literacy is not addressed.

In this article, we present the results of a study con-
ducted in a public, urban, mental health outpatient clinic. The
study was initiated as a first step to understand the complex
mechanisms of association between mental illness and liter-
acy and was designed to examine the full range of psychiatric
disorders. Thus, this study expands on the previous literature,
which is primarily focused on depressive symptoms and
depression. The study assesses the prevalence of limited
literacy among a convenient sample of 100 people seeking
services at the clinic and examines the relationship between
literacy level and a wide range of psychiatric diagnoses. The
study tested the hypothesis that the prevalence of limited
literacy will vary with psychiatric diagnosis.

METHODS

Data Collection
Data were collected over a period of 8 months in

2004/2005 in the behavioral outpatient clinic of a busy,
public, urban safety-net hospital. Two interviewers recruited
participants and conducted interviews on varying days of the
week and times of the month to account for weekly or
monthly service utilization patterns. Patients who had ap-
pointments at the Behavioral Outpatient Clinic on study days
were approached by 1 of the interviewers while sitting in the
waiting room. In the pilot phase (12 interviews), potential
participants were told that the purpose of the study was to
explore the relationship between mental health and literacy.
However, the patients who agreed to participate in the pilot
had disproportionately high literacy scores. It may be that the
stigma of limited literacy deterred participants with limited

literacy from participating in a study presented as focusing on
literacy. As a consequence, recruitment procedures were
revised.

In the study reported here, patients were asked if they
would like to participate in a brief study of education and
health. After completing the description of the study to the
participants, written informed consent was obtained. Sixty-
seven percent of patients approached in the waiting room
chose not to participate in the study. The most frequently
cited reason was that they did not have time before their
appointment. An incentive of $10 was paid upon completion
of the interview. All participants were age 18 and over and
the only exclusion criterion was not being able to speak
English. The study was approved by the Boston University
Medical Center Institutional Review Board.

The demographic characteristics of the study sample in
large part reflect the population served in the clinic and other
public urban settings (Table 1). The sample was 61% men
and 39% women, 29% White, 48% African American, 11%
Hispanic, and 12% other race/ethnicity. The mean age of the

TABLE 1. Demographics (N � 100)

N

Sex

Male 61

Female 39

Race

Caucasian 29

African American 48

Hispanic 11

Other 12

Age

18–29 yrs 13

30–39 yrs 28

40–49 yrs 36

50–59 yrs 18

60� yrs 5

Education

�High school 36

High school of GED 39

�High school 25

Primary language

English 92

Other language 7

Any axis I diagnosis of chart review

Depression 12

Psychotic disorder 23

Bipolar 55

Anxiety/panic disorder 14

Substance abuse 38

ADHD 5

PTSD 19

No diagnosis 3

Mean REALM score (SD) 55.88 (13.89); range: 3–66

Mean WAIS score (SD) 16.6 (6.25); range: 0–30

Mean Ravens score (SD) 15.6 (4.82); range: 3–24
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sample was 41.6 years (standard deviation 10.7), which did
not differ from the mean age of the population seen in the
clinic (41.3 years). However, the study sample was more
highly educated than the population seen in the clinic, with
25% having more than a high school education, as compared
with 12% of the clinic population.

Data were collected through structured interview followed
by a structured medical record review. Interview data included
participants’ demographic and socioeconomic information, in-
cluding age, gender, race, ethnicity, primary language, educa-
tion, and work status. Literacy was assessed using the rapid
estimate of adult literacy in medicine (REALM) (Davis et al.,
1993). REALM scores were used to determine literacy level.
Higher literacy was defined as a REALM score of 61 to 66,
whereas limited literacy was defined as a score of 0 to 60 on
the REALM. The REALM describes scores of below 60 as
roughly equivalent to below eighth grade level. In addition,
the authors noted that subjects who score below 60 on the
REALM “will struggle with most patient education materi-
als.” Subjects with REALM scores below 45 “will need low
literacy materials; may not be able to read prescription
labels,” and subjects with REALM scores below 19 “will not
be able to read most low literacy materials; will need repeated
oral instructions, materials composed primarily of illustra-
tions, or audio or video tapes.” (Davis et al., 1993). To
dissociate reading skills from general cognitive abilities, 2
measures were used. The Wechsler Adult Intelligence Scale-
III (WAIS-III) Similarities subtest (Wechsler, 1997) was used
to assess verbal intelligence. This task is generally acceptable
to patient participants, and it assesses reasoning-based cog-
nitive skills rather than classroom-based information and
abilities. Total correct raw scores using WAIS-III scoring
criteria were used as outcomes in data analysis. Similarly, the
Raven Standard Progressive Matrices Test (Raven, 1958) was
employed to test reasoning skills using visual information.
Only the first 2 of the 5 series that comprise the test were
administered because of time constraints, and the outcome
was the number of correct responses.

The choice of instruments and measures was guided by
the theoretical foundation that verbal skills/verbally based prob-
lem solving (as measured by the WAIS Similarities subtest) and
visuospatial skills (as measured by the Raven’s Progressive
Matrices) and education are all components of reading abilities.
Both the Similarities and the Raven can be performed well in
people who have disassociations between reading and intellect.
Both measures were pilot tested for feasibility with this popu-
lation. Because, only part of the Raven was administered, these
data were not appropriate for the final analyses. However, we
present these pilot data here as this preliminary examination
suggests this test is a feasible measure for this population. Data
from the Similarities were complete, and thus, these data are
presented in the final analyses.

In a second stage, participants’ medical records were
reviewed to gather additional data on psychiatric diagnoses
(axis I and II) and medical diseases (axis III). Axis I diag-
noses were coded as primary, secondary, and other; and “rule
out” diagnoses and history of the disorders were noted. In
addition, the number of visits to the outpatient clinic in the

previous year, family/social network involvement, and data
on literacy or other education related issues described in the
patient’s medical record were recorded.

Axis I diagnosis codes were grouped into 8 categories:
depression, psychotic disorders, bipolar disorders, anxiety
and panic disorders (other than PTSD), substance abuse
disorders, posttraumatic stress disorder, attention deficit hy-
peractivity disorder, and other disorders. Participants with
multiple diagnoses were considered to have diagnoses in
multiple categories. “Rule out” diagnoses were not consid-
ered a diagnosis and were not categorized. Two individuals,
for whom no axis I diagnosis was recorded, were grouped
into a “no diagnosis” category.

Information on race and ethnicity was coded as: White,
Black, non-Hispanic, Hispanic, and Other. Education was
coded as less than high school, graduated high school or
received a GED, more than high school, and unknown.

All analyses were performed with SAS 8.02 (SAS
Institute, Cary, NC). Bivariate statistics were computed by
chi square (for dichotomous outcomes, i.e., limited literacy)
or Wilcoxon rank sum test (for continuous outcomes, i.e.,
REALM score). Multivariate models were run using logistic
models. All tests were performed as two tailed with a 95%
confidence interval.

RESULTS
Twelve percent of the participants had diagnoses of

depression, 24% psychotic disorders, 55% bipolar disorder,
14% anxiety/panic, 38% substance abuse, 19% PTSD, 5%
attention deficit hyperactivity disorder, and 2% of partici-
pants had no diagnosis noted in the medical record (Table 1).

In addition, further analyses of the diagnostic data dem-
onstrated a high level of comorbidity among psychiatric diag-
noses with 31% of the sample having 2 diagnoses and 21%
having 3 or more diagnoses. The primary axis I diagnosis with
the highest number of comorbid disorders was bipolar disorder.
Fifty people had a primary diagnosis of bipolar disorder. Among
those 50 participants, 2 had an additional diagnosis of a psy-
chotic disorder, 7 had an anxiety disorder, 28 had substance
abuse, and 16 had other disorders noted.

The mean REALM score for the sample was 55.9,
which indicates an average reading level of seventh to eighth
grade. The mean raw score on the WAIS-III Similarities
subtest was 16.6 which is about 1 standard deviation below
the average score for the sample mean age (41.6 years). The
mean Raven score was 15.6 for the first 2 series of stimuli.
The Raven was used to test the feasibility of the use of this
measure with this population, however, not used in further
analyses because the entire test was not administered. It was
found to be feasible and acceptable to participants and the
Raven was highly correlated with both Similarities (0.502)
and REALM (0.420). Finally, Similarities raw scores and
REALM scores were highly correlated (0.420), as expected.

In unadjusted analyses, limited literacy was signifi-
cantly associated with lower levels of formal education and
diagnosis of a psychotic disorder. Higher literacy was asso-
ciated with diagnoses of substance abuse disorder and PTSD
(Table 2).
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Initial analyses demonstrated high correlations between
age and both Similarities and REALM. To address this,
several multivariate models were created for predicting lim-
ited literacy. In each set, we used the diagnoses which were
statistically significant predictors of literacy outcomes in
bivariate analyses: psychotic disorder, substance abuse dis-
order, and PTSD. In the first set of models (Table 3), presence
of each diagnosis and then the 3 dichotomous diagnoses
variables in combination to capture the high level of comor-
bid disorders in this sample were used to predict limited
literacy. Each of these models was adjusted for race/ethnicity
and age. Education was not included in these models. Al-
though education was correlated with REALM score, it was
not correlated with any of the independent variables. In these
adjusted models, people with a psychotic disorder were 2.7
times more likely (p � 0.06) as those without a psychotic
disorder to meet criteria for limited literacy. People with

substance abuse disorder were one-third less likely �odds ratio
(OR) � 0.29, p � 0.01� to have limited literacy (or 3 times more
likely to have higher literacy) than people without substance
abuse disorders, and those with PTSD were less than half as
likely (OR � 0.42, p � 0.15) to have limited literacy as those
without. These relationships remained when the diagnoses were
entered into the final model in combination.

In a second set of models (Table 4) adjusted for
race/ethnicity, age, and the WAIS-III Similarities raw score,
patients with psychotic disorders were more likely to meet
criteria for limited literacy (OR � 2.4, p � 0.14) than people
without psychotic disorders, and people with substance abuse
and PTSD were less likely to have limited literacy than
people without these disorders (OR � 0.29, p � 0.02 and
0.39, p � 0.14, respectively). Again, in the final model
(model 4) when the diagnoses are entered into the model in
combination, the relationships persist. Thus, when addition-
ally adjusting for verbal reasoning abilities, the findings are
consistent with Table 3.

In a final analytic step, analyses were conducted on the
subset of participants under the age of 50, because cognitive
function and age may be particularly highly correlated among
participants over the age of 50, and this was born out in bivariate
analysis. In these models (Table 5), people with psychotic
disorder were almost 5 times as likely as people without psy-
chotic disorder to have limited literacy (p � 0.05). People with
substance abuse disorder were one-fifth as likely as people
without substance abuse disorder to have limited literacy (or
5 times as likely as people without substance abuse disorder
to have higher literacy, p � 0.01). Finally, in this model,
PTSD does not significantly predict literacy, although results
are similar in direction to the previous model (OR � 0.39,
p � 0.13). These models again show that the inclusion of
each of the diagnostic variables in combination does not
change the relationships between diagnoses and literacy.

Finally, given the high level of psychiatric comorbidity
among the sample, analyses were conducted examining the
number of diagnoses and literacy. The number of diagnoses
did not predict literacy in similar models, and thus these data
are not presented here.

TABLE 3. Logistic Regression Analysis of Diagnoses, Race/Ethnicity, and Age on Limited Literacy
(N � 100)a

Variable

Model 1 Model 2 Model 3 Model 4

OR 95% CI OR 95% CI OR 95% CI OR 95% CI

Psychotic disorder 2.67* (0.95, 7.44) 1.75 (0.58, 5.28)

Substance abuse disorder 0.29*** (0.11, 0.72) 0.43** (0.13, .90)

PTSD 0.42 (0.13, 1.36) 0.53 (0.16, 1.80)

Race

African American 1.55 (0.56, 4.30) 1.57 (0.56, 4.41) 1.77 (0.65, 4.82) 1.38 (0.48, 3.98)

Hispanic 3.39 (0.75, 15.24) 3.98* (0.84, 18.84) 3.24 (0.72, 14.59) 3.58 (0.75, 16.98)

Other race 2.63 (0.60, 11.65) 2.82 (0.65, 12.31) 3.63* (0.85, 15.47) 2.42 (0.53, 11.06)

Age 1.03 (0.98, 1.07) 1.03 (0.98, 1.07) 1.03 (0.98, 1.07) 1.02 (0.98, 1.07)

aEach model, except number 4, includes only 1 diagnosis. The reference group for race is white.
*p � 0.10.
**p � 0.05.
***p � 0.01.

TABLE 2. Bivariate Analysis With REALM Scores (N � 100)

Variable

Limited
Literacy

�2 Sig. LevelN %

Education 15.4 �0.01

Less than high school 36 61

High school or GED 39 51

More than high school 25 12

Psychotic disorder 23 65 4.9 0.03

No psychotic disorder 77 39

Substance abuse 38 26 8.65 �0.01

No substance abuse 62 56

PTSD 19 26 3.31 0.07

No PTSD 81 49

Anxiety disorder 14 29 (4) 1.78 0.18

No anxiety disorder 86 48 (41)

Depression 12 50 (6) 0.14 0.71

No depression 88 44 (39)

Bipolar 55 40 (22) 1.23 0.27

No bipolar 45 51 (23)
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DISCUSSION
In this article, we present the results of a study designed

to assess levels of literacy among people seeking services for
the full range of psychiatric disorders in a busy public urban
safety-net hospital behavioral health clinic. Although there is
increasing attention to the prevalence and importance of
limited literacy and a variety of health outcomes, less atten-
tion has been paid in behavioral health. Few studies have
examined literacy levels among patients with the full com-
plement of psychiatric disorders, including the psychotic
disorders, affective disorders, anxiety disorders, and sub-
stance abuse, and these have been limited by sample size and
a lack of diagnostic data.

In these data, REALM score was highly associated with
level of education and diagnosis of a psychotic disorder, a
substance abuse disorder or PTSD in bivariate analyses. No
bivariate association was found between anxiety disorders,
depression or bipolar disorder, and REALM. In models using

larger numbers of adjustments, psychotic disorders, substance
abuse disorders, and PTSD all predicted limited literacy when
adjusted for race/ethnicity, age and WAIS-III Similarities.
However, the diagnoses seem to be related to literacy levels
in different ways. In the adjusted models, the presence of a
psychotic disorder was associated with increased likelihood
of limited literacy by almost 3-fold. Importantly, the presence
of either a substance abuse disorder or a diagnosis of PTSD
was associated with a decreased likelihood of limited literacy.
The relationships were similar, but the effect sizes are even
greater when examined in the subsample of people under the
age of 50. This apparent incongruity in the direction of the
impact of psychiatric disorders on literacy levels has not been
explored elsewhere. Certainly the psychotic disorders, pri-
marily schizophrenia, are likely to interrupt the educational
trajectory of people based on the average age of onset of
symptoms. The finding of an increased likelihood of limited
literacy among patients with psychotic disorders may reflect

TABLE 4. Logistic Regression Analysis of Diagnosis, Race/Ethnicity and WAIS III Similarities on Limited
Literacy (N � 100)a

Variable

Model 1 Model 2 Model 3 Model 4

OR 95% CI OR 95% CI OR 95% CI OR 95% CI

Psychotic disorder 2.4** (0.87, 7.44) 1.47 (0.42, 5.21)

Substance abuse disorder 0.29*** (0.11, 0.77) 0.31*** (0.11, 0.89)

PTSD 0.39 (0.11, 1.38) 0.41 (0.11, 1.54)

Race

African American 1.14 (0.38, 3.43) 1.09 (0.36, 3.36) 1.18 (0.39, 3.57) 0.89 (0.28, 2.87)

Hispanic 1.52 (0.28, 8.19) 1.77 (0.31, 10.15) 1.36 (0.26, 7.20) 1.45 (0.25, 8.38)

Other race 2.20 (0.44, 10.96) 2.13 (0.45, 10.02) 2.69 (0.55, 13.08) 1.89 (0.37, 9.64)

WAIS III similarities 0.85**** (0.77, 0.93) 0.85**** (0.77, 0.93) 0.85**** (0.77, 0.93) 0.84*** (0.76, .93)

Age 1.03 (0.99, 1.08) 1.04 (0.99, 1.09) 1.03 (0.98, 1.08) 1.03 (0.98, 1.08)

aEach model, except number 4, includes only one diagnosis. The reference group for race is white.
*p � 0.10.
**p � 0.08.
***p � 0.05.
****p � 0.01.

TABLE 5. Logistic Regression Analysis of Diagnosis, Race/Ethnicity, Age and WAIS III Similarities on
Limited Literacy for Participants Under Age of 50 (N � 77)a

Variable

Model 1 Model 2 Model 3 Model 4

OR 95% CI OR 95% CI OR 95% CI OR 95% CI

Psychotic disorder 4.73*** (1.02, 21.93) 3.50 (0.55, 16.65)

Substance abuse disorder 0.20**** (0.07, 0.63) 0.23*** (0.07, 0.74)

PTSD 0.39 (0.11, 1.31) 0.42 (0.11, 1.63)

Race

African American 0.81 (0.22, 3.01) 0.95 (0.25, 3.55) 0.98 (0.28, 3.56) 0.63 (0.15, 2.62)

Hispanic 2.08 (0.38, 11.48) 2.77 (0.45, 16.91)1.73 (0.32, 9.28) 2.44 (0.39, 15.07)

Other race 2.31 (0.41, 12.92) 2.43 (0.44, 13.37)2.95 (0.54, 16.20) 1.87 (0.32, 10.98)

WAIS III similarities 0.93 (0.84, 1.02) 0.92* (0.83, 1.01) 0.91*** (0.83, 1.00) 0.93 (0.83, 1.04)

Age 1.06* (0.99, 1.14) 1.07*** (1.00, 1.15) 1.06 (0.99, 1.13) 1.00* (1.00, 1.15)

aEach model, except number 4, includes only one diagnosis. The reference group for race is white.
*p � 0.10.
**p � 0.08.
***p � 0.05.
****p � 0.01.
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this. The small sample size did not permit full exploration of
this possibility, and further work must be done to explore this.

The study also demonstrated the feasibility of employ-
ing WAIS-III Similarities and the Raven as measures of
verbal and visuospatial intelligence independent of education
and literacy. These measures are important in future studies
to disentangle the effects of cognitive limitations, education
deprivation, and reading ability on literacy.

This study had several important limitations. First, the
sample was small, and thus, future work is required to
replicate and validate the findings. The sample size also has
limited capacity to examine the significance of the predictors
with each of the diagnostic variables in the final model. The
relationships between both PTSD and psychotic disorders,
and literacy do not remain statistically significant in models
with each of the 3 diagnostic categories. More work is needed
to determine whether this reflects unique relationships be-
tween diagnoses and literacy among patients with multiple
disorders or is a reflection of our limited sample size. Sec-
ondly, patients’ psychiatric diagnoses were determined by
medical records instead of independent research assessments.
This was driven by limited resources and the small size of the
study, but future work should include full research diagnos-
tics. The high proportion of patients’ with bipolar disorder
may be a reflection of diagnostic practice with patients who
have high levels of comorbid substance abuse, in this setting.
In addition, literacy levels might actually impact the diagnos-
tic decisions made and thus noted in the medical record.
Third, this is not a random sample, but a sample of conve-
nience. Recruiting subjects while waiting for appointments
resulted in a high refusal rate, and based on our pilot work, it
is clear that there may be some bias in who chooses to speak
with a researcher about education and health. However, we
are confident that the sample is generally reflective of the
people seeking care in the clinic, based on the frequency and
types of diagnoses in the sample, and its gender, age, and
racial make-up. The sample does however seem more highly
educated than the general population seeking care in this
setting. Finally, the results of this study may not be general-
izable to people seeking services in other behavioral health
settings or in less urban areas.

CONCLUSIONS
These data, some of the first to examine literacy across

a full-range of psychiatric diagnoses and comorbid diagnoses,
demonstrate that the relationships between limited literacy
and psychiatric diagnosis are complex. Although patients
with psychotic disorders were more likely to have limited
literacy, the presence of PTSD or a substance abuse disorder
was associated with a lower likelihood of limited literacy in
this sample.

Future work should address the role of limited literacy
among patients with all behavioral health needs, rather than
focusing exclusively on patients with depression as has been
the emphasis of the literature previously. In addition, future
efforts would benefit from the use of a structured diagnostic
interview to ascertain diagnoses. Because several best-prac-
tice psychotherapeutic treatments require adequate literacy,

these data suggest that clinicians and providers should in-
crease their attention to literacy levels and examine their
strategies for patient assessment and education. In addition,
successful rehabilitation approaches should include thorough
assessments and consideration of literacy.
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Abstract

This paper describes the development and implementation of the Boston Medical Center (BMC)
Advanced Clinical Capacity for Engagement, Safety, and Services Project. In October 2002, the
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BMC Division of Psychiatry became the first such entity to open a Safe Haven shelter for people
who are chronically homeless, struggling with severe mental illness, and actively substance
abusing. The low-demand Safe Haven model targets the most difficult to reach population and
serves as a “portal of entry” to the mental health and addiction service systems. In this paper, the
process by which this blended funded, multi-level collaboration, consisting of a medical center,
state, city, local, and community-based consumer organizations, was created and is maintained, as
well as the clinical model of care is described. Lessons learned from creating the Safe Haven
Shelter and the development and implementation of the consumer-informed evaluation are
discussed as well as implications for future work with this population.

Introduction

People who are chronically homeless and struggling with both severe mental illness and
substance abuse remain among the most difficult to engage in housing and treatment. In 2002, the
Division of Psychiatry at Boston Medical Center (BMC) developed a partnership with state, local,
and community-based organizations to form the Advanced Clinical Capacity for Engagement,
Safety and Services (ACCESS) Project. The BMC ACCESS Project filled a major gap, identified
by the Massachusetts Department of Mental Health (DMH), in the existing adult services
programming for adults dually diagnosed with substance abuse and mental illness who are
chronically homeless in the city of Boston. The project designed and opened a clinically enhanced
Safe Haven shelter to engage persons who are homeless in accessing integrated services such as
mental health treatment, substance abuse treatment, and primary care and ultimately to promote
residential stability. In addition, a consumer-informed evaluation of the project was conducted.
This shelter is Boston’s first and only Safe Haven shelter for men and women who are chronically
homeless, actively using substances, and living with a severe mental illness. In addition, it may be
the only Safe Haven shelter operating within a division of psychiatry in an academic medical
center. In this paper, the development and implementation of this unique program model as well as
the design of the consumer-informed evaluation is described. Results of the evaluation are
forthcoming. Important lessons learned from this project and implications for future efforts to best
meet the needs of people who are chronically homeless, actively substance using, and who have a
severe mental illness are discussed.

Development of the BMC ACCESS Project

In Boston, Massachusetts from 1992 to 2002, the number of people who were homeless
increased from 4,411 to 6,210 or by 41%.1 Approximately one third of people who are homeless
have a severe mental illness, and about half are co-morbid for alcohol and substance abuse
disorders.2–5 Homeless individuals have three to four times higher rates of death than the general
population due to the heavy burden of disease and disadvantaged status.6 Homeless individuals
with mental illness are also characterized by poor physical health, past traumas, long-term poverty,
social isolation, lack of vocational skills, and stigma associated with contact with the criminal
justice system.7

The Division of Psychiatry at BMC initially partnered with the Metro Boston Area of the DMH
in an effort to examine existing services for chronically homeless individuals dually diagnosed with
substance abuse and mental illness in Boston. For many years, advocacy groups working with
people who are chronically homeless in Boston had called for an increase in the number of Safe
Haven beds in the city. Only six Safe Haven beds existed in Boston, and these were only available
to women, had a long waiting list, and had been at maximum occupancy since opening. The Safe
Haven model was created (Title IV, Subtitle D of the McKinney Act) to engage and house people
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with mental illness and substance abuse issues who have been unwilling or unable to participate in
supportive housing services. This transitional housing model was developed to address the special
needs of this “resistant to treatment” population and reduce housing barriers unique to this group.
Safe Havens and Housing First programs are similar in their focus on providing housing and not
requiring the individual to be “housing ready” which often includes being sober or mentally stable.
A distinctive difference is that Housing First programs typically provide their participants with
direct links to permanent mainstream housing, while Safe Havens are viewed as transitional
housing with the goal of transitioning to more permanent housing when the resident feels they are
ready to move. Currently, there is a lack of data on the development of Safe Havens for the dually
diagnosed population and particularly the impact of integrated mental health, substance abuse, and
primary-care services.

A recent national survey of Safe Haven programs, conducted by the Ward Foundation, highlights
the diversity that has developed with the implementation of the Safe Haven model.8 Seventy-nine of
the 118 programs identified participated in the survey. The average capacity of Safe Havens is 16
residents, with 63.3% offering residents a private room. Approximately 72.1% do not impose a limit
on length of stay, and the average length of stay was 262.4 days. Admissions criteria varied, but the
majority of the programs require a diagnosis of a severe and persistent mental illness (89.9%).
Interestingly, 6.5% of the Safe Havens surveyed require residents to remain clean and sober for
admittance into the program. Most are staffed 24 h/day (88.6%), and the majority of the Safe Havens
were located in a mixed-housing neighborhood. While there were differences in the components of
the program in terms of admissions criteria, physical space, and philosophies, the report concluded
that Safe Havens are effective in engaging and retaining the residents, as over half of the residents
were successfully housed in some type of permanent housing.

Following the initial examination of existing services for this population, the BMC Division of
Psychiatry and the Metro Boston Area of the Massachusetts DMH developed a proposal in
response to the Substance Abuse and Mental Health Services Administration (SAMHSA)
Treatment for the Homeless initiative. In doing so, it became clear that the traditional Safe Haven
model would benefit from an enhancement of services, and a model of a “medically enhanced”
Safe Haven was developed. This required partnering with a diverse group of providers across
services systems who often did not work together. However, each of the partners identified did
provide services to or work with this triply burdened population. Thus, each had an incentive to
collaborate on these efforts. The group included members BMC Division of Psychiatry, the Boston
Public Health Commission, Vinfen Corporation, the Boston University School of Public Health,
Consumer Quality Initiatives (CQI), the BMC Section of General Internal Medicine Primary Care
Clinic, and Massachusetts DMH. Vinfen is one of the largest providers working with the DMH in
Massachusetts. They currently had several programs which were designed to meet the needs of this
population but recognized that this project provided a creative opportunity to truly address many of
the challenges they faced in their existing programs.

BMC Division of Psychiatry and the DMH were well aware that the success of this program
depended in large part on the ability of the program to meet the self-defined needs of the people the
program was designed to serve. While clinical and policy experience, as well as the research
literature, each provided some insights into these needs, a decision was made to partner with the
consumer community, early on, in the development of the proposal, to best assure that the project
was consumer-informed. Consumer involvement has been a major component in the development
and evaluation of the BMC ACCESS Project. The idea of expanding Safe Haven options in Boston
came from the relationship between DMH and homeless advocates. The DMH-funded organization
Homeless Empowerment Advisory Project, comprising former and current homeless individuals,
was involved in the development and implementation of the BMC ACCESS Project. In addition,
the group partnered with CQI, a consumer-led, nonprofit organization whose board of directors is
made up of 51% mental health consumers. CQI provided consumer input on all aspects of the
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development and evaluation of the Dudley Inn. CQI members serve on all committees and were
involved in the design and conduct of all evaluation activities.

BMC ACCESS Project: Program Components

The enhanced model developed offers mental health services, substance abuse treatment, and
referral and primary care on-site in the Safe Haven. This model was developed to reduce barriers to
these services, provide seamless care, and address the high level of need for a diverse array of
services among the residents. Importantly, in keeping with the “low barriers to entry” approach
used in the Safe Haven model, residents are not required to participate in services; however,
services are consistently offered and available.

Housing

Three critical characteristics of the housing site chosen were identified. First, its central location
and proximity to BMC and public transportation was key in outreach efforts to potential residents
and in working with residents to maintain their existing support services. Second, in keeping with
the Housing and Urban Development Safe Haven model,9 residents of the Dudley Inn have their
own rooms and keys. This is critical for outreach but also for maintaining a sense of individual
safety and respect within the house. Given the high level of paranoid symptoms among the
residents of this program, security and safety issues were addressed early on in the physical design
of the space. Finally, securing a site with multiple floors, each with its own common area, allowed
us to serve men and women on separate floors thereby creating safe spaces for all.

Outreach

The initial partnership between the BMC Division of Psychiatry and the Metro Boston Region of
the Massachusetts DMH allowed for the project to have access to a wide range of clinical and other
support services. The outreach for the Safe Haven is conducted by the DMH Homeless Outreach
Team (HOT). As part of their existing mission, HOT identifies people who are chronically
homeless and have historically refused all services, including generic and DMH shelters and other
outreach efforts. While the HOT had identified these people in need of services, there were few
actual services appropriate for this population, and so the creation of the Safe Haven filled an
important gap for the workers. All potential residents are assessed for eligibility by the HOT.
Eligibility criteria included: chronic homelessness, street dwelling, active substance use, and a
severe mental illness. In addition, “fit” for living in the program was assessed by evaluating
potential for danger to themselves, house staff, and other residents.

Clinical model of care

The clinical model of care is designed to provide the elements of care consistent with the needs
of this particularly vulnerable population. Essentially, this population’s care needs require a number
of service elements including psychiatric, medical, housing, and substance abuse services. In
addition to these individual elements, there is an obvious need for thorough coordination and
efficient access to needed services and follow-up care. Vinfen Corporation is responsible for the
24 h a day/7 days a week staffing and daily operations of the program; they provide a director for
the house as well as seven full-time staff (including both Master’s level and Bachelor’s level
mental health counselors).

The care of the residents of the Dudley Inn is coordinated by a multi-disciplinary, multi-agency
team representing the service elements described above. The team meets weekly at the program to
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discuss cases and to provide services if the residents request it. The weekly meetings, with services
on request, maintains a low-demand environment for the residents, and the team’s presence at the
program facilitates maximum support for the residential staff. It also provides an opportunity for
the team to assess the residential milieu. The team includes: the residential Program Director; a
psychiatrist; a substance-abuse case manager; a primary-care physician; and the Director of
Program Management who oversees housing and homeless services, for the Metro-Boston Area
Office of DMH. The integration of care if further supported by the use of one medical record/chart
for each resident which includes all services received on-site as opposed to the numerous and
different paperwork and charting required by each of the partners. Integration and coordination are
also enhanced through informal mechanisms such as through electronic and telephone
communication regarding relevant issues that develop within the program.

Psychiatric clinical activities include continued assessment of Dudley Inn residents in a way that
emphasizes observation rather than intrusive questioning. Similarly, treatment is offered, and
efforts are made to minimize even the suggestion of coerciveness. As such, treatment such as
pharmacological management is provided as requested by the residents. Consistent with
rehabilitation and recovery practices, residents are invited to actively engage in their treatment
planning. This includes asking their input regarding whether their experiences with a particular
medication regimen has been problematic in the past and/or carefully exploring with the residents
the expected benefits and possible side effects from the medications. The residents’ involvement
with treatment planning also includes assisting staff in identifying strategies for maintaining safety
within the program. In anticipation of a resident not being able to safely maintain themselves and
others, all staff are trained in de-escalation techniques, and every effort is made to maintain this
model. However, if an imminent risk to either the resident or others is evident, treatment may be
required, or involuntary hospitalization may be used. Psychiatric support also includes provision of
24 h/day, 7 days/week clinical coverage to the program. This has allowed for greater confidence in
the low-demand model by all staff.

The substance abuse case manager provides ongoing assessment of each resident’s readiness for
change and provides valuable linkages to the range of substance abuse services available. By using
evidence-based, motivational interviewing techniques, the clinician is able to approach each
resident’s ambivalence in a way that is consistent with the low-demand model as opposed to an
explicit or implied expectation of abstinence. Thus, motivational interviewing as a clinical
technique is superimposed on a harm-reduction theoretical perspective. In focusing on the harm
associated with drug use without requiring a reduction in consumption, the resident is encouraged
to focus more on the spectrum of harms than on abstinence. The substance abuse case manager and
the entire clinical team also focus efforts at harm reduction to those behaviors that may
compromise housing viability.

Medical activities are similar in approach and scope to the psychiatric clinical activities. The
primary-care physician observes for evidence of significant medical illnesses, particularly those
that are potential complications of long-standing substance use. The physician communicates and
coordinates care with the larger medical community. The physician builds trust with residents
gradually over time through engagement over minor medical concerns (e.g., urinary tract
infections, upper respiratory tract infections, earwax removal, clipping toenails) and referrals for
various conditions (e.g., dental, dermatological, rheumatologic, etc.). This low-intensity care
enhances the physician’s later ability to serve as the bridge between often highly independent,
psychiatrically impaired residents and a medical system with limited capacity to adapt to these
patients’ specific needs.

The DMH Director of Program Management assists residents in applying for housing. In
addition, the Director of Program Management serves as a critical link to the full array of services
within the DMH system. The Homeless Outreach Team Director remains involved in the clinical
team after residents transfer to the Dudley Inn as well as after they leave the Dudley Inn providing
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consistency for residents as well as continuity to the team and help in formulating what type of
permanent residential setting may be best for the resident.

Finally, if residents have relationships with community providers, they are invited to join the
Safe Haven clinical team for meetings with the resident. Again, this helps to ensure continuity and
capitalizes on existing trusting relationships between the resident and service providers. The use of
this integrated services model provides an intensive-care approach delivered in a residential setting.

Transition to permanent housing

Discussions of permanent housing begin very early in the resident’s stay and starts with the
residents’ hopes and dreams for housing. Staff members discuss the types of housing residents
would like and the neighborhoods they would prefer to be in. Then the work begins to pull together
the resources available to the BMC ACCESS team to try to develop the best match with the
residents. The discharge planning process maintains the focus on behaviors that potentially
compromise housing as plans are developed. The first step in the discharge process is gaining a
thorough understanding of the behaviors that may or may not be related to their psychiatric illness
and/or substance abuse that will likely interfere with both acquiring and maintaining a permanent
residential setting. The team then works with residents on those behaviors and how to manage
those behaviors.

Metro Boston DMH has a waitlist to receive housing placement; however, Dudley Inn residents
have priority placement status and have the full range of housing options available to them. These
options range from those with staff supervision to those that are independent with support from a
case manager. Finally, the discharge planning includes a process that incorporates the community
personnel in the process well before the resident is actually discharged from the program. This
includes both those with whom the resident has existing relationships and any staff affiliated with
programs to which the resident is moving. This allows the resident to know the person that they
will be engaged with in the community and for the community personnel to fully understand the
perspective on the resident that has been developed during the stay at the Dudley Inn. An eviction-
prevention planning framework is used. Discharge planning that is focused on housing rather than
treatment has proven to be the best approach for meeting the challenge of acquiring and
maintaining housing for this challenging group of residents for whom a treatment-centered
approach has not been effective.

Evaluation of the BMC ACCESS Project

The consumer-informed evaluation was a critical component of the BMC ACCESS Project. The
data generated through the evaluation process was used by the leadership and clinical staff to
consistently examine and adapt the model of services being provided. In addition, the evaluation
data were actively used as part of the sustainability efforts of the grant-funded project. In fact, these
data proved critical in the success of these efforts. The project has now been sustained as the Safe
Haven has been incorporated into the Massachusetts Department of Mental Health’s array of
services and is fully funded through the Department of Mental Health. The evaluation component
of this project takes on increased importance given the lack of evaluation data that exists related to
the development of Safe Havens for the dually diagnosed population and particularly the impact of
integrated mental health, substance abuse, and primary-care services. A major implementation
challenge of conducting evaluations of these types of programs was addressed in the design. That
is, the need to balance the evaluation design, with the low-demand philosophy of the Safe Haven
treatment modality. The partnership with CQI and other consumer partners helped to facilitate this
process. Consumer Quality Initiatives’ evaluation responsibilities include conducting the
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qualitative interviews and disseminating reports to key public policymakers, provider organization,
and advocacy groups.

The evaluation design is longitudinal and relies on collecting both qualitative and quantitative
data at five time points over a 1-year period. All residents of the Dudley Inn are eligible to
participate in the evaluation. The participation rate is 94.7% at baseline (18 of 19). All residents are
informed during outreach activities and again upon entry that the Dudley Inn has a research
component and that their participation is entirely voluntary. This ensured that residents were not
surprised by activities in the Safe Haven. After spending two consecutive nights in the house, the
resident is approached by the staff about participating in the research study, and after verbal
consent is given, research staff is contacted to get written consent and schedule interviews.

The primary outcomes examined are housing trajectory and level of engagement. Success was
measured by two criteria: (1) do people stay housed? and (2) are they connected to services, social
networks, and/or supports in the community? A logic model of the BMC ACCESS Project that
describes the program activities and short-term, intermediate, and long-term outcomes is presented
in Figure 1. A detailed description of the evaluation of the BMC ACCESS Project is forthcoming;
however, here the demographic characteristics of the residents of the Safe Haven at baseline are
presented. Table 1 describes the major characteristics of the residents who have lived in the Dudley
Inn and participated in the evaluation (N=18). Only one resident chose not to participate. In

Figure 1
BMC ACCESS Project logic model

BMC ACCESS Project Logic Model

Program Activities Short Term Intermediate Long-term

 Outcomes              Outcomes

Housing
-Provide low demand 
housing with semi-private 
rooms 
-Provide support in 
housing search and 
placement 

Clinical 
-Offer enhanced clinical 
services
-Collaboration with 
MDMH -HOT team

Education and Training of 
service providers

Training and seminars to 
educate providers about 
target population and low 
demand housing

Increased provider 
knowledge of target 
population and eligibility 
for MDMH services 

Increased knowledge of 
low demand, no-barriers 
to entry housing 

Increased trust in the 
provided services 

Increased providers’
knowledge of  low 
demand housing in 
Boston

Increased knowledge of 
the outreach teams and 
promote integrated care 
within Dudley Inn

Increased knowledge that 
support exists after 
moving out

Residents are 
housed in 
permanent 
settings

Residents’ mental
and physical health
are improved

Residents increase their 
level of engagement 
with Dudley Inn Staff, 
service providers and 
others 

Increased 
capacity to 
serve this target 
population 

Increased access to 
needed services 

Increased provider 
screening and referral 
and advocacy 

Increased use of 
medical, psychiatric and 
substance use services 
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addition, the discussion of “lessons learned” is supported with exemplary quotations from the
qualitative interviews with residents of the Safe Haven.

Lessons Learned from the BMC ACCESS Project

Many lessons have been learned by the people involved in this project throughout its course.
They are described here as they relate to the program development, program components, and the
evaluation. The most important lesson has been the reminder that many of the struggles faced by
clients do not derive from internal limitations but are either exacerbated or driven by limitations of
the system of care. Many policies and procedures required to access services present unassailable
barriers to people with long histories of homelessness, severe mental illness, and histories of
substance use. Only by systematically identifying these barriers and removing them were people
able to begin to transform their lives. Barriers removed included not requiring sobriety or treatment

Table 1
Baseline characteristics of Dudley Inn residents (N=18)

Variable Number Percent

Gender
Female 8 44.4
Male 9 50.0
Other 1 5.56

Age
30–40 3 16.7
41–50 9 50
51–60 4 22.2
≥61 2 11.1

Race
Black or African American 9 50
White 6 33.3
Native American 1 5.6
Other 2 11.1

Highest education completed
8th grade or less 2 11.1
Some high school 7 38.9
12th grade/high school 8 44.4
College/university 1 5.6

Years of homelessness prior to living in the Dudley Inna

2–5 5 38.5
6–10 3 23.1
11–20 4 30.8
21+ 1 7.7

Trauma historyb

Any experience of assault in the past 9 56.3
Sexually/physically assaulted by someone close 7 43.8

aBased on N=13
bBased on N=16
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adherence for housing and, in addition, not requiring Medicaid Rehab Option-compliant treatment
plans, training protocols required by some agencies, and other funding-specific process-adherence
measures and performance-based contracting requirements because of the unique nature of the
program.

Development of the BMC ACCESS Project

Several lessons should be emphasized from the development of the BMC ACCESS Project.
Much of the success of the project was due to strong interpersonal relationships across institutions.
Each of the partners took on risk with developing this new model of services, and this was
facilitated by a history of trusted working relationships.

In planning the project, the number of people anticipated to be served annually was over-
estimated. Due to the lack of evaluation data on Safe Havens, the initial proposal was to serve
about 15 people per year with the eight-bed Safe Haven. These numbers were based on a belief that
about 1/3 of the people who entered the Dudley Inn would “blow themselves out.” The team of
experienced clinicians and researchers believed that many of the people coming in would not be
able to tolerate the milieu. In fact, this has become a challenge in working with SAMHSA, as all
but two of the people who have entered the Dudley Inn have stayed until they moved to either a
hospital or permanent housing. Working closely with the HOT team has enabled residents to
maintain trusting relationships during the transition in, with street outreach workers they have
known for years. In addition, the policy only requiring people to sleep in for two nights a week
during the transition allows people to enter in a way that is comfortable for them. This success in
helping people to remain indoors meant that the target number of people served during the grant
tenure was not met.

A multi-system collaboration presents challenges in developing project policies and procedures
since each collaborating partner had their own values, policies, and interests. This was evident in a
broad spectrum of planning and implementation discussions, including issues such as what type of
record keeping should be used for residents of the Safe Haven, the development of house rules,
how to maintain Health Insurance Portability and Accountability Act compliance with so many
separate entities participating in providing care, and multiple Institutional Review Boards (IRBs)
for the research activities.

Finally, subcontracting with a traditional residential services provider has highlighted several of
the ways in which the Safe Haven model is vastly different from residential services for people
with severe mental illness. Establishing nontraditional program policies required the flexibility of
each of the partner agencies and the shared commitment to providing a truly low-demand, person-
centered, and high-quality service. Oftentimes, this required the provider to turn existing rules on
their head. For example, Department of Mental Health regulations require Vinfen programs to take
a picture of all residents upon entry into the program. This photograph is then placed in the client
record so that it is available if needed. Residents entering the Dudley Inn were often highly
paranoid and struggling with the transition in, as described below. In the Safe Haven, residents
were not required to have their picture taken, and instead pictures were required to be taken of all
project staff who spend time in the house. These pictures are posted on a bulletin board outside the
front office, with descriptions of who each person is and their role on the project.

Program components

The design and layout of the brownstone and the neighborhood were not initially considered to
be program components, but in fact, they became the first two critical program components. The
neighborhood was attractive for some residents and problematic for a few residents who were not
comfortable at first in a diverse city neighborhood. The Safe Haven is located on a residential street
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lined with brownstones, off of a busy urban square with many small businesses and access to
public transportation. As one resident stated:

We’re right in the center of transportation, and you can walk right down the Avenue. The package store’s right there,
and you can really walk into the station. There’s a couple package stores, there’s a pizza shop, and clothes, and brand
new small business. And it’s very convenient, and it’s very very nice. The people have been fairly decent. Their
behavior in this neighborhood has been fairly decent.

The Safe Haven is in a brownstone building with four levels. Each floor has several bedrooms
and a common living space. The lower level has no bedrooms but has a kitchen and a living room
for residents. Traditional residential programs have a locked staff office often in the back of the
program. In designing the Safe Haven, the staff office was moved to be directly off the front
entrance, and whenever possible, the door is open. There is no front desk where residents have to
check in; however, residents do need to ring a buzzer to be let into the building for security
reasons. This allows residents to walk into the Safe Haven and go directly up to their rooms if they
would like. Dudley feels more like a rooming house to residents than a shelter and, therefore, does
not feel institutional. A resident said, “I think the fact that it is an apartment building. And it’s not
like an institution—[not] like 12 bedrooms on each side and a long hall and the nursing station. I
think that’s what made me feel more comfortable, more homey.”

A key feature of the Safe Haven is that each resident gets his/her own bedroom which they can
lock with a key. Having a private bedroom was a huge benefit for many of the residents. One
person said “having that comfortable bed” was the most helpful thing during the transition in.
Another said that what made him most comfortable in the house was “The bed. Going to sleep.
Not having to listen to people snore and cough all night, talking, grinding their teeth. It’s a mad
house—(another shelter) is a madhouse. You got people crawling all over you.” Having a locked
room also gave people a sense of security and safety that was rare for them. One said, “I just don’t feel
insecure. My property is protected by one little lock on the door, and we all have the same benefit
here. All eight of us have our own private area where we can keep our little treasures and no one can
violate that.” Another resident said, “You got your own door keys. You can come and go as you
please.” Having a safe, secure place of their own was very valuable to residents.

The staffing plan changed over the course of the project. The initial proposal included several
spots designated for master’s level clinicians as well as the premise that there would be a master’s
level clinician in the house at all times. The unique model of this project created staffing
challenges. Often, the sought-after highly educated staff had been trained in other models or
philosophies of providing care or had worked in programs with other frameworks. It was quickly
learned that the qualities of successful staff extended beyond clinical expertise and experience and
included a high level of tolerance for unusual behaviors, flexibility, creativity, and in a core way,
people who liked the clients. It is critical that staff continually re-examine the model that services
are voluntary for the residents, but it is required that staff consistently offer them. While ideally
master’s level people with these characteristics were found, these strengths were often found in
staff with less formal education.

Aside from the multidisciplinary nature of the team, there are four characteristics of the
professional and paraprofessionals that are crucial for this model of care. Caregivers must be
supportive of the residents’ efforts including those that in some other settings might be viewed as
minor. Given that many of the residents have not engaged with any caregivers in any way, the mere
fact of their willingness to stay in the program is worthy of support. Staff adaptability is a desired
characteristic. Caregivers with a desire to go beyond their formal job descriptions have been highly
successful in this setting. For example, the psychiatrist might help the resident do dishes as
opposed to doing a formal interview. Because all members of the team have their own clinical and
theoretical framework and because the residents’ range of difficulties might not fit neatly into those
frameworks, staff must be open to examining their frameworks and integrating their experiences
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with the program. Resourcefulness and tolerance are the final characteristics that have found to be
consistent in all members of this clinical team. Team members have been resourceful enough to
identify previously unknown resources for residents or identify means of accessing medical care
for residents who cannot comply with the usual referral process for a medical system.

Many residents of the Dudley Inn are stably housed for the first time in decades. There were
many difficulties and obstacles identified in working with residents to transition on to permanent
housing options. Some residents would prefer to stay at the Safe Haven, having worked hard
through a difficult transition of coming in and having built trusting relationships with staff and
other residents. For these residents, maintaining a connection with the staff and former residents
while they are in the community has been very helpful. In addition, the transition from the Safe
Haven to other housing is a very stressful one, and it requires that the staff work closely with
community-based providers to assure a high level of continuous care. Maintaining the relationships
between residents and the HOT workers who assisted in outreach to the program has been critical
as residents transition to next-step housing. Finally, eviction-prevention plans are developed with
each resident in order to increase the likelihood that each person will remain in their next-step
housing solution.

Evaluation

Several important lessons can be drawn from experience to inform future efforts to evaluate Safe
Havens or other transitional housing models for this population. First, having consumer and other
stakeholder involvement in every aspect of the evaluation was challenging but certainly a critical
investment. The evaluation team included several consumer members as well as members from
each of the partner organizations and researchers. In addition, the use of trained consumer
interviewers has facilitated building a rapport with participants and contributed to the ability to
follow participants over time. High follow-up rates for the quantitative interviews were obtained
because of the relationships built between the evaluation team and the residents. Residents reported
feeling respected by the research interviewers and enjoyed having a chance to tell their stories.

The principles of community-based participatory research (CBPR) were relied upon in this
project, and this created several challenges. First, as many have noted, the pace of CBPR is slower
than traditional research and evaluation. First, the team educated themselves about each other’s
experiences and areas of expertise. This cross-training, while time consuming, allowed us to use a
shared language and to acknowledge the breadth of knowledge shared by the group. As many
evaluation decisions required a consensus-building process, the reliance on these principles often
made it difficult to meet deadlines set by the funder. Another challenge was scheduling evaluation
meetings. The wide range of members, with varying schedules, made this particularly difficult. The
diverse evaluation team has been beneficial in several key ways including: the design of sensitive
and respectful research instruments, a thoughtful consent process, the gathering of rich data by
trained consumer interviewers, targeting dissemination activities to allow for efficient adoption of
change, and in sustainability efforts.

Secondly, the reliance on a mixed-methods design has proven to be a very useful strategy. Few
structured instruments have been validated in this population, and while several instruments appear
to have face validity, more work is needed to understand the meaning of these instruments for the
population served by this project. As the numbers of participants is still relatively low, the qualitative
data were used to revise the structured instruments to focus on appropriate areas, to help us interpret
trends in the quantitative data, and to provide us with a rich view of the perspectives and experiences
of residents which would not be accessible through standard structured instruments.

Third, working as an inter-agency collaboration necessitates abiding by the policies and
procedures of each partner. This creates many challenges, as often these can be conflicting. This
was certainly the case in dealing with the multiple IRB approvals required for this project, as often
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what one agency required for language on the consent form was not acceptable to another agency.
In order for truly collaborative work to be supported, efforts must be made by each agency to
accommodate the needs of the other partners.

Finally, working with people who have long histories of chronic homelessness, substance abuse
issues, and severe mental illness challenges us to struggle with the concept of coercion in research.
This was addressed in several ways. The outreach team informed potential residents that research
was going on in the Safe Haven as they conducted outreach activities on the street. Introducing this
as early on in the process as possible both allowed participants time to think about the research
components of the project but also prevented people from being surprised upon arrival by
questions from researchers, especially given the low-demand philosophy of the program. In
addition, the evaluation team carefully considered the use of research incentives and learned that it
was important to inform the Dudley Inn staff when these incentives were provided to participants.
Participants were also informed that this would be done. Perhaps the most important efforts were
made around making a clear distinction between the provision of services (housing) and
participation in the evaluation. At every interview, the consent form was reviewed, and residents
were reminded that participation was voluntary and that they could choose to stop participating at
any time and that it would not impact anything about the stay at the Safe Haven. Identifying staff
who provided services and research staff in photographs on the bulletin board and making every
effort to be clear when activities were part of the evaluation.

Conclusion

In this paper, the development of a multi-agency, consumer involved, medically enhanced Safe
Haven is described. Residents of the Safe Haven bring a vast history and set of experiences with
them as they transition into services. For programs to effectively partner with people as they seek
safety or to transform aspects of their lives, they must be flexible in the ways they provide care.

A model which provides the highest level of care, through integrated services, experienced
clinicians, leadership from each of the collaborating agencies, and person-centered, recovery-
focused care, to those most in need challenges the norms and assumptions in the ways systems of
care are constructed. However, when services are provided in this manner, people are able to
transform their lives in unexpected ways that have led to them to end their time on the streets and
transition to permanent housing solutions.

Implications for Behavioral Health

There are several critical implications of the experience of the BMC ACCESS Project for mental
health and housing practice and policy. The first is the need to identify and reduce regulatory and
financial barriers to developing innovative programs. These include policies and regulations which
categorize programs as either “residential facilities” or “shelters.” Each of these categories brings
with them licensure requirements, and the unique nature of Safe Havens makes it difficult to
appropriately categorize the program. In addition, operating the Safe Haven is quite similar in cost
to operating a traditional DMH residential facility for a similar population. However, this Safe
Haven is more costly due to the enhanced clinical services which are provided on-site. As efforts to
sustain the clinical activities are made, the attention has focused on the need to pursue the
development of models of reimbursement for mental health and primary care, which focus on the
person served, as opposed to distinct clinical activities. It is clear that a high level of care is
provided in the Safe Haven; however, there are few billable clinical interactions to sustain the
activities of the enhanced clinical team.

Work is needed to develop policies and procedures, both locally and at a higher level, which
allow for a reinterpretation of how to assess people struggling with mental illness and develop
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treatment plans. In this project, traditional models were not relied upon, and it is important to
explore how the lessons learned with the Dudley Inn might best serve the needs of people seeking
care in other programs and treatment modalities within the Division of Psychiatry and other
services. One clear need is to examine where housing is placed as a priority in the approach to
people with severe and persistent mental illness.

Despite two decades of subsidy programs designed to house the homeless, there are not enough
leased housing dollars in the system to meet the needs of all homeless people. Consequently, the
most disenfranchised, e.g., people who are both mentally ill and addicted to substances with
protracted histories of “on the street” homelessness, have not been reached by the current system of
support. The Housing First approach has been shown to be effective in reducing homelessness for
people with serious mental illness and/or substance addiction; however, the success of the
Medically Enhanced Safe Haven model points to the efficacy of a transitional step for this specific
subset of the homeless population. There are several reasons why a transitional step for this
population is often advantageous. First, there are a number of practical barriers to accessing
permanent subsidized housing for this subset of the homeless population, including the need for an
address, personal identification, and recent proof of income in order to apply for subsidized
housing which most people entering the Safe Haven do not possess. Further, people who have
lived on the streets usually have open legal charges which must be resolved in order for housing
agents to accept their application. Also, most people in this subset of the homeless population have
refused all state and federal entitlement support and therefore have no way to pay for food or
utilities if they are housed. The Safe Haven allows for these practical barriers to be worked on
before application is made to permanent housing, greatly increasing the likelihood of a successful
application.

Second, the personal characteristics of this subset of the homeless population pose challenges for
them in obtaining and keeping housing. These include a general suspicion of “helpers” and lack of
trust that “authorities” will work to meet their needs on their terms. The environment of the Safe
Haven is therapeutic in fostering trust with helpers first with staff and then within the larger system
of care. Further, this population has a propensity to be fiercely independent—therefore they abhor
the simple act of signing a lease which obligates them to act in ways acceptable to others and may
leave housing if/when issues arise instead of cooperating with others toward a mutually acceptable
solution. The work of the Safe Haven is to help the residents to see that it’s worth bothering with/
believing in/buying in to needed supports. This population often engages in a range of behaviors
inconsistent with housing stability, e.g., intrusiveness with other tenants, drunk and disorderly
behavior, screaming/responding to hallucinations late at night, urinating in public, acting on
paranoia re: other tenants with intimidating and/or aggressive behavior, etc. The environmental
supports of the Safe Haven allow them to process incidents and practice more adaptive behaviors
which increase the likelihood of their success in permanent housing.

Lastly, the extent and nature of the medical conditions presented by this subset of the homeless
population make a “direct to permanent housing” less likely to succeed. People served by the Safe
Haven over the last 5 years have experienced renal failure, breast cancer, advanced cirrhosis of the
liver, stroke, and advanced cellulites in addition to the usual medical consequences of mental
illness and substance addiction. Since the Safe Haven has on-site medical and psychiatric
physicians who provide both primary care and access to acute services with their continued
coordination and support, residents have addressed long-standing medical issues for the first time,
thereby increasing the likelihood for successful community placement instead of nursing home
placement.

Finally, difficulties with helping people transition to “more permanent” housing options raise the
question as to whether there is a need to consider expanding the model of a continuum of housing
options to include more permanent Safe Haven beds or other types of programs which allow people
who have been living on the streets for long periods of time to be engaged, come in, and then stay
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where they feel safe and at home, without the need to move to a permanent housing option. These
experiences and evaluation data cannot answer this question but certainly highlight the need for
some discussion in this area.
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Abstract Atrial fibrillation (AF) is the most common

cardiac arrhythmia in clinical practice, accounting for

approximately one-third of hospitalizations for cardiac

rhythm disturbances. The highest incidence of AF is in

patients 70–80 years old and other high-risk populations.

Although the diagnosis of AF is usually straightforward,

effective treatment strategies are less well implemented.

This is particularly true for antithrombotic therapy, which

is very effective at preventing thromboembolic complica-

tions of AF. Stroke is the most significant morbidity in AF

patients. The yearly risk of stroke increases from 1.5% for

AF patients aged 50–59 to 23% for those aged 80–89.

Ischemic strokes secondary to AF carry twice the risk of

death when compared with strokes from other causes. We

provide a practical and useful review of the most recent

American College of Cardiology/American Heart Associ-

ation/European Society of Cardiology guidelines-based

care and future directions of antithrombotic therapy for

patients with AF.

Keywords Atrial fibrillation � Antithrombotic therapy �
Guidelines

Atrial fibrillation

Atrial fibrillation (AF) is a supraventricular tachyarrhyth-

mia characterized by uncoordinated atrial activation with

consequent deterioration of mechanical function [1]. AF is

the most common cardiac arrhythmia in clinical practice,

accounting for approximately one-third of hospitalizations

for cardiac rhythm disturbances. The estimated prevalence

of AF is 0.4 to 1% in the general population, increasing with

age, such that nearly 1 in 10 people older than 80 years have

AF [2, 3]. Accordingly, the highest incidence of AF is in

patients between 70 and 80 years of age (Fig. 1) [4]. The

incidence of AF is even greater in high-risk populations,

such as patients with heart failure (HF) [3].

The burden of AF in the United States is increasing; by

the year 2050 there will be an estimated 12.1 million (95%

confidence interval [CI] 11.4–12.9) (2.4-fold increase from

2000) Americans with AF. However, this estimate assumes

no further increase in the age-adjusted incidence of AF

beyond 2000. If the incidence of AF increases at the same

pace, then the projected number of adults with AF would

be 15.9 million, a 3-fold increase from 2000 [5].

As demonstrated in Fig. 2 [5], AF is a pervasive and

growing public health problem with significant socioeco-

nomic implications. AF is associated with increased risk of

stroke, HF, cognitive dysfunction, and a 2-fold increase in

mortality [5, 6]. The rate of ischemic stroke among patients

with nonvalvular AF averages 5% per year, 2–7 times that

of the general population [7]. The risk of stroke increases

from 1.5% for patients with AF 50–59 years old to 23% for

those 80–89 years old [8]. Systemic hypertension, diabetes

mellitus, HF, myocardial infarction (MI), and obesity are

considered risk factors for AF as well as independent risk

factors for stroke. Aggressive primary prevention and

intervention once these risk factors are present are essential
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if we are going to successfully contain this epidemic. In

addition to curbing the incidence of AF, attention must also

be directed to preventing morbidity and mortality in

patients who already have developed AF. Although the

diagnosis of AF is usually straightforward, treatment

strategies are less well defined, particularly antithrombotic

therapy, which has an enormous role in preventing

thromboembolic events.

The American College of Cardiology/American Heart

Association/European Society of Cardiology guidelines for

AF [1] recommend antithrombotic therapy based on the

number of risk factors. Risk factors associated with a high

risk of stroke ([5% per year) include previous stroke, TIA,

systemic embolism, mitral stenosis, and the presence of

a prosthetic heart valve. Moderate risk factors (stroke rate

3–5% per year) are age C75 years, hypertension, HF,

and diabetes. Less validated or weaker factors include

female sex, age 65–74 years, coronary artery disease, and

thyrotoxicosis.

Antithrombotic therapy (which includes both antiplate-

let and anticoagulant agents) should be given for all

patients with AF, except those with lone AF (\60 years

without heart disease or risk factors for stroke) or contra-

indications (Class Ia). The selection of the antithrombotic

therapy should be based on clinical judgment, taking into

account risk of stroke and bleeding (Class Ia). Monitoring

of the international normalized ratio (INR) should be done

at least weekly during the initiation of anticoagulation

therapy and monthly when the anticoagulation is deemed

stable (Class Ia). Although a different arrhythmia from AF,

patients with atrial flutter have the same indications for

antithrombotic therapy as patients with AF (Class Ia).

Patients with AF and no risk factors for stroke should

receive aspirin (81–325 mg/day) (Class Ia). Patients with 1

moderate risk factor (age C75, hypertension, HF, diabetes

mellitus, left ventricular ejection fraction [LVEF] B35%)

or any low risk factors should receive aspirin (81–325 mg/

day) or warfarin (INR 2.0–3.0) (Class IIa) depending on

patient preference, bleeding risk, and ease of monitoring

the INR. The recent American College of Chest Physicians

(ACCP) guidelines concur with this recommendation, but

with a suggestion that these intermediate risk patients

should preferentially receive warfarin rather than aspirin

[9]. Patients with any high risk factors (prior stroke, TIA or

embolism, mitral stenosis, prosthetic heart valve) or more

than 1 moderate risk factor should receive warfarin (INR

2.0–3.0) (Class Ia).

The Major risk factors for ischemic stroke and systemic

embolism in patients with nonvalvular AF are previous

stroke or transient ischemic attacks (TIA), diabetes melli-

tus, hypertension, HF, and advanced age. These risk factors

are the elements that form the CHADS2 score [10, 11].

This score, which is a simplified algorithm of major and

moderate risk factors for stroke, ranges from 0 to 6, is easy

to use in clinical practice, and provides a reasonable esti-

mate of the risk of stroke in patients with AF (Fig. 3) [1].

The adjusted rates of stroke vary from 1.9% in patients

with a CHADS2 score of 0–18.2% with a CHADS2 score of

6. The description of risk factors and recommendation of

antithrombotic therapy according to risk factors and

CHADS2 score are summarized in Table 1.

The selection of antithrombotic therapy should be done

using the same criteria regardless of the type (paroxysmal,

persistent, or permanent) of AF (Class IIa). All patients

with AF should be reevaluated regularly for the need for

anticoagulation (Class IIa).

In older patients (C75 years) with an increased risk of

bleeding but without contraindication for anticoagulation, a

lower INR target (range 1.6–2.5) may be considered for

primary prevention of thrombotic events (Class IIb).

Patients need to be informed of the trade-offs inherent to

this strategy as studies have shown a greater frequency of

Fig. 2 Projected number of persons with AF in the United States

between 2000 and 2050. (Reprinted with permission from Miyasaka

Y et al. Circulation 2006;114:119–25)

Fig. 1 Age distribution of people with AF compared with the general

population. (Reprinted with permission from Feinberg WM et al.

Arch Intern Med 1995;155:469–73)
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stroke and more severe strokes when the INR is \2.0. The

impact of this target range on bleeding is yet unclear [12].

Patients with lone AF do not benefit from aspirin, and

the risk of bleeding in these patients is not well established

(Class IIb). These patients should not receive anticoagu-

lation therapy for primary stroke prevention (Class III).

Atrial fibrillation––bridging anticoagulants

perioperative

There are few data to inform the question of thromboem-

bolic risk during brief periods of warfarin interruption. In a

recent study of 550 individuals with AF, 4 (0.7%) sustained

a thromboembolic event in the 30-day period following an

outpatient elective procedure [13]. When high-risk patients

with AF undergo surgical procedures that will require

interruption of anticoagulation therapy for more than

1 week, unfractionated heparin or low-molecular weight

heparin may be used (Class IIb).

Atrial fibrillation postoperative

It is reasonable to use antithrombotic therapy in patients

who develop postoperative AF, as recommended for non-

surgical patients (Class IIa). Initiation of anticoagulation

should be undertaken as soon as deemed safe from a

surgical perspective.

Atrial fibrillation and acute coronary syndrome

AF following an acute coronary syndrome (ACS) is asso-

ciated with worse short- and long-term clinical outcomes

and more frequent in-hospital complications [14]. Antico-

agulation with unfractionated heparin is a Class I

recommendation. ACS patients post-stent placement rep-

resent a particular challenge in clinical practice, as they

require dual antiplatelet therapy with aspirin and clopido-

grel in addition to warfarin if additional risk factors for

Fig. 3 Stroke risk in patients with AF not treated with anticoagula-

tion according to the CHADS2 score. (Adapted from Fuster V et al.

Circulation 2006;114:e257–354)

Table 1 Antithrombotic therapy for patients with AF according to risk factors (Adapted from Fuster V, et al. Circulation 2006;114:e257–354)

Risk category Recommended therapy

No risk factor Aspirin, 81–325 mg dailya

At least one low risk factor Female sex

Age 65 to 74 years

Coronary artery disease

Thyrotoxicosis

Aspirin, 81–325 mg daily, or Warfarin

(INR 2.0 – 3.0, target 2.5)

Only one moderate risk Congestive heart failureb

Hypertension

Age C75 years

Diabetes mellitus

Aspirin, 81–325 mg daily, or Warfarin

(INR 2.0 – 3.0, target 2.5)

At least one high risk factor Stroke or TIA

Embolism

Mitral stenosis

Prosthetic heart valuec

Warfarin (INR 2.0 – 3.0, target 2.5)

More than one moderate risk factor Warfarin (INR 2.0 – 3.0, target 2.5)

Lone AFd No antithrombotic therapy recommended

CHADS2 \1, Aspirin; CHADS2 = 1, Aspirin or Warfarin; CHADS2 C2, Warfarin. Doses as recommended above
a Patients with AF, but not lone AF
b Or left ventricular ejection fraction B35%
c If mechanical valve, target INR greater than 2.5
d Patients younger than 60 years without heart disease or risk factors for thromboembolism
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stroke are present. Although the benefit of these medica-

tions for ACS and AF is well established, their use in

combination is associated with an increased risk of hem-

orrhage [15–17] and not well defined. To date, there are

few data to help guide physicians on how best to treat

patients with significant risk for bleeding, such as patients

with prior or recurrent gastrointestinal hemorrhage. A rea-

sonable approach is to first stratify by patient stroke risk. If

CHADS2 is \2, then only aspirin and clopidogrel should be

used. In patients with a CHADS2 score C2, anticoagulation

with warfarin (goal INR 2.0–2.5) in addition to low-dose

aspirin (81 mg) and clopidogrel should be used. In this case,

clopidogrel should be used for the shortest duration neces-

sary, for example 4 weeks following bare metal stent

placement. After clopidogrel is stopped, low-dose aspirin

and warfarin (INR 2.0–3.0) should be continued long-term.

The AF guidelines differ from the MI guidelines in respect

to this point. The AF guidelines recommend that after

clopidogrel is stopped, warfarin should be continued as

mono-therapy. We believe, however, that based on the

weight of the evidence regarding aspirin’s benefit in coro-

nary artery disease that warfarin and low-dose aspirin

should be continued long-term. The duration of clopidogrel

therapy will depend on the type of stent that is used. Bare

metal stents require clopidogrel for at least 1 month while

drug-eluting stents require at least 12 months of clopidogrel

[18]. For this reason, use of bare metal stents should be

strongly considered in patients with AF and ACS, particu-

larly if they have a CHADS2 score C2. The ACCP

guidelines [19] also recommend frequent INR monitoring

through an experienced anticoagulation clinic, if possible,

and the use of a proton pump inhibitor, particularly among

patients with risk factors or a prior history of gastritis and/or

peptic ulcer disease. In addition, the ACCP guidelines

recommend against ‘‘quadruple therapy’’ (heparin, warfa-

rin, aspirin, and clopidogrel) unless the patient is at high risk

of thrombosis and low risk of bleeding.

With respect to therapy of ischemic heart disease in

patients with AF, the majority of patients can be safely

managed with warfarin therapy alone [20]. Given the evi-

dence supporting the benefits of aspirin however, for

patients with AF and recent MI or percutaneous coronary

intervention, combination therapy with warfarin and low-

dose aspirin should be used, particularly if the patient is at

low risk of bleeding. While both warfarin and aspirin are

effective at preventing ACS-related ischemic events and

AF-related stroke, warfarin therapy is more efficacious in

the prevention of ischemic events than aspirin is in the

prevention of stroke. Therefore, if the patient is at high risk

of bleeding, aspirin should generally be stopped first,

keeping the patient on warfarin alone with close follow-up.

In all cases, the use of sound clinical judgment is para-

mount. Given the significant increased risk of bleeding

[15–17], triple therapy (aspirin, clopidogrel, and warfarin)

should be used for the shortest period possible. A corollary

to this recommendation is that bare metal stents should be

used instead of drug-eluting stents whenever possible in

patients with AF who are prone to hemorrhage.

Atrial fibrillation and cardioversion

Patients with AF of 48 h or longer or with the duration of

AF unknown should receive anticoagulation (INR 2.0–3.0)

for at least 3 weeks prior to and 4 weeks after cardiover-

sion (Class I). For patients who require more urgent

cardioversion due to hemodynamic instability, an imme-

diate anticoagulant effect can be achieved with

unfractionated heparin initiated with a bolus injection fol-

lowed by dose-adjusted continuous infusion to prolong the

partial thromboplastin time to 1.5–2.0 times the reference

control value. Oral anticoagulation with warfarin is rec-

ommended (INR 2.0–3.0) for at least 4 weeks after

cardioversion (Class I). Because a significant number of

individuals revert back to AF after cardioversion, indefinite

use of warfarin or close surveillance of rhythm stability is

essential. For patients with AF \48 h in duration and who

are hemodynamically unstable, cardioversion should be

performed without delay for prior initiation of anticoagu-

lation (Class I). During the first 48 h after the onset of AF,

the need for anticoagulation before and after cardioversion

may be based on the patient risk of stroke (Class IIa).

The performance of transesophageal echocardiography

(TEE) to assess the presence of thrombus in the left atrium

or left atrial appendage is an alternative strategy that

obviates the need for 3 weeks of warfarin prior to cardio-

version (Class IIa). For patients with no identifiable

thrombus, cardioversion can be done after anticoagulation

with unfractionated heparin. Oral anticoagulation (INR

2.0–3.0) should be continued for at least 4 weeks after

cardioversion (Class IIa). If a thrombus is identified by

TEE and the patient is stable, warfarin should be given

(INR 2.0–3.0) for 3 weeks prior to cardioversion and at

least 4 weeks after restoration of sinus rhythm. A longer

period of anticoagulation in this setting may be appropriate

because of the high risk of thromboembolic events even

after cardioversion (Class IIa).

All patients with atrial flutter undergoing cardioversion

should follow the same indications for anticoagulation as

for AF (Class IIa).

Atrial fibrillation and pregnancy

Antithrombotic therapy is recommended for prevention of

thromboembolism throughout pregnancy for all patients

170 R. D. Lopes et al.
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with AF (except for those with lone AF and low risk for

stroke). The type of therapy should be chosen based on the

stage of the pregnancy (Class I). Warfarin should be

avoided in the first trimester due to teratogenicity and also

during the final 4 weeks to decrease bleeding complica-

tions. Unfractionated heparin and low-molecular weight

heparin do not cross the placenta and should be substituted

for warfarin during the first trimester and final month or

alternatively used throughout pregnancy (Class IIb). War-

farin use may be considered during the second trimester for

patients with AF and high risk of stroke (Class IIb). Given

the risks of bleeding in pregnancy and the lack of data in

this population, antithrombotic therapy during pregnancy

poses a particular challenge and should be approach on a

case by case basis with input from practitioners with

expertise in this area.

Atrial fibrillation and hypertrophic cardiomyopathy

Patients with hypertrophic cardiomyopathy and AF are at

higher risk for stroke than the general population and

should receive warfarin with a target INR of 2.0–3.0 (Class

IIb), even with a CHADS2 score of 1.

Future directions

While vitamin K antagonists, principally warfarin sodium,

remain the standard of care for anticoagulation in AF, their

use is limited by their narrow therapeutic window, marked

interindividual variability in dose response, and numerous

drug-drug interactions. Successful dose titration of vitamin

K antagonists is essential in order to maximize efficacy and

safety (Fig. 4) [1, 21, 22]; however, recent evidence

suggests that patients spend nearly a third of their time

outside their goal therapeutic window [23].

Accordingly, there is considerable need for and interest

in the development of novel and more selective oral anti-

coagulants. Efforts directed toward the development of

these agents have focused on direct thrombin inhibitors and

factor Xa inhibitors (Table 2). The first direct thrombin

inhibitor developed for use in stroke prophylaxis was

ximelagatran. Unfortunately, ximelagatran while effica-

cious in the prevention of stroke, was associated with

significant hepatotoxicity and was not FDA approved [24].

Dabigatran etexilate, the prodrug of the direct thrombin

inhibitor dabigatran, is currently under development as an

alternative oral anticoagulant. Dabigatran reversibly inhib-

its both free and clot-bound thrombin and has been shown to

reduce deep venous thrombosis (DVT) in post-operative

orthopedic patients when compared with enoxaparin (odds

ratio [OR] 0.47, 95% CI 0.30–0.73, P = 0.0007), with a

dose-dependent increase in major bleeding [25]. Dabigatran

has a fast onset of action (Tmax 1.5 h) and is renally cleared

[26]. At present, dabigatran is being evaluated for stroke

prophylaxis in AF in a large phase III trial, the Randomized

Evaluation of Long Term Anticoagulant Therapy With

Dabigatran Etexilate (RELY) [27].

In addition to direct thrombin inhibition, there is also

considerable work in progress to develop factor Xa inhib-

itors. Factor Xa is an attractive target as it is the common

branch point for both the extrinsic and intrinsic coagulation

pathways. Factor Xa inhibitors prevent thrombin formation

by interfering with Xa upstream and, therefore, the pro-

thrombinase complex [28]. The most recent factor Xa

inhibitor evaluated for long-term anticoagulation in

patients with non-valvular AF was idraparinux, a synthetic

pentasaccharide whose long half-life permitted once

weekly subcutaneous injection. The AMADEUS trial

(Evaluating the Use of SR34006 Compared to Warfarin or

Acenocoumarol in Patients With Atrial Fibrillation) was

stopped early due to an excess of clinically relevant

bleeding among patients randomized to idraparinux,

including increased intracranial bleeding (1.1 vs 0.4 per

100 patient years, P = 0.014) [29]. Elderly patients and

those with renal impairment were found to be at highest

risk, despite dose-adjustment for creatinine clearance.

Since idraparinux was found to be noninferior to warfarin

for the composite endpoint of stroke and non-central ner-

vous system (CNS) embolism, a modified compound,

biotinylated idraparinux is now being tested in a phase III

trial of patients with CHADS2 scores C2. Biotinylated

idraparinux will allow for quick reversal of its anticoagu-

lant effect upon administration of its neutralizing agent,

avidin [30].

In contrast to idraparinux, there are multiple oral direct

factor Xa inhibitors being developed for stroke prophylaxis

Fig. 4 Adjusted odds ratios for ischemic stroke and intracranial

bleeding in relation to the intensity of anticoagulation. (Reprinted

with permission from Fuster V et al. Circulation 2006;114:e257–354)
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in AF [31]. These agents are being developed with the goal

of no requirement for therapeutic monitoring. The first oral

direct factor Xa inhibitor tested in a phase II study was

razaxaban. Despite reducing the incidence of DVT with

different doses compared with enoxaparin (1.4–8.6% vs.

15.9%), razaxaban was associated with increased bleeding

and its development was terminated [32]. Apixaban, a

derivative of razaxaban has been shown to decrease the

composite endpoint of DVT, pulmonary embolism, and all-

cause mortality in patients undergoing total knee replace-

ment without increased bleeding [33]. Apixaban has

excellent oral bioavailability ([50%) and is predominantly

hepatically cleared (75%, primarily by CYP3A4 and SULT

1A1). Apixaban does not affect the QTc interval and its

pharmacokinetics appear to be relatively consistent across

age and sex. Currently, apixaban is being compared with

warfarin in a randomized, double-blind, event-driven,

noninferiority trial that will enroll over 15,000 AF patients

(more than one-third will be warfarin naı̈ve) with 1 or more

additional risk factors for stroke [34]. Apixaban is also

being evaluated against aspirin in a phase III trial, Apixi-

ban vs. aspirin for stroke prevention in atrial fibrillation

(AVERROES) [35]. AVERROES will randomize patients

who are at moderate risk of stroke (CHADS2 = 1) or

intolerant to warfarin.

The other major oral direct factor Xa inhibitor that is

currently being evaluated in a phase III study is rivarox-

aban. Rivaroxaban is an oxazolidinone derivative with a

half-life of 5–9 h. There are no major circulating metabo-

lites of rivaroxaban and its elimination is mixed (one-third

renal, two-thirds hepatic). Of all the oral factor Xa inhib-

itors under development, rivaroxaban has been the most

studied, accruing more than 24,000 patients in phase II and

phase III trials [36]. Nonetheless, like apixaban, there are

no preliminary data for its efficacy in stroke prevention in

patients with AF. Rivaroxaban is also being evaluated in a

large international, randomized, double-blind, event-dri-

ven, noninferiority trial. The Rivaroxaban Once Daily Oral

Direct Factor Xa Inhibition Compared with Vitamin K

Antagonism for Prevention of Stroke and Embolism Trial

in Atrial Fibrillation (ROCKET-AF) is enrolling over

14,000 patients with non-valvular AF who are at high risk

of stroke. Candidates for ROCKET-AF must have a history

of stroke, TIA, or non-CNS embolism or a CHADS2

score C3 [37].

While apixaban and rivaroxaban are currently being

evaluated as long-term anticoagulants for AF in phase III

trials, there are many new oral factor Xa inhibitors in phase

I and phase II trials. PRT054021, LY517717, DU-176b,

and YM150 are being evaluated for the prevention of

venous thromboembolism and slated for testing in patients

with AF [31]. Given the track record of prior candidates for

alternative oral anticoagulants, hopefully there will be

strength in numbers. The goal is to identify a selective

anticoagulant with a safety/risk profile that outweighs any

similar or improved efficacy. Hopefully, not just one, but

many of these compounds will end up as the long-awaited

alternative to warfarin.
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ABSTRACT

ACKGROUND: Sexual dysfunction in some men is predictive of occult cardiovascular disease. We
nvestigated whether dissatisfaction with sexual activity, a domain of female sexual dysfunction, is
ssociated with prevalent and incident cardiovascular disease in postmenopausal women.
ETHODS: Data from the Women=s Health Initiative-Observational Study were used. Subjects who were

exually active in the past year were classified at baseline as sexually satisfied or dissatisfied. We
erformed multiple logistic regression analyses modeling baseline cardiovascular conditions including
yocardial infarction, stroke, coronary revascularization, peripheral arterial disease, congestive heart

ailure, and angina. We then created Cox proportional hazards models to determine hazard ratios for
ncident cardiovascular disease by baseline sexual dissatisfaction status.
ESULTS: Dissatisfaction with sexual activity at baseline was significantly associated with prevalent
eripheral arterial disease (odds ratio 1.44, 95% confidence interval, 1.15-1.84), but not prevalent myo-
ardial infarction, stroke, coronary revascularization including coronary artery bypass graft and percuta-
eous transluminal coronary angioplasty, or a composite cardiovascular disease variable. The odds of
aseline angina were decreased among those reporting sexual dissatisfaction at baseline (odds ratio 0.77,
5% confidence interval, 0.66-0.86). In both unadjusted and adjusted analyses, dissatisfaction with sexual
ctivity was not significantly related to an increased hazard of any cardiovascular disease.
ONCLUSIONS: Dissatisfaction with sexual activity was modestly associated with an increased prevalence
f peripheral arterial disease, even after controlling for smoking status. However, dissatisfaction did not
redict incident cardiovascular disease. Although this may represent insensitivity of the sexual satisfaction
onstruct to measure sexual dysfunction in women, it might be due to physiological differences in sexual
unctioning between men and women.
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emale sexual dysfunction is a prevalent, distressing con-
ition, affecting 43% of the population.1 Although it has
een linked to a higher burden of medical illnesses, specific
nderlying causes are not well described. One potential
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andidate is cardiovascular disease. The association of car-
iovascular disease with male sexual dysfunction is well
ocumented.2 Erectile dysfunction is one manifestation of
ubclinical cardiovascular disease and is a marker for the
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evelopment of subsequent cardiovascular disease in some
en.3

Basic science and human research suggests that the vas-
ular pathophysiology of male and female sexual dysfunc-
ion is similar.4-6 The regulation of blood flow and clitoral
rectile function is governed by
he same nitric oxide-cyclic
uanosine monophosphate (GMP)
athway in women as erectile
unction is in men.4,7 Atheroscle-
osis of the arterial bed supplying
emale pelvic anatomy can lead to
ecreased vaginal engorgement
nd clitoral erectile insufficiency
yndromes,6 similar to erectile
roblems in men. Chronic athero-
clerotic disease in animal models
an cause significant disease of
he vagina.8 To date, the associa-
ion of cardiovascular disease with
emale sexual dysfunction has not
een explored. Specifically, it has
ever been shown that subclinical
ardiovascular disease impacts fe-
ale sexual functioning signifi-

antly enough to affect sexual
atisfaction.

Current survey instruments9-11

ivide female sexual function into several unique domains,
ncluding sexual satisfaction. The International Consensus
evelopment Conference on Female Sexual Dysfunction
ighlighted personal distress as a necessary element and
oted that patient self-report is the preferred method of
etermining sexual dysfunction in women.12 Thus, female
exual dysfunction can be measured as self-reported dissat-
sfaction with sexual activity. Concordantly, sexual satisfac-
ion is an important domain of sexual functioning in
omen.
The objectives of this study were: to explore the as-

ociation of sexual satisfaction with prevalent cardiovas-
ular disease and cardiovascular disease risk factors
mong sexually active postmenopausal women, and to de-
ermine if low sexual satisfaction, a domain of female sex-
al functioning, is predictive of incident cardiovascular
isease in women, using the Observational Study cohort of
he Women’s Health Initiative.

ATERIALS AND METHODS

ubjects
ata from the Women’s Health Initiative Observational
tudy (WHI-OS) were used. Details of recruitment and
ligibility screening in the WHI-OS have been described
lsewhere.13 Participants were postmenopausal women
ged 50 to 79 years, recruited at 40 clinical centers through-
ut the United States during 1994 through 1998. There were

CLINICAL SIGNIF

● Sexual dysfuncti
dictive of cardi
this association
ined in women.

● We found no in
incidence of c
among sexually
complaining of d
ual activity at b
of follow-up.

● Physiological dif
and women may
in the role of ca
sexual function.
3,676 women who participated in the observational co- h
ort14,15 and were followed for 8-12 years. Institutional
eview boards approved the study at all participating sites.

ata Collection
ata on sexual satisfaction and baseline cardiovascular dis-

ease were collected during one
or more initial screening visits.
Thereafter, follow-up medical his-
tories of the participants were
identified via annual surveys and
verification of outcomes. The de-
tails of the methodologies used for
ascertaining, classifying, and doc-
umenting outcomes have been de-
scribed previously.16 Each annual
follow-up survey with a positive re-
sponse for cardiovascular disease
prompted a review and abstraction
of the medical record for that pa-
tient. Key outcomes, including
cardiovascular disease, were adju-
dicated by centrally trained WHI
physician adjudicators at each
clinical center.16 Of note, fol-
low-up data on sexual satisfaction
were not available. Women who
indicated at baseline that they did
not want to answer the sexual sat-

sfaction question, and those with missing data for this item
ere excluded from analyses. To isolate medical rather than

ocial etiologies of sexual satisfaction, subjects who re-
orted no sexual activity with a partner in the last year also
ere excluded.

efinition of Variables
atisfaction with current sexual activity was assessed by a
ingle survey item categorized along a 4-point Likert-type
cale, “How satisfied are you with your current sexual
ctivities, either with a partner or alone?” (1 � very unsat-
sfied, 2 � a little unsatisfied, 3 � somewhat satisfied,
� very satisfied). After qualitatively assessing the re-

ponse variables to ensure similar direction between ex-
reme variables and nearest middle range response, the re-
ponses were dichotomized into satisfied (responses 3 and
) versus unsatisfied (responses 1 and 2) to simplify
nalysis.

The presence of cardiovascular disease at baseline was
efined as a self-reported history of acute myocardial in-
arction, stroke, or coronary revascularization procedure
coronary artery bypass graft or percutaneous transluminal
oronary angioplasty). Related cardiovascular problems, in-
luding congestive heart failure, peripheral arterial disease,
nd angina also were examined.

Covariates included cardiovascular disease risk factors
nd mitigants including physical activity, smoking status,
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holesterol requiring pills, beta-blocker use, diabetes, and
ody mass index (BMI).

Covariates included health-related factors that might af-
ect sexual functioning. Overall health-related quality of life
as measured using the general health subscale of the
F-36 (scores range from 0-100 with a higher score indi-
ating a more favorable health state).17 Current depressive
ymptoms were measured using an 8-item scale designed to
creen for depressive disorders,18 composed of 2 items from
he Center for Epidemiologic Studies Depression Scale19

nd 2 items from the Diagnostic Interview Schedule.20

igher scores on this scale indicate more severe depression.
ther health-related conditions included as covariates in
odels were a history of cervical, ovarian, or endometrial

ancer, a history of hysterectomy, and parity, all measured
y patient self-report at baseline. Medications including oral
ontraceptive use ever, hormone replacement therapy use at
aseline, and selective serotonin reuptake inhibitor (SSRI)
se also were examined.

Demographic covariates included race and ethnicity,
arital status, family income, education, employment sta-

us, and sexual orientation, all determined by patient self-
eport from the baseline questionnaires.

For prospective analyses, fatal and nonfatal incident car-
iovascular disease in the WHI-OS cohort were defined as
ncident acute myocardial infarction, coronary death, stroke,
r coronary revascularization that occurred during follow-
p. Related incident diseases, including congestive heart
ailure, peripheral arterial disease, and angina also were
xamined. Subjects who reported prevalent cardiovascular
isease or related illnesses at baseline were excluded from
nalyses of prospective data.

tatistical Analysis
o determine the association between sexual satisfaction
nd baseline cardiovascular conditions, logistic regression
odels examining each of the baseline cardiovascular con-

itions (myocardial infarction, stroke, coronary revascular-
zation, and a composite endpoint including each of the
bove, peripheral arterial disease, angina, and congestive
eart failure) were developed. These models included de-
ographic variables, baseline medical conditions, and car-

iovascular disease risk factors that were significantly as-
ociated with sexual satisfaction or cardiovascular disease
n bivariate analyses. Backwards and stepwise selection
rocedures were utilized, with both 0.05 and 0.20 selected
s entry and retention criteria. With backwards selection,
he initial model includes all variables, which are then
eleted from the model one at a time until all the variables
emaining in the model meet the retention criteria. With
tepwise selection, variables are entered one by one to the
odel based on the entry criterion. At each step, any of the

ariables in the model that does not meet the retention
riterion is deleted. The lists of variables in the final models
id not change under these different assumptions. After
reating these final models for each cardiovascular out-

ome, sexual satisfaction status was included in the models. o
To determine whether sexual satisfaction at baseline was
ssociated with incident cardiovascular disease, variables
ignificant at the 0.05 level in bivariate analyses, as well as
linically important variables related to cardiovascular dis-
ase, were fitted into Cox proportional hazards model, with
ime to incident cardiovascular disease as the response vari-
ble. As in the prevalence analysis, variables were retained
n the models if they met a prespecified retention criterion of
.05. Hazard ratios and their respective confidence intervals
re reported.

ESULTS
aseline characteristics of the WHI-OS participants have been
escribed elsewhere.13 Fifty-two percent (48,300) of these
omen reported that they had been sexually active with an-
ther person in the past year. Of these, 96% (46,525) answered
he sexual satisfaction question. Overall, 77% (35,719) of re-
pondents reported satisfaction with sexual activity.

Women who reported that they were satisfied sexually
ere older and had higher family incomes than women who

eported that they were not satisfied sexually (Table 1).
exual satisfaction also was associated with better overall
hysical health and fewer current depressive symptoms.

Satisfaction with sexual activity, compared with dissatisfac-
ion, was modestly associated with several cardiovascular dis-
ase risk factors, including more physical activity, never smok-
ng, and normal BMI (Table 2). A slightly higher proportion of
ubjects on beta-blockers at baseline reported dissatisfaction
ith sexual activity, but this difference was minimal. No as-

ociation was found between sexual satisfaction and
ther cardiovascular disease risk factors, including hy-
ertension, menopausal hormone therapy, diabetes, family
istory of myocardial infarction, and hyperlipidemia.

In logistic regression modeling, dissatisfaction with sex-
al activity was significantly associated with prevalent pe-
ipheral arterial disease (odds ratio 1.44, 95% confidence
nterval, 1.15-1.82; Table 3). The odds of prevalent angina
ere lower among those reporting sexual dissatisfaction

odds ratio 0.77, 95% confidence interval, 0.66-0.90,
�0.001). Sexual dissatisfaction at baseline was not sig-

ificantly associated with prevalent myocardial infarction,
troke, coronary revascularization, the composite cardiovas-
ular disease variable, or congestive heart failure.

To determine if women with cardiovascular disease ab-
tained from sexual activity, an interaction term between
evels of reported sexual activity in the past year and sexual
atisfaction was included in each of the models. Level of
exual activity in the past year was defined as any versus
one. If significant, the interaction term would suggest that
he association between sexual satisfaction and cardiovas-
ular outcome differed between those with reported sexual
ctivity and those with no reported sexual activity in the
ast year. This interaction term was not significant in any
odel, thus, exclusion of those who were not sexually

ctive due to cardiovascular disease was unlikely to explain

ur negative findings.



t
b
w
j
W
l
s
a
w
s
c

o
r
r
o

a
a
o
d

t
w

D
T
e
d
b
d
s
f
d

fi
c
t
A
o
w
a

C

M

C

E

S

B

H

B

D
F

T

B

298 The American Journal of Medicine, Vol 121, No 4, April 2008
To determine whether our results were confounded by
he exclusion of women who abstained from sexual activity
ecause of cardiovascular disease and its symptoms and
ere dissatisfied because of this, we assessed whether sub-

ects worried that sexual activity would affect their health.
orry that sexual activity would affect their health showed

ittle difference between sexually satisfied and dissatisfied
ubjects. Similar percentages of both the satisfied (99%)
nd dissatisfied (96%) respondents were either not at all
orried, or only a little worried. Thus, dissatisfaction with

exual activity due to fear of cardiovascular health-related
onsequences is an unlikely explanation for these findings.

To determine if inclusion of cardiovascular risk factors
ver-adjusted the regression models, a separate series of
egressions models excluding the cardiovascular disease
isk factors were performed and no significant changes in
verall results were found.

For our prospective analyses, subjects were followed for
n average of 7.8 � 1.4 years. In unadjusted and adjusted
nalyses of follow-up data, no increased incidence or hazard
f cardiovascular disease among sexually satisfied versus

Table 1 Baseline Demographics by Sexual Satisfaction
Status (Women’s Health Initiative Observational Study)

Satisfied
Sexually
(n � 35,719)

Not Satisfied
Sexually
(n � 10,806)

n % n %

ategorical variables
Age (years)*

50-59 14,741 41% 4906 45%
60-69 15,673 44% 4513 42%
70-79 5305 15% 1387 13%

Race/ethnicity*
White 30,629 86% 9325 86%
Black 2269 6% 776 7%
Hispanic 1252 4% 385 4%
Other 1490 4% 299 3%

Marital status*
Never married 345 1% 161 1%
Divorced/separated 2632 7% 1295 12%
Widowed 1508 4% 580 5%
Married/partnered 31,083 87% 8720 81%

Family income*
�$10,000-19,999 2321 7% 874 9%
$20,000-$49,999 12,571 38% 3992 39%
$50,000-74,999 8221 25% 2476 24%
$75,000� 10,191 31% 2782 27%

easurement variables Mean (SD) Mean (SD)
Depression score*† 0.03 0.10 0.06 0.15
Overall health*‡ 76 17 74 19

*P �.001.
†Scale: �8.2-4.0. Higher scores indicate more severe depressive

symptoms.
‡Scale: 0-100. Higher scores indicate better general health.
issatisfied participants was found (Table 4). No changes in
hese results were found when cardiovascular risk factors
ere excluded from the models.

ISCUSSION
he present study identified a higher prevalence of periph-
ral arterial disease among women who reported sexual
issatisfaction at baseline. However, no association between
aseline sexual satisfaction and the other cardiovascular
iseases investigated, including myocardial infarction,
troke, coronary revascularization, and congestive heart
ailure was found. Decreased sexual satisfaction at baseline
id not predict incident cardiovascular disease.

A number of factors may account for our overall null
ndings. Sexual satisfaction is a complex, multi-factorial
onstruct. Psychosocial stressors, comorbid medical condi-
ions, and nonvascular organic pathology play a large role.
lthough we designed our study to explore and control for
ther potential contributors to sexual satisfaction in these
omen, including medical, psychiatric, and social covari-

tes, it is likely that residual confounding remained.

Table 2 Baseline Prevalence of Cardiovascular Disease Risk
Factors by Sexual Satisfaction Status (Women’s Health
Initiative Observational Study)

VD Risk Factor

Satisfied
Sexually
(n � 35,719)

Not Satisfied
Sexually
(n � 10,806)

xercise*
Little or no activity 16,242 46% 5134 48%
2 or more times per
week

19,167 54% 5595 52%

moking*
Never smoked 18,897 53% 5208 49%
Past smoker 14,616 41% 4813 45%
Current smoker 1825 5% 654 6%

ody mass index*
�18.5 Underweight 349 1% 122 1%
18.5-24.9 Normal 15,583 37% 4565 35%
25.0-29.9 Overweight 12,096 28% 3657 28%
�30 Obesity 7301 17% 2343 18%

ypertension (P � .31)
Never hypertensive 25,007 71% 7522 71%
Treated hypertensive 7697 22% 2331 22%
Untreated hypertensive 2497 7% 794 7%

aseline hormone
replacement therapy
use (P � .13)

15,572 44% 4800 44%

iabetes (P � .17) 1470 4% 477 4%
amily history of myocardial

infarction (P � .19)
4821 28% 1533 29%

reated hyperlipidemia
(P � .12)

4513 13% 1427 13%

eta-blocker use† 1602 4.5% 533 5.0%

*P �.001.

†P �.01.
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Sexual satisfaction may have a different meaning for
omen than it has for men. The underlying mechanism for

exual functioning may differ between men and women,
ith cardiovascular risk factors playing a stronger role in

exual functioning among men and other variables of
reater importance in female sexual functioning. Although
ata on sexual satisfaction in men are limited, previous
tudies have shown a strong association between sexual

Table 3 Odds of Prevalent Cardiovascular Disease by Sexual
Satisfaction Status at Baseline (Women’s Health Initiative
Observational Study)

aseline Cardiovascular
isease OR (95% CI) aOR (95% CI)

yocardial infarction* 1.11 (0.94-1.31) 1.09 (0.88-1.36)
troke† 1.20 (0.98-1.47) 1.23 (0.99-1.52)
oronary
revascularization‡

0.89 (0.73-1.08) 0.92 (0.72-1.17)

omposite cardiovascular
disease§

1.04 (0.92-1.17) 0.94 (0.78-1.11)

eripheral arterial
disease�

1.52 (1.30-1.79) 1.44 (1.15-1.82)

ngina¶ 0.98 (0.88-1.09) 0.77 (0.66-0.90)
ongestive heart failure** 0.95 (0.71-1.28) 0.93 (0.63-1.36)

OR � odds ratio; CI � confidence interval; aOR � adjusted odds ratio.
Ref � satisfied.
All adjusted models included the following variables: demographics
(race/ethnicity, marital status, family income, education, employment,
sexual orientation); medical factors (general health, depressive symp-
toms, history of cervical, ovarian, or endometrial cancer, history of
hysterectomy, and oral contraceptive [OC] use ever, selective serotonin
reuptake inhibitor [SSRI] use); cardiovascular risk factors (family history
of myocardial infarction, exercise, body mass index [BMI], hormone
replacement therapy [HRT] use, diabetes, hyperlipidemia, beta-blocker
use). Variables removed from models if P �.05.

*Myocardial infarction model variables removed: race/ethnicity, mar-
ital status, family income, sexual orientation, history of cervical, ovar-
ian, or endometrial cancer, history of hysterectomy, OC use ever, base-
line HRT usage, SSRI use, exercise, BMI.

†Stroke model variables removed: race/ethnicity, marital status,
family income, education, sexual orientation, history of cervical, ovar-
ian, or endometrial cancer, parity, OC use ever, baseline HRT usage, SSRI
use, exercise, family history of myocardial infarction, BMI.

‡Coronary revascularization model variables removed: race/ethnicity,
marital status, family income, employment status, sexual orientation,
depression score (continuous), history of cervical, ovarian, or endome-
trial cancer, history of hysterectomy, parity, OC use ever, baseline HRT
usage, SSRI use, exercise, BMI.

§Composite cardiovascular disease model variables removed: race/
ethnicity, marital status, family income, sexual orientation, history of
cervical, ovarian, or endometrial cancer, parity, OC use ever, baseline
HRT usage, SSRI use, exercise, BMI.

�Peripheral arterial disease model variables removed: race/ethnicity,
marital status, family income, employment status, sexual orientation,
history of cervical, ovarian, or endometrial cancer, OC use, exercise.

¶Angina model variables removed: race/ethnicity, marital status,
family income, employment status, history of cervical, ovarian, or en-
dometrial cancer, parity, OC use ever, exercise.

**CHF model variables removed: race/ethnicity, marital status, fam-
ily income, education, sexual orientation, history of cervical, ovarian, or
endometrial cancer, history of hysterectomy, parity, OC use ever, base-

line HRT usage, SSRI use, BMI.
Table 4 Hazards of Incident Cardiovascular Disease by
Sexual Satisfaction Status at Baseline (Women’s Health
Initiative Observational Study)

VD Outcome HR (95% CI) aHR (95% CI)

otal cardiovascular
disease (fatal and
nonfatal)*

1.07 (0.95-1.20) 1.12 (0.95-1.31)

yocardial infarction† 1.11 (0.90-1.38) 1.08 (0.87-1.35)
oronary revascularization‡ 1.12 (0.95-1.32) 1.19 (0.96-1.48)
troke§ 1.06 (0.86-1.31) 0.99 (0.80-1.23)
eripheral arterial disease� 0.83 (0.53-1.29) 0.79 (0.51-1.25)
ngina¶ 0.94 (0.79-1.11) 0.94 (0.76-1.16)
ongestive heart failure** 1.08 (0.87-1.35) 1.18 (0.93-1.49)
arotid artery disease†† 0.87 (0.60-1.25) 0.92 (0.63-1.36)

Ref � satisfied.
All adjusted models included the following variables: demographics
(race/ethnicity, marital status, family income, education, employment,
sexual orientation); medical factors (general health, depressive symp-
toms, history of cervical, ovarian, or endometrial cancer, history of
hysterectomy, and oral contraceptive use ever, selective serotonin re-
uptake inhibitor [SSRI] use); cardiovascular risk factors (family history of
myocardial infarction, exercise, body mass index [BMI], hormone re-
placement therapy [HRT] use, diabetes, hyperlipidemia, beta-blocker
use). Variables removed from models if P �.05.

*Total cardiovascular disease model variables removed: race/ethnic-
ity, marital status, education, employment status, sexual orientation,
depression score, history of cervical, ovarian, or endometrial cancer,
history of hysterectomy, parity, oral contraceptive (OC) use ever, base-
line HRT use, SSRI use, exercise, BMI.

†Myocardial infarction model variables removed: marital status, ed-
ucation, employment status, sexual orientation, depression score, his-
tory of cervical, ovarian, or endometrial cancer, history of hysterectomy,
OC use ever, baseline HRT use, SSRI use, exercise, family history of
myocardial infarction, BMI.

‡Coronary revascularization model variables removed: race/ethnicity,
marital status, employment status, sexual orientation, depression score,
history of cervical, ovarian, or endometrial cancer, history of hysterec-
tomy, OC use ever, baseline HRT use, SSRI use, exercise, BMI.

§Stroke model variables removed: race/ethnicity, marital status,
family income, education, employment status, sexual orientation, de-
pression score, SF-36 subscale (overall health), history of hysterectomy,
parity, OC use ever, baseline HRT use, SSRI use, exercise, family history
of myocardial infarction, BMI.

�Peripheral arterial disease model variables removed: race/ethnicity,
marital status, family income, employment status, sexual orientation,
depression score, SF-36 subscale (overall health), history of cervical,
ovarian, or endometrial cancer, history of hysterectomy, parity, OC use
ever, baseline HRT use, SSRI use, exercise, family history of myocardial
infarction, diabetes, BMI.

¶Angina model variables removed: marital status, education, em-
ployment status, sexual orientation, depression score, history of cervi-
cal, ovarian, or endometrial cancer, parity, OC use ever, baseline HRT use,
SSRI use, exercise, smoking, BMI.

**Congestive heart failure model variables removed: marital status,
education, employment status, sexual orientation, depression score,
history of hysterectomy, parity, OC use ever, baseline HRT use, SSRI use,
exercise, family history of myocardial infarction.

††Carotid artery disease model variables removed: race/ethnicity,
marital status, family income, education, employment status, sexual
orientation, depression score, history of cervical, ovarian, or endometrial
cancer, history of hysterectomy, parity, OC use ever, baseline HRT use,
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ysfunction and cardiovascular disease or cardiovascular
isk factors in men, including ischemic heart disease, hy-
ertension, diabetes mellitus, and smoking.2,21,22 Recently,
rectile dysfunction has been implicated as a sentinel sign of
ardiovascular disease in men.3

Few studies have examined this association in women.
revious work has shown that among type I diabetics, dia-
etes control measured by factors such as A1C and BMI
as associated with sexual dysfunction in men, but not in
omen, whereas psychological variables were prominent

or both sexes.23 Additionally, the utility of phophodiester-
se inhibitors has been shown to differ between men and
omen. Although widely used to treat sexual dysfunction in
en, sildenafil has shown mixed results when used for

reatment of sexual dysfunction in women,5,24 suggesting a
ore complex mechanism of sexual functioning in women.
We found increased prevalence, but not incidence, of

eripheral arterial disease among women reporting low sex-
al satisfaction, even after controlling for smoking. One
ossible explanation for this disparity is that different ad-
udication procedures were used for prevalent versus inci-
ent disease. Prevalent peripheral arterial disease was de-
ermined based on patient self-report, whereas incident
isease was formally adjudicated by trained physicians us-
ng standardized criteria. If, at baseline, subjects tended to
ver-report peripheral arterial disease, this may partially
xplain these findings. Alternatively, there may be an asso-
iation between peripheral arterial disease and decreased
exual satisfaction at baseline because peripheral arterial
isease predicts decreased sexual satisfaction, rather than
he reverse. Because we do not have follow-up data on
exual satisfaction, we are unable to explore this further.

There are several strengths of this study. The WHI-OS is
large cohort study with good representation of women

cross the country and across racial and ethnic groups.
igorous adjudication procedures were used to determine

ncident cardiovascular disease. Additionally, this is the first
tudy, to our knowledge, to describe the association of
exual satisfaction with either prevalent or incident cardio-
ascular disease in women.

An important limitation of this work is that the sexual
atisfaction construct has not been formally validated. The
urvey question used to determine sexual satisfaction has
trong face validity and has similar wording to questions on
ther validated instruments. However, we cannot fully ap-
reciate the extent to which this question measures the
onstruct of sexual satisfaction versus other constructs that
ay be highly related to sexual satisfaction, such as overall

ife satisfaction.

ONCLUSIONS
exual dysfunction is a prevalent condition in postmeno-
ausal women, as is cardiovascular disease. Many of the
ame pathophysiological mechanisms known to be risk fac-
ors for cardiovascular disease have been proposed to be

esponsible for sexual dysfunction in postmenopausal R
omen. However, in our population of sexually active post-
enopausal women, dissatisfaction with sexual activity was

ot predictive of incident of cardiovascular disease. This
ay be due to physiological differences in sexual function-

ng between men and women. Further study may better
lucidate whether cardiovascular disease is an important
lement of female sexual functioning.
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BACKGROUND: Satisfaction with sexual activity is im-
portant for health-related quality of life, but little is known
about the sexual health of postmenopausal women.

OBJECTIVE: Describe factors associated with sexual
satisfaction among sexually active postmenopausal
women.

DESIGN: Cross-sectional analysis.

PARTICIPANTS: All members of the Women’s Health
Initiative-Observational Study (WHI-OS), ages 50–79,
excluding women who did not respond to the sexual
satisfaction question or reported no partnered sexual
activity in the past year (N=46,525).

MEASUREMENTS: Primary outcome: dichotomous re-
sponse to the question, “How satisfied are you with your
sexual activity (satisfied versus unsatisfied)?” Covari-
ates included sociodemographic factors, measures of
physical and mental health, and gynecological vari-
ables, medications, and health behaviors related to
female sexual health.

RESULTS: Of the cohort, 52% reported sexual activity
with a partner in the past year, and 96% of these
answered the sexual satisfaction question. Nonmodifiable
factors associated with sexual dissatisfaction included
age, identification with certain racial or ethnic groups,
marital status, parity, and smoking history. Potentially
modifiable factors included lower mental health status
and use of SSRIs. The final model yielded a c-statistic of

0.613, reflecting only a modest ability to discriminate
between the sexually satisfied and dissatisfied.

CONCLUSIONS: Among postmenopausal women, the
variables selected for examination yielded modest abil-
ity to discriminate between sexually satisfied and
dissatisfied participants. Further study is necessary to
better describe the cofactors associated with sexual
satisfaction in postmenopausal women.

KEY WORDS: sexual dysfunction; physiological; sexual dysfunctions;

psychological; women; menopause; postmenopause; cohort studies.
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BACKGROUND

Sexual satisfaction is a domain of female sexual functioning
measured by validated instruments.1–3 Women remain sexu-
ally active throughout life,4,5 and female sexual dysfunction is
prevalent.6 Older women have increased risk for sexual
dysfunction,6 which may manifest as decreased sexual satis-
faction. Medical and psychiatric illness, lower socioeconomic
status,6,7 postmenopausal hormonal changes,5,8,9 and pelvic
surgery10,11 may contribute. Premenopausal sexual desire and
response disorders can worsen after menopause.12

Sexual satisfaction among postmenopausal women is inad-
equately described. Cross-sectional studies of female sexual
functioning are compromised by low response rates13,14 and
use of convenience samples.14 Large surveys6,15 may select
participants with nonrepresentative sexual attitudes. Preva-
lence estimates vary widely across studies.14

In the current project, cross-sectional data collected from the
Women’s Health Initiative Observational Cohort (WHI-OS16,17)
were used to describe the prevalence and correlates of low sexual
satisfaction in postmenopausal women.

Preliminary results from this work were presented at the Society of
General Internal Medicine 30th Annual Meeting, Toronto, Ontario,
Canada, on April 26, 2007.
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METHODS

Inclusion Criteria. Data from 93,676 participants were collected
at baseline during screening visits. For most participants, a
single screening visit was sufficient prior to data collection. For
a minority of participants, up to three screening visits were
required. Participants were postmenopausal women aged 50 to
79 years at the time of enrollment, recruited at 40 different
clinical centers throughout the United States during 1994
through 1998.18 Institutional review boards at all sites approved
the study; informed consent was obtained from all participants.
Liberal inclusion criteria enhanced generalizability. Inclusion
criteria were postmenopausal status, intention to reside in the
area for at least 3 years, and ability to provide written informed
consent.18,19

Exclusion Criteria. Participants were excluded from the WHI if
they had comorbid conditions that limited their survival to less
than 3 years or if they had conditions (such as substance
abuse or dementia) that would affect their ability to follow-
up.18,19 Because lack of an available partner may contribute to
low sexual satisfaction in older women,6 participants who
answered “no” to the question “Did you have sexual activity
with a partner in the past year?” were excluded from this
analysis.

Definitions of Variables. Data were obtained from survey
responses as previously described.17,20,21 Sexual satisfaction
was assessed by a single item categorized along a four-point
Likert-type scale from very unsatisfied to very satisfied, “How
satisfied are you with your current sexual activities, either with
a partner or alone?”22,23 Satisfaction with sexual frequency
was assessed by the question, “Are you satisfied with the
frequency of your sexual activity, or would you like to have sex
more or less often?” Response categories included “less often,”
“satisfied with current frequency,” “more often,” and “don’t
want to answer.”

Variables chosen for examination were the result of a
comprehensive literature review of factors previously reported
to be associated with female sexual dysfunction. A conceptual
model for correlates of sexual satisfaction included the follow-
ing interdependent categories of variables: socioeconomic/
demographic variables, physical health status, mental health
status, medications, gynecological history, and health beha-
viors. By consensus and discussion among coauthors, vari-
ables that were more distal along our proposed causal pathway
were removed. For example, we excluded specific disease
states that may impact sexual functioning in favor of a more
proximal measure of the effect of these diseases, the subscales
of the RAND 36-Item Health Survey (SF-36) that relate to
physical health.

Socioeconomic/demographic variables selected for exami-
nation were age,5,6,24,25 marital status,6,24 family income,6

race/ethnicity,6,15,26 education level,6,26 and type of employ-
ment.6,26 Sexual orientation27,28 was defined as described by
Valanis and colleagues.21

For physical health,6,25,26,29–31 the four subscales of the SF-
36 that aggregate to physical health (physical functioning, role
limitations due to physical problems, bodily pain, and general
health) were assessed.32,33 Mental health6,34–36 was assessed

using the four subscales of the SF-36 that aggregate to mental
health (vitality, social functioning, role limitations due to
emotional problems, and mental health). These validated
scales are scored from 0–100, with higher scores indicating
better health-related quality of life.

Gynecological histories examined included previous oral
contraceptive use,37 a history of gynecological cancer,38 a
history of hysterectomy,39 and increasing parity.40 Medications
selected for examination included selective serotonin-reuptake
inhibitor (SSRI)41,42 use, determined from a pharmacy data-
base [Master Drug Data Base (MDBB): Medi-Span, Indianapo-
lis, IN],43,44 and hormone therapy use.45 Health behaviors,
including exercise,46 smoking,24 body mass index (BMI),26,47

and alcohol use48,49, were also assessed.

Table 1. Demographics by Sexual Satisfaction Status-The Women’s
Health Initiative - Observational Study

Satisfied
sexually
(N=35,719)

Not satisfied
sexually
(N=10,806)

Sociodemographic
variable

N (%) N (%) P-Value

Age (years)
50–59 14,741 (75) 4,906 (25) <.0001
60–69 15,673 (78) 4,513 (22)
70–79 5,305 (79) 1,387 (21)
Marital status
Never married 345 (68) 161 (32) <.0001
Divorced/separated 2,632 (67) 1,295 (33)
Widowed 1,508 (72) 580 (28)
Married/partnered 31,083 (78) 8,720 (22)
Family income
<$10,000 540 (70) 227 (30) <.0001
$10,000–19,999 1,781 (73) 647 (37)
$20,000–34,999 5,789 (75) 1,931 (25)
$35,000–49,999 6,782 (77) 2,061 (23)
$50,000–74,999 8,221 (77) 2,476 (23)
$75,000+ 10,191 (79) 2,782 (21)
Don’t know 895 (76) 281 (24)
Race/ethnicity
American Indian 142 (83) 29 (17) <.0001
Asian/Pacific Islander 1,001 (85) 183 (16)
Black/African
American

2,269 (75) 776 (26)

Hispanic 1,252 (77) 385 (24)
White 30,629 (77) 9,325 (23)
Unknown 347 (80) 87 (20)
Education
0–8 years 338 (77) 104 (24) 0.02
Some high school 887 (75) 291 (25)
HS diploma/GED 5,476 (77) 1,603 (23)
School after HS 12,658 (76) 4,002 (24)
College degree
or higher

16,092 (77) 4,726 (23)

Employment status
Technical/sales/admin 9,680 (76) 3,010 (24) 0.03
Service/labor 2,684 (77) 823 (24)
Homemaker 6,934 (78) 1,953 (22)
Managerial/
professional

13,015 (77) 3,993 (24)

Other 1,926 (76) 604 (24)
Sexual orientation
Heterosexual 34,771 (77) 10,497 (23) 0.10
Bisexual 248 (71) 103 (29)
Lifetime lesbian 91 (77) 28 (24)
Adult lesbian 116 (75) 39 (25)
Never had sex 26 (72) 10 (28)
Prefer not to respond 312 (79) 83 (21)
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We hypothesized that a model developed from these vari-
ables could accurately discriminate between the sexually
satisfied and dissatisfied participants.

Statistical Analysis

Before creating a dichotomous outcome variable for sexual
satisfaction, we verified that the extreme responses to the
sexual satisfaction question (responses 1 and 4) reflected
similar direction with greater magnitude when compared to
their nearest respective middle range responses (responses 2
and 3). We then created a binary response variable (sexually
satisfied versus unsatisfied.)

For bivariate analyses, we used t-tests for continuous
variables and chi-squared tests for categorical variables, with
alpha=0.05 to determine statistical significance. To assess the
clinical significance of reported differences in continuous
variables, we calculated an effect size, measured as the
absolute value of the differences between the mean scores of
those satisfied and not satisfied women divided by the
standard deviation of the reference group (satisfied).50 We use
previously established guidelines for effect size51 to describe
clinical significance.

In order to test how robustly each group of variables indepen-
dently discriminated between sexually satisfied and unsatisfied
subjects, we created sequential logistic regression models with
block entry for each category (model 1: sociodemographic, model
2: adds physical health, model 3: adds mental health, model 4:
adds gynecologic variables, model 5: adds medications, and
model 6: adds health behaviors). We report c-statistics for each
model. Variables that were not significant in bivariate analysis
were excluded from these models.

To test the robustness of our models, backwards and
stepwise selection procedures were utilized, with both 0.05
and 0.20 selected as entry and retention criteria, respectively.
The variables in the final model were the same for stepwise and
backward selection, confirming the robustness of the results.

RESULTS

Fifty-two percent (48,300) of the respondents reported that
they had been sexually active with another person in the past
year. Of these, 96% (46,525) answered the sexual satisfaction
question. Overall, 77% (35,719) reported satisfaction with
sexual activity.

As shown in Table 1, sexual satisfaction was associated with
increasing age and higher family income. Marital or partnered
status was associated with sexual satisfaction, with more
married or partnered participants reporting sexual satisfac-
tion, versus all other participants. Identification with certain
racial or ethnic groups was associated with sexual satisfaction.
Other demographic variables showed statistically significant
differences, but a small absolute difference. Sexual orientation
was not associated with sexual satisfaction.

To ensure that the race and age findings were not an artifact
of non-response bias, all non-responders were categorized as
not satisfied. There was little change in the results among the
groups identifying as American Indian or Asian. Similarly,
when non-responders were categorized as not satisfied by age,
the results were attenuated, but consistent in direction with
the results reported in Table 1. Thus, differential non-response
by either race or age did not account for our findings.

Table 2 shows the SF-36 subscales relating to physical and
mental health. Among the physical health subscales, the effect
sizes range from 0.09 to 0.14, a clinical difference that is
insignificant. For the mental health subscales, the effect sizes
range from 0.21 to 0.38. These differences are small but
clinically meaningful.

Table 3 lists the gynecologic variables, medications, and
health behaviors selected for investigation. Subjects with a
history of oral contraceptive use were less likely to report sexual
satisfaction, but this difference was small (76% versus 78%).
Sexual satisfaction was equally proportional among participants
reporting a history of gynecological cancer and those who did not.
There was little difference in satisfaction among subjects report-
ing a history of hysterectomy (76%) compared to those who had
never had a hysterectomy (77%). With respect to parity, our
results were statistically significant, but we did not find a clear
linear trend, threshold effect, or a j- or u-shaped relationship
between parity and sexual satisfaction.

SSRI users were less likely to report sexual satisfaction than
nonusers (66% versus 77%). Hormone therapy users and
nonusers were equally likely to report sexual satisfaction.
Satisfaction with sexual activity was associated with more
exercise, never smoking, and normal body mass index (BMI).
Alcohol users and nonusers reported equal rates of satisfaction.

Table 4 shows the results of sequential models with
independent variables examined for association with sexual
satisfaction. Model 1 includes demographics only and yields a
c-statistic of 0.559, reflecting a limited ability to discriminate
between satisfied and dissatisfied participants. In model 2, the

Table 2. Physical and Mental Health-Related Quality of Life by Sexual Satisfaction Status – The Women’s Health Initiative – Observational Study

Satisfied sexually (N=35,719) Not satisfied sexually (N=10,806) P-Value Effect size

Mean (SD*) Mean (SD)

Physical health subscales
Physical functioning 85.02 (17.65) 83.47 (18.67) <.0001 0.09
Role limitations due to physical health 77.54 (33.83) 73.54 (35.78) <.0001 0.12
Bodily pain 76.63 (22.02) 73.77 (23.50) <.0001 0.13
General health 76.32 (17.26) 73.95 (18.60) <.0001 0.14

Mental health subscales
Vitality 66.56 (17.98) 62.14 (20.06) <.0001 0.25
Social functioning 91.66 (16.14) 88.19 (19.41) <.0001 0.21
Role limitations due to emotional health 87.75 (26.40) 81.06 (31.78) <.0001 0.25
Mental health 80.95 (12.87) 76.10 (15.91) <.0001 0.38

*SD = Standard deviation
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general health and pain constructs of the SF-36 met our model
retention criteria. With addition of the mental health subscales
in model 3, the physical health subscales were excluded, and
the mental health and vitality constructs were retained. In
model 4, adding gynecologic variables, parity and oral contra-
ceptive use were retained. In model 5, SSRI use was retained.
In model 6, smoking status was retained. With each sequential
model, the c-statistic improves only modestly, to a final
c-statistic of 0.613, reflecting a limited ability to discriminate
between women who report sexual satisfaction and those that
do not.

In model 6, among the demographic variables, the strongest
association with sexual satisfaction was found with race or
ethnicity. American Indians or Alaskan Natives were 2.7 times
more likely to be sexually satisfied than whites, followed by
Asian (OR=1.5) and Hispanic (OR=1.1) respondents. Being
married or partnered was significantly associated with sexual
satisfaction, compared to all other participants. The oldest age
cohort, 70–79, had greater odds of satisfaction, compared to
the younger cohorts.

Among the SF-36 subscales, two scales associated with
mental health were retained, with greater odds of sexual
satisfaction associated with greater mental health (OR=1.3)
and greater vitality (OR=1.1). Certain parous states were
associated with sexual satisfaction. No prior use of oral
contraceptives was associated with greater odds of sexual
satisfaction (OR=1.1), as was no SSRI use (OR=1.4). Former
smokers were less likely to report satisfaction (OR=0.8) versus
never smokers.

Despite excluding subjects who had not had sex with a
partner in the past year, satisfaction with sexual frequency
could confound the overall sexual satisfaction construct. In
bivariate analysis, satisfaction with sexual frequency was
highly associated (p<.0001) with satisfaction with sexual
activity. Participants who would like sex less often, more often,
and who preferred not to answer were more likely to be
sexually dissatisfied than participants who were satisfied with
current sexual frequency.

To test whether satisfaction with sexual frequency confound-
ed our overall results with respect to sexual satisfaction, we re-
ran model 6 including satisfaction with sexual frequency. All
variables in the model were the same as the variables in Table 3,
except for age and oral contraceptive use, which no longer met
our retention criterion, and satisfaction with sexual frequency,
which met our retention criterion and was therefore included.

Because this could indicate that age may function as a
surrogate for satisfaction with sexual frequency, we assessed
the bivariate association between age and satisfaction with
sexual frequency. Among dissatisfied participants, a higher
proportion of women aged 50–59 would like sex more often
than women aged 70–79 (35% versus 20%), and a higher
proportion of women aged 70–79 would like sex less often than
women aged 50–59 (6% versus 5%).

DISCUSSION

Postmenopausal women in the Women’s Health Initiative
Observation Cohort reported sexual satisfaction if they were
older, married or partnered, emotionally healthier, not taking
SSRIs, and never smokers. Sexual satisfaction was also
associated with identification with certain racial or ethnic
groups and showed a complex relationship with parity. While
many of these factors are not modifiable, several, including
mental health status and SSRI use, are amenable to primary
care intervention. After inclusion of all of the variables, among
postmenopausal women who had sex with a partner in the
past year, our final model had limited predictive ability. This
reflects the complexity of the satisfaction construct, residual
confounding, and unmeasured variables.

Our age findings were unexpected. Previous studies de-
scribe increasing incidence of dyspareunia with aging, thought
to be a strong correlate of sexual dissatisfaction.5,6,52 However,

Table 3. Gynecologic Variables, Medications and Health
Behaviors by Sexual Satisfaction Status – The Women’s Health

Initiative – Observational Study

Satisfied
sexually
(N=35,719)

Not satisfied
sexually
(N=10,806)

P-Value

N (%) N (%)

Gynecological variables
Oral contraceptive
use ever

<.0001

Yes 16,964 (76) 5,447 (24)
No 18,755 (78) 5,359 (22)
History of gynecological
cancer

0.11

Yes 1,021 (75) 341 (25)
No 34,465 (77) 10,390 (23)
History of hysterectomy 0.01
Yes 14,913 (76) 4,659 (24)
No 20,768 (77) 6,135 (23)
Parity <.0001
Never pregnant 2,183 (77) 641 (23)
Never had a term
pregnancy

775 (72) 307 (28)

1 2,935 (76) 928 (24)
2 10,177 (77) 3,105 (23)
3 9,451 (77) 2,801 (23)
4 5,551 (78) 1,549 (22)
5+ 4,458 (76) 1,398 (24)

Medications
Selective serotonin
reuptake inhibitor use

<.0001

Yes 1,111 (66) 578 (34)
No 34,607 (77) 10,228 (23)
Hormone therapy use 0.13
Yes 15,572 (76) 4,800 (24)
No 20,146 (77) 6,006 (23)

Health behaviors
Exercise <.0001
No activity 3,848 (74) 1,360 (26)
Some activity 12,394 (77) 3,774 (23)
2 to <4 episodes
per week

6,974 (77) 2,079 (23)

≥4 episodes per week 12,193 (78) 3,516 (22)
Smoking <.0001
Never smoked 18,897 (78) 5,208 (22)
Past smoker 14,616 (75) 4,813 (25)
Current smoker 1,825 (74) 654 (26)
Body mass index <.001
<18.5 Underweight 349 (74) 122 (26)
18.5–24.9 Normal 15,583 (77) 4,565 (23)
25.0–24.9 Overweight 12,096 (77) 3,657 (23)
≥30 Obesity 7,301 (76) 2,343 (24)
Alcohol use 0.54
Yes 25,341 (76) 7,880 (24)
No 6,246 (77) 1,908 (23)
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Table 4. Odds of Satisfaction with Sexual Activity Among Sexually Active Postmenopausal Women–The Women’s Health Initiative–
observational study

Model Variable Estimate (95% CI) P-Value C-Statistic Change
in c-statistic

Model 1: Demographics only Age <.0001 0.559 −
50–59 0.723 (0.649, 0.805)
60–69 0.844 (0.761, 0.936)
70–79 1.00
Race/ethnicity 0.0035
American Indian
or Alaskan Native

2.105 (1.037, 4.272)

Asian or Pacific Islander 1.707 (1.266, 2.300)
Black or African-American 1.037 (0.893, 1.203)
Hispanic/Latino 1.079 (0.882, 1.319)
Other 1.170 (0.810, 1.690)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.614 (0.546, 0.691)
Never married 0.521 (0.388, 0.700)
Widowed 0.739 (0.630, 0.867)
Married/partnered 1.00
Family income 0.0405
$10,000–19,999 0.953 (0.711, 1.276)
$20,000–34,999 0.956 (0.727, 1.256)
$35,000–49,999 1.086 (0.825, 1.428)
$50,000–74,999 1.033 (0.786, 1.358)
$75,000+ 1.113 (0.845, 1.465)
Don’t know 0.888 (0.637, 1.239)
<$10,0000 1.00

Model 2: Demographics
and physical health

Age <.0001 0.574 0.015
50–59 0.732 (0.658, 0.813)
60–69 0.842 (0.759, 0.934)
70–79 1.00
Race/ethnicity 0.0029
American Indian or
Alaskan Native

2.329 (1.145, 4.739)

Asian or Pacific Islander 1.640 (1.217, 2.211)
Black or African-American 1.083 (0.932, 1.260)
Hispanic/Latino 1.099 (0.898, 1.345)
Other 1.185 (0.816, 1.719)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.587 (0.524, 0.657)
Never married 0.487 (0.363, 0.655)
Widowed 0.709 (0.606, 0.830)
Married/partnered 1.00
General health 1.114 (1.073, 1.156) <.0001
Bodily pain 1.076 (1.037, 1.117) 0.0001

Model 3: Demographics,
physical health
and mental health

Age 0.0004 0.605 0.031
50–59 0.805 (0.723, 0.896)
60–69 0.863 (0.777, 0.959)
70–79 1.00
Race/ethnicity 0.0020
American Indian or
Alaskan Native

2.711 (1.279, 5.745)

Asian or Pacific Islander 1.607 (1.189, 2.171)
Black or African-American 1.034 (0.888, 1.203)
Hispanic/Latino 1.150 (0.937, 1.411)
Other 1.236 (0.845, 1.808)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.621 (0.554, 0.696)
Never married 0.514 (0.381, 0.692)
Widowed 0.764 (0.651, 0.896)
Married/partnered 1.00
Mental health 1.304 (1.255, 1.355) <.0001
Vitality 1.083 (1.042, 1.127) <.0001

(continued on next page)
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Table 4. (continued)

Model Variable Estimate (95% CI) P-Value C-Statistic Change
in c-statistic

Model 4: Demographics,
physical health,
mental health and
gynecologic variables

Age 0.0098 0.608 0.003
50–59 0.839 (0.749, 0.940)
60–69 0.883 (0.794, 0.982)
70–79 1.00
Race/ethnicity 0.0025
American Indian or
Alaskan Native

2.705 (1.275, 5.740)

Asian or Pacific Islander 1.596 (1.181, 2.157)
Black or African-American 1.027 (0.881, 1.196)
Hispanic/Latino 1.150 (0.937, 1.412)
Other 1.222 (0.835, 1.787)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.623 (0.555, 0.698)
Never married 0.477 (0.347, 0.655)
Widowed 0.759 (0.647, 0.890)
Married/partnered 1.00
Mental health 1.303 (1.254, 1.354) <.0001
Vitality 1.083 (1.041, 1.126) <.0001
Parity 0.0431
1 0.994 (0.823, 1.199)
2 0.860 (0.734, 1.008)
3 0.854 (0.728, 1.002)
4 0.920 (0.776, 1.091)
5+ 0.824 (0.692, 0.980)
Never had term pregnancy 0.763 (0.593, 0.983)
Never pregnant 1.00
Oral contraceptive use ever 0.0044
No 1.109 (1.033, 1.191)
Yes 1.00

Model 5: Demographics,
physical health,
mental health,
gynecologic variables,
and medications

Age 0.0136 0.610 0.002
50–59 0.844 (0.754, 0.945)
60–69 0.885 (0.796, 0.984)
70–79 1.00
Race/ethnicity 0.0032
American Indian or Alaskan Native 2.710 (1.277, 5.749)
Asian or Pacific Islander 1.580 (1.169, 2.135)
Black or African-American 1.019 (0.875, 1.187)
Hispanic/Latino 1.143 (0.931, 1.403)
Other 1.214 (0.830, 1.775)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.624 (0.556, 0.700)
Never married 0.478 (0.348, 0.656)
Widowed 0.759 (0.647, 0.891)
Married/partnered 1.00
Mental health 1.297 (1.249, 1.348) <.0001
Vitality 1.074 (1.033, 1.117) 0.0004
Parity 0.0442
1 0.987 (0.818, 1.191)
2 0.857 (0.731, 1.004)
3 0.851 (0.725, 0.998)
4 0.915 (0.772, 1.086)
5+ 0.818 (0.687, 0.973)
Never had term pregnancy 0.766 (0.594, 0.987)
Never pregnant 1.00
Oral contraceptive use ever 0.0054
No 1.106 (1.030, 1.188)
Yes 1.00
Selective serotonin reuptake
inhibitor use

<.0001

No 1.381 (1.177, 1.620)
Yes 1.00

(continued on next page)
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many of these studies focused on premenopausal women, or
compared premenopausal to postmenopausal women. Our
cohort of postmenopausal women was likely more homogeneous
with respect to hormonal milieu. Further research, including
research on lubricant use among different ages of postmeno-
pausal women, may better elaborate this association.

Additionally, sexually-related distress,14 and anxiety about
sexual performance6 and attractiveness decrease with age.53 As
satisfactionmay be impeded by anxiety over sexual performance
or desirability, relative satisfaction may increase with age.

Selection bias may partially explain satisfaction with increas-
ing age. All of the women in this analysis were healthy enough to
have sexual activity with a partner in the past year. With
increasing age, the presence of a sexual partner may be
increasingly protective against dissatisfaction. Stability of part-
nered relationships is protective against sexual dysfunction.6

Decreased satisfaction in women with five or more births
may reflect the late urogenital sequelae of pregnancy and
delivery. Pelvic organ prolapse and urinary incontinence may
be associated with increased parity,54–56 and may result in
decreased sexual satisfaction. However, those who had con-
ceived but never carried to term were least likely to report
sexual satisfaction. Although this may reflect long-standing
sequelae of pelvic disease or endocrinopathies that can
interfere with gestation, it is unclear that this would remain

associated with sexual satisfaction after menopause. This
finding deserves further investigation.

None of the SF-36 subscales that aggregate most strongly
with physical health were retained in our final model. This
result is disconcordant with other studies.6,57 Of note, the
vitality measure retained in our final model cross-correlates
with the physical health aggregate. Additionally, health and
sexuality are more strongly linked for men versus women.29

Mental health was a strong predictor of lower satisfaction
with sexual activity, in this study and others.6,57 Because the
WHI-OS excluded women with major depression or mental
health disorders, enrolling overall healthy women,18 the range
of mental health symptoms many be mild compared to
population-based data. Controlling for mental health status,
SSRI use remained a strong correlate of decreased sexual
satisfaction. Women may have more severe SSRI sexual side
effects, including orgasm delay, than men.41 In preliminary
work, we controlled specifically for depressive symptoms and
found a similar relationship with SSRI use.

Our findings with respect to use of oral contraceptives were
surprising. Detrimental effects of oral contraceptives on sexual
functioning may be sustained after discontinuation of the
medications.37 However, removal of this variable from the final
model with addition of the sexual frequency construct suggests
this finding lacks robustness.

Table 4. (continued)

Model Variable Estimate (95% CI) P-Value C-Statistic Change
in c-statistic

Model 6: Demographics,
physical health,
mental health,
gynecologic variables,
medications, behaviors

Age 0.0202 0.613 0.003
50–59 0.851 (0.759, 0.953)
60–69 0.892 (0.802, 0.992)
70−79 1.00
Race/ethnicity 0.0068
American Indian or
Alaskan Native

2.678 (1.262, 5.681)

Asian or Pacific Islander 1.524 (1.128, 2.061)
Black or African-American 1.011 (0.867, 1.178)
Hispanic/Latino 1.123 (0.915, 1.380)
Other 1.220 (0.834, 1.785)
White (not of Hispanic origin) 1.00
Marital status <.0001
Divorced or separated 0.631 (0.563, 0.708)
Never married 0.485 (0.353, 0.666)
Widowed 0.766 (0.653, 0.899)
Married/partnered 1.00
Mental health 1.292 (1.243, 1.343) <.0001
Vitality 1.079 (1.038, 1.123) 0.0002
Parity 0.0402
1 0.988 (0.819, 1.192)
2 0.854 (0.729, 1.002)
3 0.848 (0.723, 0.996)
4 0.910 (0.767, 1.080)
5+ 0.811 (0.681, 0.966)
Never had term pregnancy 0.775 (0.601, 0.998)
Never pregnant 1.00
Oral contraceptive use ever 0.0107
No 1.097 (1.022, 1.179)
Yes 1.00
Selective serotonin reuptake
inhibitor use

0.0001

No 1.369 (1.167, 1.607)
Yes 1.00
Smoking <.0001
Current smoker 0.905 (0.778, 1.053)
Past smoker 0.834 (0.778, 0.894)
Never smoked 1.00
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There was no difference between current and never smokers
in sexual satisfaction. Among former smokers we found a
modest but statistically significant decrement in sexual satis-
faction. We explored whether this finding reflected a “healthy
smoker” effect, in which individuals who take up and persist in
smoking are relatively resistant to the adverse health effects of
smoking.58 The mean overall health scores of former smokers
(76.3) was higher than that of current smokers (72.5, p<.0001).
Thus, this finding may reflect type I error.

Despite previous randomized controlled trials showing
estrogen therapy effects on sexual satisfaction,59 hormone
therapy did not have a significant impact on sexual satisfac-
tion. Confounding by indication suggests that women with
sexual dissatisfaction due to atrophic vaginitis may take
exogenous estrogen. Conversely, women not on exogenous
estrogen are less likely to have atrophic vaginitis.

Our study included only those women who reported part-
nered sexual activity. This sampling scheme excluded women
who may have been sexually active, but were not sexually
active with another person. Although sexual satisfaction is not
dependent upon the presence of a partner, this exclusion was
necessary to decrease confounding of our satisfaction con-
struct by lack of a sexual partner.6 Additionally, it isolated
those who were sexually active and satisfied versus those who
were not sexually active, but remained satisfied. The relative
importance of sex decreases among older women,14 and sexual
interest and desire decrease after menopause.9,60,61 Thus,
respondents who had no sexual activity may have been very
satisfied. Examination of sexual satisfaction among unpart-
nered women was beyond the scope of this study.

This study has several strengths. The Women’s Health
Initiative is a large cohort and has good representation of
women across geographic, racial, and ethnic groups. This is
the first study to describe the correlates of sexual satisfaction
among postmenopausal women and to examine the individual
subscales of the SF-36 in relation to sexual satisfaction.

An important limitation of this work is that the sexual
satisfaction construct has not been validated. Of note, the
question has strong face validity and similar wording to
questions on validated instruments. Additionally, longitudinal
data on sexual satisfaction were not available. Thus, changes
in associations over time could not be described, nor could
baseline factors that might predict change in sexual satisfac-
tion. Further, we cannot exclude the possibility that secular
trends in the correlates of sexual satisfaction exist, and that
younger cohorts may report a different set of correlates once
they reach menopause.

Despite our exclusion of those without sex with a partner in
the last year, subjects could answer the satisfaction question
based on quantity of sex. A sensitivity analysis that included
satisfaction with sexual frequency found that satisfaction with
sexual frequency replaced age in multivariate analysis, sug-
gesting the centrality of sexual frequency to sexual satisfac-
tion. Further research should better correlate sexual frequency
with sexual satisfaction among postmenopausal women.

CONCLUSIONS

Satisfaction with sexual activity among postmenopausal wom-
en was associated with demographic and historical factors that
are not amenable to physician intervention. However, it is also

associated with potentially modifiable factors, including self-
reported mental health status and SSRI use. These results
should be interpreted with caution, as the final model had
limited ability to discriminate between the satisfied and
dissatisfied participants. Further research may better elabo-
rate the cofactors associated with sexual satisfaction among
postmenopausal women.
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Abstract
Objectives—To describe self-reported advance care planning, health care preferences, use of
advance directives, and health perceptions in a very elderly community-dwelling sample.

Methods—Surviving participants of the original cohort of the Framingham Heart Study who were
cognitively intact and attended a routine research exam between February 2004 and October 2005.
Participants were queried about discussions about end of life care, preferences for care,
documentation of advance directives, and health perceptions.

Results—Among 220 community-dwelling respondents, 67% were women with a mean age of 88
years (range 84-100). Overall 69% discussed their wishes for medical care at the end of life with
someone, but only 17% discussed their wishes with a physician or health care provider. Two-thirds
had a health care proxy, 55% had a living will, and 41% had both. Most (80%) respondents preferred
comfort care over life-extending care, and 71% preferred to die at home; however, substantially fewer
respondents said they would rather die than receive specific life-prolonging interventions [chronic
ventilator (63%) or feeding tube (64%)]. Many were willing to endure distressing health states, with
less than half indicating that they would rather die than live out their life in a great deal of pain (46%)
or be confused/forgetful (45%) all of the time.

Conclusions—Although the vast majority of very elderly community-dwellers in this sample
appear to prefer comfort measures at the end of life, many said they were willing to endure specific
life-prolonging interventions and distressing health states to avoid death. Our results highlight the
need for physicians better understand patients’ preferences and goals of care to help them make
informed decisions at the end of life.
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INTRODUCTION
Advance care planning is one key element to achieving patient autonomy by allowing patients’
to participate in decisions about their medical care (1,2). However, many patients near the end
of life lose decision-making capacity or become too ill to participate in such decisions (1).
When this happens, patients’ loved ones and physicians must make these difficult decisions,
even though they may be unaware of or disagree with patient’s preferences for care (3,4).
Advance care planning is based on the premise that ongoing discussions about end of life issues
accompanied by written advance directives are valuable to help loved ones, physicians, and
other providers better understand and make treatment decisions consistent with patients’
wishes, if the patient becomes incapacitated (5-7). Experts recommend that advance care
planning discussions be held before patients face an acute health crisis and that the process
continue as patients age or their clinical situation changes (3,7). However, little is known about
the extent to which advance care planning is happening among very elderly community-
dwellers (8-11).

We surveyed surviving community-dwelling participants of the original cohort of the
Framingham Heart Study, all of whom are over age 80, about advance care planning, use of
advance directives, and preferences for health care. The Framingham Heart Study is a natural
place to further our understanding of very elderly adults who have been followed closely for
almost 60 years, and who are now approaching the end of their natural lifespan. The original
cohort participants have been followed extensively across adulthood to collect detailed medical
and social information, with very little loss to follow-up. In this context, we examined the
extent to which these very elderly community-dwelling adults report advance care planning;
describe their preferences for care and reported use of advance directives; and examined how
these factors relate to social support, illness burden, physical functioning, cognitive
functioning, depressive symptoms, health perceptions, and previous health care use.

METHODS
Data Collection

The Framingham Heart Study (FHS) is a prospective observational cohort study that began in
1948 to investigate risk factors for cardiovascular disease and other health conditions. The
original cohort consisted of 5,209 participants (55% women) aged 30 to 62 at entry from
Framingham, Massachusetts (12). Since study inception, participants have returned every two
years for a routine research examination, which include a physician-administered medical
history, a medical assessment, and questionnaires administered by trained interviewers.
Written informed consent was obtained from participants and the Institutional Review Board
at Boston Medical Center approved the examination content.

Study Sample
Surviving original cohort participants who attended their 28th biennial examination were
eligible for this study if they were cognitively intact and community-dwelling. All
examinations occurred between February 4, 2004 and October 26, 2005. Overall 253
community-dwelling participants attended exam 28. however 17 participants fulfilled criteria
for significant cognitive impairment or dementia after review by the FHS Dementia Study
investigators (13); and therefore were ineligible to answer questions related to advance care
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planning and health care preferences. Of the 236 eligible participants, 220 (93%) agreed to
answer these questions. Overall, 60% of examinations for eligible participants occurred in the
FHS clinic. The remainder occurred at offsite locations (e.g., private residences) often because
of distance.

Advance Care Planning and Care Preferences
Twelve items were administered to assess advance care planning and preferences for care; 11
of which were administered in the SUPPORT/HELP Project and utilized in several published
reports (14-16). Participants were asked whether they have talked to anyone about their wishes
for medical care toward the end of life; had filled out a living will, and; completed a health
care proxy. Those reporting a health care proxy were asked to identify that individual.
Participants were asked whether they prefer a treatment plan focused on extending life as much
as possible, even if it meant more pain and discomfort, or one focused on relieving pain and
discomfort as much as possible, even if it means not living as long. Participants reported their
willingness to endure certain health states including whether they would rather die. The
hypothetical health states included being 1) in a great deal of pain all the time even with
medications; 2) attached to a ventilator or respirator all the time; 3) fed through a tube all the
time; 4) unconscious or in a coma all the time, and; 5) confused or forgetting all the time.
Lastly, participants were asked where they would prefer to die.

Participants were queried about their perceptions of their own longevity and future physical
functioning, factors that may influence advance care planning and care preferences.
Specifically, they were asked “What do you think the chances are that you would live 12 months
or more?” and “What are the chances that you will be able to take care of yourself 12 months
from now?”.

Due to concerns about participant burden and the potential emotional content of the questions,
the interviewer assessed participants’ willingness to respond to the questions and external
behavior immediately following these questions. Interviewers documented whether the
participant 1) stopped the interview; 2) was visibly upset or bothered by any question(s), and;
3) had difficulty understanding any question(s).

Potential Correlates
Factors previously shown to correlate with advance care planning and preferences for care in
seriously ill populations are collected routinely during biennial examinations.
Sociodemographic characteristics included age, sex, place of residence, and education
(obtained from baseline interview). Social support was assessed by marital status, living
situation, and two Berkman (17) Social Network questionnaire items, which assessed whether
participants had someone to listen to them and provide emotional support.

Perceived health was assessed by “In general, how is your health now?”. Self-reported
physical functioning was assessed by ability to perform activities of daily living (ADL) (eating,
dressing, bathing, transferring, toileting, and walking about 50 yards) without human assistance
(18) and ability to walk a half mile without help (19). Cognitive functioning was assessed using
the Mini-mental State Exam (MMSE) [scores ≥24 indicate no cognitive impairment] (20).
Presence of depressive symptoms was assessed using the Center for Epidemiologic Studies
Depression Scale (CES-D) [ scores ≥ 16 indicate significant depressive symptoms] (21). Use
of health care services included hospitalizations, illness visit to doctor, check up by doctor,
and nursing home or skilled nursing facility admission in previous 2 years. Comorbid illness
was assessed by a documented history of diabetes, coronary heart disease, stroke, congestive
heart failure, intermittent claudication, cancer, and hip fracture. These conditions were
documented by chart review and validated by a panel of FHS investigators. Diabetes was
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defined by a causal blood sugar > 200 mg/dL or self-reported use of oral hypoglycemic
medications or insulin.

Statistical Analysis
All statistical analyses used SAS version 9.1 (SAS Institute, Cary, NC). We conducted
bivariable analyses to describe the sample and identify differences in advance care planning
and health care preferences between men and women, and to identify factors associated with
self-reported use of advance directives (having a health care proxy and living will). We used
multivariable logistic regression to identify factors independently associated with advanced
directives after adjusting for age and sex. Because advanced directives were relatively common
(>10%), we derived adjusted prevalence ratios (aPR) and 95% confidence intervals using a log
binomial regression model (22).

RESULTS
Among the 220 community-dwelling respondents, 3 (1.3%) stopped before completing
questions on advance care planning and preferences, and 12 (5.5%) appeared upset or bothered
by one or more questions. The average age of respondents was 88 years, 67% were women,
64% were widowed, three-quarters achieved a high school education or higher, and nearly all
reported a routine check-up within the past 2 years. Compared with men, women were less
often married and more often living alone (Table 1). Men were more likely to have one or more
comorbid conditions and to have been hospitalized than women.

We observed no difference in advance care planning and health care preferences between men
and women (Table 2). Overall, 69% of respondents reported discussing their wishes for medical
care at the end of life with someone, but only 17% of these respondents discussed their wishes
with a physician or other health care provider. Among those who discussed their wishes for
care, the vast majority talked with a family member. Almost two-thirds reported having a health
care proxy, 55% a living will, 70% had either, and 41% had both. Although 80% preferred
comfort over life-extending care, a greater proportion of men reported that they prefer life-
extending care. Most respondents preferred to die at home.

For each health state, a greater proportion of women than men reported that they would rather
die than live out their life in a particular state (Figure 1). Although 4 out of 5 respondents
preferred comfort care, fewer respondents preferred death over living out their life attached to
a ventilator (63%), or fed through a tube (64%) all the time. Respondents were more willing
to endure symptoms of pain and confusion, with less than half indicating that they would rather
die than live out their life in a great deal of pain (46%) or be forgetful or confused (45%) all
of the time. In contrast, being unconscious or in a coma all the time was undesirable to most
respondents, with 82% indicating that they would rather die.

Table 3 presents the proportion of respondents reporting advance directives across different
factors. Having advanced directives was associated with higher education, living in a non-
private residence, having someone to listen, and not having depressive symptoms. After
adjusting for age and sex, only education and goals of care remained associated with having
advance directives. Compared to participants with less than a high school education, those with
a high school education (aPR=1.63, 95% CI [0.94, 2.81]) and more than a high school education
[aPR=2.40, 95% CI (1.41, 4.07)] were more likely to have advance directives, although the
former did not achieve statistical significance. Compared to participants who preferred comfort
care, those preferring life-extending care were substantially less likely to have advance
directives [aPR=0.32, (0.11, 0.90)], whereas participants who were unsure about their
preference were indistinguishable [aPR=0.72, (0.40, 1.27)].
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DISCUSSION
We studied advance care planning and health care preferences of community-dwelling
participants of the Framingham Heart Study original cohort. These men and women, now aged
84 to 100 years, have been followed for over 60 years, and have made substantial contributions
to our understanding of many disease processes, most notably cardiovascular disease (23).
With the current study, this cohort provides important insight into our understanding of advance
care planning and health care preferences of very elderly community-dwellers who are still
cognitively intact and thus able to participate in discussions regarding their goals for care. The
majority of respondents reported that they preferred comfort measures at the end of life and to
die at home. However, in spite of the cohort’s advanced age and overwhelming preference for
comfort measures, when presented with specific clinical scenarios many respondents said they
were willing to endure specific life-prolonging interventions (chronic ventilator and feeding
tube) to avoid death. Moreover, more than half of respondents said they were willing to live
out their life in a great deal of pain or being forgetful or confused rather than die.

There are several possible clinically relevant explanations for this finding. First, the framing
of the questions about goals of care and hypothetical health states is very important. Patients
likely do not fully understand what comfort care entails or the implications of specific life-
prolonging interventions, and may not view these concepts as mutually exclusive. Moreover,
patients’ lack of knowledge and experience with specific medical interventions and
hypothetical scenarios has been shown to cloud the relationship between goals of care and
preferences for life-prolonging interventions (24). A recent study found that using video images
to depict a patient living with advanced dementia had a significant impact on subjects’
preferences for care by improving their understanding and ability to imagine themselves having
advanced dementia (25). Prior to seeing the video, 50% of subjects preferred comfort care and
21% preferred life-prolonging care. However, after seeing the video almost 90% indicated they
desired comfort care and none chose life-prolonging care. In our study, most respondents chose
death over living the rest of their life in a coma or unconscious, possibly because this is a
tangible state that is more readily understood. Finally, qualitative data suggest that when faced
with hypothetical choices, patients place more emphasis on the outcome of an intervention (in
this instance avoiding death) rather than the intervention itself (26). Nevertheless, given the
inconsistency observed between reported goals of care and preferences for life-prolonging
interventions and distressing health states, it is concerning that few of these very elderly
respondents have discussed their wishes for end of life care with a health care provider.

More than 15 years ago, Lo and colleagues recommended that physicians talk to their elderly
patients about their wishes for care (27). Most physicians believe that it is their professional
responsibility to help patients with advance care planning, with over 80% of physicians
reporting that they should initiate end-of-life discussions with patients (28). Therefore, it is
troubling that in this very elderly cohort where nearly all respondents reported having a recent
routine check-up, only 12% of all respondents reported discussing their preferences with a
physician or health care provider. Yet these findings are consistent with studies suggesting that
discussions with physicians about end of life care were uncommon (10,11,29). We did find it
encouraging that the vast majority of respondents had someone to provide emotional support,
help make difficult decisions, and listen to them, and many reported that they had discussed
their wishes for care with family members. Nonetheless, our findings highlight the need for
physicians to have these discussions with very elderly patients in order to help their patients
make informed decisions rooted in their values.

Our findings were remarkably consistent with those of seriously ill hospitalized patients aged
80 and older enrolled in the Hospitalized Elderly Longitudinal Project (HELP) (15). Using the
same set of questions asked in our study, HELP found that 73-78% of very elderly adults

McCarthy et al. Page 5

J Gerontol A Biol Sci Med Sci. Author manuscript; available in PMC 2009 September 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



preferred comfort care within 3 to 6 months prior to death. HELP also found that fewer patients
would choose death rather than endure a lifetime of pain (48%) and confusion (35%) or be
attached to a ventilator (70%) or feeding tube (50%) (15).

Few studies have actually examined advance care planning among community-dwelling elders
(8-11). We found that two-thirds of very elderly community-dwellers reported having a health
care proxy and about half had a living will. In contrast, a study of managed care patients age
80 and older found that only 27% had been asked about their end of life preferences and that
only 46% had advance directives documented in their chart (10). In a multi-ethnic sample of
younger community-dwelling elders, Morrison and Meier found that only 35% had a health
care proxy (8).

There is some evidence that discussions about end of life care are helpful to patients. Patients
who discussed end of life care with their physicians reported less fear and anxiety, a better
understanding of their options for care, and a greater ability to make decisions and influence
their medical care (30,31). Data suggest that completion of advance directives were associated
with greater satisfaction (30,32), greater hospice use, and fewer concerns about communication
(33). Despite national trends toward shared-decision making, one-third of the general adult
population moderately or strongly agreed that they would prefer to leave decision-making to
their physician, with older adults and those in poorer health less likely to want to participate
in decision-making (34,35). Moreover, few desire tight control over medical decisions if unable
to make their own decisions (36), and many community-dwelling elders trust that physicians
would make the right care decisions should they become very sick (8).

Because many very elderly patients are clinically complex, advance care planning should not
wait until patients face an acute medical crisis such as being hospitalized with life-threatening
illness (4,7). Studies show that patients are open and willing to discuss advance care planning,
but generally they would prefer that their physician raise the topic (8,37). Even though most
physicians believe it is their responsibility to have end of life discussions (28), some may be
reluctant since a potentially time-consuming discussion may take away from other pressing
clinical matters (38). Ideally, providers should begin talking to their elderly patients about
advance care planning early and have ongoing discussions, especially with changes in health
status (3). This will introduce concepts of end of life care while elderly patients are able to
participate in the decision-making process and allow patients to re-evaluate their values as they
age or experience changes in their clinical situation.

Advance directives assume that patients can anticipate their preferences for care for
hypothetical future heath states (8,39). However, there is little evidence that decisions patients
make when relatively healthy can predict treatment choices when death is imminent (39).
Although the vast majority of very elderly participants in our study could state their health care
preferences and were not emotionally upset by the end-of-life content, some had difficulty. We
found that higher education was strongly associated with advanced directives in the very
elderly. Because an estimated 27% of older adults have below basic document literacy (40),
health literacy may be an important and unrecognized barrier to completing advance directives.
Moreover, treatment preferences appear to be only moderately stable over time, but preferences
to refuse life-prolonging treatment tend to be more stable than preferences to receive life-
prolonging treatment (41). Given the advanced age of our sample and that the majority
preferred comfort measures — it is likely that their goals of care would be relatively stable,
but it is unclear how their preferences for specific life-prolonging interventions and distressing
health states would change.

Our findings should be interpreted within the context of important limitations. These findings
reflect views of non-Hispanic White community-dwelling elders, most of whom still reside in
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the Northeast, and may not be representative of elders from racial and ethnic minority groups
or other geographic regions. In particular, studies have consistently shown that African
American patients are more likely to undergo aggressive care, to prefer life-sustaining
treatment, to want cardiopulmonary resuscitation, and to die in a hospital (11,32,42-48).
African Americans are less likely to have discussions about life-sustaining treatments with
physicians (49) and are much less accepting of advanced care planning. African Americans
and Hispanic Americans have advanced directives less often than their White counterparts
(44,50-53). In addition, frail older ethnic minorities are less likely to self-express their own
health care choices than their White counterparts (54) Next, we were unable to look in-depth
at any one topic or explore reasons why few very elderly community-dwellers discuss wishes
for care with their providers. Finally, we relied on participants’ self-report. It is possible that
providers have addressed end of life issues with some participants, but participants did not
recall or perceived the discussion differently. Although such information is subject to recall
bias and participants’ perceptions, perhaps it speaks to the quality of the patient-provider
communication.

In summary, many very elderly adults still reside in community settings and are capable of
making treatment decisions near the end of life. Most elders were able to state their preferences,
and few appeared upset or bothered when asked about end of life care. Although the majority
of participants prefer comfort measures at the end of life, many indicated that they would endure
life-prolonging interventions and distressing health states to avoid death. The reasons for this
discrepancy are likely to be multifaceted. Yet, very few respondents reported having discussed
their preferences with their providers. Future research should develop and test interventions to
improve rates of end of life discussions in very elderly community-dwelling populations. These
efforts should involve family members whenever possible. Discussions among the physician-
patient-family triad may facilitate unified decision-making that is informed and rooted in
patients’ values. Increased family involvement may help bridge outpatient and inpatient
settings so that patients receive care that is consistent with their preferences.
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Figure 1.
Preferences for Future Health States among Community-Dwelling Elders (n = 220)
Respondent would rather die than spend all of the time in:
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Table 1
Characteristics of Community-Dwelling Participants of the Framingham Heart Study by Sex (n=220)

Women (n=147)
n (%)

Men (n=73)
n (%) p-value

Demographic Characteristics

Age at interview, mean ± SD 88.3 ± 3.4 87.8 ± 3.1 .277

Education

 Less than high school graduate 32 (22) 19 (26)

 High school graduate 64 (44) 29 (40)

 More than high school 48 (33) 26 (34) .789

Place of residence

 Private residence 111 (76) 58 (79)

 Other (e.g. assisted living) 36 (24) 15 (21) .514

Social Support

Marital status

 Married 21 (14) 41 (58)

 Widow 111 (76) 29 (41)

 Other 15 (10) 1 (1) <.001

Living situation

 Lives alone 87 (60) 22 (31)

 Lives with someone 59 (40) 50 (69) <.001

Has someone to listen

 None of the time 7 (5) 1 (2)

 Some of the time 43 (30) 22 (32)

 All of the time 91 (65) 45 (66) .536

Has someone to provide emotional
support and help make difficult
decisions

 None of the time 6 (4) 3 (4)

 Some of the time 20 (14) 15 (22)

 All of the time 114 (81) 52 (74) .353

Clinical Characteristics

History of

 Cancer 39 (27) 26 (36) .164

 Coronary heart disease 38 (26) 29 (40) .035

 Stroke 10 (7) 17 (23) <.001

 Intermittent claudication 12 (9) 12 (16) .095

 Congestive heart failure 14 (10) 9 (12) .522

 Diabetes 18 (12) 11 (15) .560

 Hip fracture 17 (12) 2 (3) .039

Number of comorbid illnesses

 None 56 (38) 13 (18)

 1 48 (33) 26 (36)

 2 29 (20) 23 (31)

 3 or more 14 (9) 11 (15) .002
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Women (n=147)
n (%)

Men (n=73)
n (%) p-value

Perceived health

 Excellent 25 (17) 12 (17)

 Good 95 (66) 45 (62)

 Fair/poor 24 (17) 15 (21) .571

Perceived chance of taking care of
self in 12 months

 90% or better 81 (55) 39 (54)

 about 75% 19 (13) 19 (26)

 50% or worse 37 (26) 12 (17)

 Unsure 9 (6) 2 (3) .053

Perceived chance of living 12
months or longer

 90% or better 85 (55) 43 (60)

 about 75% 11 (7) 11 (15)

 50% or worse 39( 27) 13 (18)

 Unsure 12 (8) 5 (7) .211

CES-D* Score ≥ 16, indicating
significant depressive symptoms

 No 119 (82) 64 (89)

 Yes 27 (18) 8 (11) .176

Cognitive status, MMSE Score††

 < 24 132 (90) 66 (90)

 ≥ 24 15 (10) 7 (10) .886

ADL† dependencies

 None 128 (87) 65 (89)

 1 or more 19 (13) 8 (11) ..676

Uses assistive device to perform
ADL†

 No 49 (33) 32 (44)

 Yes 98 (67) 41 (56) .120

Ability to walk a half mile without
help 57 (39) 20 (28)

 Able 63 (44) 43 (60)

 Unable 25 (17) 9 (12) .078

 Doesn’t do

Health care use since last exam

Had check up by doctor 141 (97) 70 (96) 1.00

Illness visit to doctor

 No visit 96 (65) 39 (53)

 1 29 (20) 24 (33)

 2 or more 22 (15) 10 (14) .314

Hospitalization

 None 97 (66) 35 (48)
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Women (n=147)
n (%)

Men (n=73)
n (%) p-value

 1 28 (19) 24 (33)

 2 or more 22 (15) 14 (19) .041

Had nursing home stay 18 (12) 9 (12) .986

Number of observations with missing data — education (n=3); marital status (n=2); living alone (n=2); having someone to listen to you (n=11); having
someone to provide emotional support and help make difficult decisions (n=10); perceived ability to take care of self (n=2); perception of living 12 months
or longer (n=1); CES-D (n=2); ADLs (n=1); ability to walk a half mile without help (n=3); Interim check up by doctor (n=1).

*
CES-D = Center for Epidemiologic Studies Depression Scale.

††
MMSE = Mini-Mental Status Exam

†
ADL = Activities of daily living.
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Table 2
Advance Care Planning and Health Care Preferences among Community-Dwelling Elders (n=220)

All Participants†
n (%)

Women (n=147)
n (%)

Men (n=73)
n (%)

Discussed wishes for end of life care

 No 69 (31) 42 (29) 27 (37)

 Yes 151 (69) 105 (71) 46 (63)

Among those who have discussed
wishes, percent who discussed with [n=151] [n=105] [n=46]

 Family member 138 (91) 96 (91) 42 (91)

 Physician/health care provider 25 (17) 17 (16) 8 (17)

 Attorney 25 (17) 15 (14) 10 (21)

 Friend 17 (11) 15 (14) 2 (4)

 Clergy 5 (3) 3 (3) 2 (4)

 Other 5 (3) 5 (5) 0 (0)

Completed advance directives (has
health care proxy and living will) 91 (41) 60 (41) 31 (43)

Has heath care proxy 136 (66) 92 (67) 44 (62)

Has Living Will 116 (55) 75 (54) 41 (57)

Preferences for Goals of Care

 Extend life as much as possible 18 (8) 8 (5) 10 (14)

 Focused on comfort/pain relief 174 (80) 122 (84) 52 (72)

 Unsure 26 (12) 16 (11) 10 (14)

Preference for Place of Death

 Home 139 (71) 93 (69) 46 (75)

 Hospital 23 (12) 16 (12) 7 (12)

 Hospice 14 (7) 12 (9) 2 (3)

 Nursing home 2 (1) 2 (2) 0 (0)

 Other 17 (9) 11 (8) 6 (10)

†
There were no statistically significant differences by sex. Number of observations with missing data — health care proxy (n=12); living will (n=8);

preference for goals of care (n=2); preference for place of death (n=25).
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Table 3
Proportion of Community-Dwelling Elders with Advance Directives Across Selected Characteristics (n=220)

Number with
Characteristic

(n)

% with
Advance

Directives*

Demographic Characteristics

Sex

 Female 147 40.8

 Male 73 42.5

Education†

 Less than high school graduate 51 23.5

 High school graduate 93 40.9

 More than high school 73 54.8

Place of residence†

 Private residence 169 37.9

 Other (e.g. assisted living) 51 52.9

Social Support

Marital status

 Married 62 46.8

 Widow 140 41.4

 Other 16 25.0

Lives situation

 Lives alone 109 45.0

 Lives with someone 109 36.7

Has someone to listen†

 None of the time 8 12.5

 Some of the time 65 32.3

 All of the time 136 49.3

Has someone to provide emotional support and
help make difficult decisions

 None of the time 9 22.2

 Some of the time 35 34.3

 All of the time 166 45.2

Clinical Characteristics

Number of comorbid illnesses

 None 69 44.9

 1 74 39.2

 2 52 42.3

 3 or more 25 36.0

Perceived health status

 Excellent 37 43.2

 Good 140 41.4

 Fair/poor 39 41.0

Perceived chance of living 12 months or longer

 90% or better 128 45.3
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Number with
Characteristic

(n)

% with
Advance

Directives*

 about 75% 22 31.8

 50% or worse 52 36.5

 Unsure 17 41.2

Perceived chance of taking care of self in 12
months

 90% or better 120 48.3

 about 75% 38 36.8

 50% or worse 49 28.6

 Unsure 11 36.4

CES-D+ Score ≥ 16, indicating significant
depressive symptoms†

 No 183 44.8

Yes 35 25.7

Cognitive status, MMSE Score††

 < 24 198 42.4

 ≥ 24 22 31.8

ADL§ dependencies

 None 193 43.0

 1 or more 27 29.6

Uses assistive device to perform ADL§

 No 81 45.7

 Yes 139 38.9

Ability to walk a half mile without help

 Able 106 49.0

 Unable 77 33.8

 Doesn’t do 34 32.3

Health care use since last exam

Check up by doctor

 No 8 37.5

 Yes 211 41.7

Illness visit to doctor

 No visit 135 37.8

 1 53 52.8

 2 or more 12 37.5

Hospitalization

 None 132 42.4

 1 52 36.5

2 or more 36 44.4

Nursing home stay

 No 193 43.5

 Yes 27 25.9
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Number of observations with missing data — education (n=3); marital status (n=2); perceived health (n=4); living alone (n=2); having someone to listen
to you (n=11); having someone to provide emotional support and help make difficult decisions (n=10); perceived health status (n=4); perceived ability to
take care of self (n=13); perception of living 12 months or longer (n=18); CES-D (n=2); ADLs (n=1); Interim check up by doctor (n=1).

*
Percentages refer to proportion of participants with a particular characteristic who had an advance directive.

†
p-value <0.05.

+
CES-D = Center for Epidemiologic Studies Depression Scale.

††
MMSE = Mini-Mental Status Exam

§
ADL = Activities of daily living.
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SYNOPSIS

Objectives. The Centers for Disease Control and Prevention (CDC) recom-
mends offering human immunodeficiency virus (HIV) testing to all patients in 
all high HIV-prevalence clinical settings. We evaluated programmatic aspects of 
HIV testing across multiple clinical settings within a single medical center. 

Methods. We analyzed programmatic data of HIV testing in the Urgent Care 
Center (UCC), inpatient floors, outpatient primary care, a non-clinical Drop-In 
Center, and Emergency Department (ED). HIV testing was by oral mucosal 
transudate, venous blood samples, or rapid testing fingersticks, with Western 
blot confirmation. We compared the sociodemographics and behavioral risks of 
individuals undergoing HIV testing across the five sites and estimated costs per 
person tested and per HIV-positive test result.

Results. From 2002 to 2004, 16,750 HIV tests were conducted, with 229 
(1.4%) previously unreported HIV infections diagnosed among 16,696 valid test 
results. HIV-positive prevalence was 1.5% for the UCC, 1.5% at the Drop-In 
Center, 1.4% for primary care, 1.2% for inpatient, and 0.6% in the ED. Behav-
ioral risks were most prevalent in the UCC and the Drop-In Center. The cost 
per test was lowest in the UCC and highest in the Drop-In Center. The cost 
per previously unreported HIV infection was lowest in the UCC ($1,980) and 
highest in the ED ($9,724).

Conclusions. Although a significant number of HIV infections were identified, 
the number of tests performed represents 10% of all clinical visits. Due to 
personnel and time constraints, offering HIV testing to patients hierarchically in 
some settings of a high-volume medical center merits evaluation. 
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Of the estimated 1 million people living with human 

immunodeficiency virus (HIV)/acquired immunode-

ficiency syndrome (AIDS) in the U.S.,1 approximately 

25% are unaware of their status.2 In 2003, the Centers 

for Disease Control and Prevention (CDC) published 

Advancing HIV Prevention: New Strategies for a Changing 
Epidemic, augmenting previous recommendations “to 

include offering HIV testing to all patients in all high 

HIV-prevalence clinical settings and to those with risks 

for HIV in low HIV-prevalence clinical settings.”3 This 

strategy also supports simplifying HIV pretest preven-

tion counseling and recommends opt-out HIV screen-

ing for all patients in all health-care settings.4

Routine screening can be advantageous compared 

with targeted- or self-referred screening by increasing 

the number of cases detected.3,5–8 With the updated 

2006 CDC recommendations advocating the elimi-

nation of specific consent for HIV tests, utilizing an 

opt-out protocol at clinical sites, and routinely test-

ing for HIV for all individuals without a known HIV 

serostatus,4 questions remain about the feasibility of 

such broad-based recommendations. Implementing 

such a plan will require a high degree of health-care 

provider acceptance, improved reimbursement, and 

recognition of complicated features in the process of 

HIV testing, most notably counseling for HIV-positive 

patients and linkage to care.9

Studies of HIV testing among Emergency Depart-

ment (ED), inpatient, and urgent care patients shows 

the prevalence of previously undiagnosed HIV through 

routinely offered and targeted testing ranges from 2.0% 

to 4.0%.5,10–15 None of these studies directly compared 

characteristics of people tested and outcomes of test-

ing across different clinical sites. This information may 

help develop and refine HIV testing strategies within a 

hospital system, with the eventual goal of maximizing 

resource allocation in terms of numbers of HIV cases 

detected in relation to the availability of personnel 

time and cost. 

The goals of this analysis were to compare across 

multiple sites within a single hospital system: (1) HIV 

test results, and patient demographics and behavioral 

risks and (2) the cost per HIV test conducted and HIV 

infection diagnosed. 

METHODS

Study setting

Boston Medical Center (BMC) is a 547-bed academic 

affiliate of Boston University (BU). Approximately 50% 

of BMC patients are uninsured or have Medicaid. In

2004, there were approximately 28,000 hospital admis-

sions, 55,000 outpatient primary care visits, 29,000 

urgent care visits, 97,000 adult ED visits, and 28,000 

pediatric ED visits.

This analysis examines counselor-based, voluntary 

opt-in HIV testing from January 2002 through Decem-

ber 2004 in five sites: the Urgent Care Center (UCC), 

the Drop-In Center, inpatient floors, the primary 

care clinic (PCC), and the ED. Patients in the UCC, 

inpatient, and PCC were offered confidential testing; 

patients in the Drop-In Center were offered anony-

mous or confidential testing; and patients in the ED 

were offered only anonymous testing. HIV counseling 

and testing in all sites but the ED was funded under a 

contract with the Massachusetts Department of Public 

Health (MDPH). Excluding the ED, testing was con-

ducted Monday through Friday from 8:30 a.m. to 5 p.m. 

by six full-time counselors. HIV testing was offered in 

the ED from November 2003 to May 2004, as part of 

a research study approved by the BU Medical Center 

Institutional Review Board, evaluating routinely recom-

mended HIV and sexually transmitted disease (STD) 

testing.16 Two full-time counselors provided testing 

Monday through Friday from 10 a.m. to 12 a.m. in the 

adult ED, and one full-time counselor provided testing 

from 10 a.m. to 10 p.m. in the pediatric ED. Counselors 

approached and offered HIV testing to English- and 

Spanish-speaking ED patients aged 15 to 54 systemati-

cally, by going from bed to bed in a consecutive manner. 

Testing was offered routinely based on age, language, 

and order of approach; risk was not assessed prior to 

offering testing. ED patients who reported their HIV 

status to be positive were not tested. 

The Drop-In Center is a non-clinical site where 

clients are self-referred for HIV testing. There is no 

pre-screening of risk; all clients are offered testing. 

Intake ends one hour prior to the center’s closing 

time. Individuals who present after intake hours end 

are asked to return at another time. In the UCC, a 

hierarchical screening method was employed due to 

the high volume of patients. Patients were approached 

in examination rooms after triage and the counselors 

monitored the examination room board to first identify 

patients who presented with (in descending order of 

priority): infectious diseases, fever, drug or alcohol use, 

incarceration, STD-related complaint, or homelessness. 

On the inpatient floors, patients were approached in 

their rooms and there were also physician referrals. 

A hierarchical approach was not applied on inpatient 

floors and testing was offered prior to risk assessment. 

In the outpatient PCC, patients were tested mostly by 

physician referral. HIV testing in the UCC, Drop-In 

Center, inpatient floors, and PCC occurred among 

patients aged 15 years and older with no upper age 

limit.
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HIV testing

From 2002 to 2003, patients gave a venous blood sample 

or an oral mucosal transudate (OMT) sample to be 

tested for HIV by enzyme-linked immunosorbent assay 

(ELISA), with Western blot confirmation through the 

MDPH State Laboratory Institute, according to manu-

facturer’s directions (OraSure®, Orasure Technologies 

Inc., Bethlehem, Pennsylvania). All ED patients were 

tested for HIV via OMT sample. Beginning in 2004, 

patients were offered rapid HIV testing in the UCC, 

Drop-In Center, PCC, and inpatient floors. Blood 

samples obtained by fingerstick were tested for HIV by 

OraQuick® Rapid HIV-1 Antibody Test (Orasure Tech-

nologies, Inc.). Reactive rapid HIV results were retested 

for HIV by both ELISA and Western blot confirmation 

(the latter done irrespective of ELISA results) through 

the MDPH State Laboratory Institute.

Programmatic costs

The goal of the programmatic cost comparison across 

sites was to determine the relative rather than the actual 

costs. To determine the cost of the programs relative to 

each other, rather than the actual costs, we estimated 

the personnel costs per specimen tested and per previ-

ously unreported HIV infected person detected. This 

cost comparison provides an understanding of the costs 

associated with personnel effort and the prevalence 

of HIV-positive tests. Throughout the medical center, 

including the ED, HIV counseling and testing supplies 

and specimen processing were provided by the MDPH 

at no charge. Therefore, material costs are not included 

in the programmatic costs estimation. 

From 2002 through 2004, there were five full-time 

equivalent employees (FTEEs) conducting HIV coun-

seling and testing (excluding the ED): 1.5 FTEEs in 

the UCC, 1.5 FTEEs in the Drop-In Center, 1.5 FTEEs 

in inpatient, and 0.5 FTEEs in the PCC. From Novem-

ber 2003 through May 2004, there were two FTEEs in 

the adult ED and one FTEE in the pediatric ED. For 

personnel costs, each FTEE was assumed: (1) to have 

an annual salary of $35,000 (current starting salary for 

HIV counselors) multiplied by an institutional fringe 

benefit rate of 27%, and (2) to work five days a week 

for 47 weeks (holidays plus sick days  five weeks). 

Data collection and analysis

Demographic and behavioral data were collected 

using the MDPH HIV Counseling and Testing Data 

Collection form at the time of HIV testing. Data were 

recorded through personal interviews. Demographic 

and behavioral data were linked to laboratory results by 

unique identifiers. HIV test results were dichotomized 

as HIV-negative (non-reactive ELISA) and HIV-positive 

(reactive ELISA and Western blot); we used the ELISA 

and Western blot confirmed results of rapid test results 

for HIV-negative (non-reactive ELISA, non-reactive 

Western blot) and HIV-positive (reactive ELISA and 

reactive Western blot). Data represent the number of 

tests conducted rather than the number of individuals, 

and therefore are likely to include some patients who 

were tested more than once. Identifying information 

is not recorded in the database, thus it is not possible 

to identify repeat visits.

Descriptive analyses include frequencies of patient 

demographics and behavioral risks overall and by site. 

Pearson’s Chi-square test assessed statistical significance 

of differences in patient characteristics by testing 

site and in HIV prevalence by patient characteristics. 

Point prevalence and binomial exact 95% confidence 

intervals were calculated for HIV-positive test results 

by site and patient characteristics, to allow observation 

of within-category differences. Logistic regression was 

used to calculate univariable odds ratios. Data were 

analyzed using Stata® software.17

RESULTS

From January 2002 to December 2004, there were 

17,594 pretest counseling sessions and 16,750 HIV 

tests conducted. Almost 40% of tests took place in the 

UCC (n 6,632), 25% from inpatient floors (n 4,253), 

17% at the Drop-In Center (n 2,920), 9% from the 

PCC (n 1,516), and 9% in the ED (n 1,427). Among 

16,750 HIV tests, 258 (1.5%) were positive. Of the 258 

patients who tested HIV positive, 29 reported a previ-

ous HIV-positive test result in their pretest counseling 

assessment and were excluded from analysis. (Patients 

who report their HIV status as positive in the UCC, 

PCC, inpatient floors, or Drop-In Center, but do not 

have any existing documentation, are tested to pro-

vide documentation and facilitate entry into care.) 

There were 15 indeterminate results and 10 unusable 

specimens (nine were quantity not sufficient and one 

was hemolyzed) that were excluded from analysis. 

Thus, 229 (1.37%; 95% confidence interval [CI] 1.20, 

1.56) of 16,696 patients were newly diagnosed with 

HIV. HIV test results were from 9,404 (56.3%) OMT 

samples, 1,871 (11.2%) venous blood samples, and 

5,421 (32.5%) rapid testing fingersticks (all conducted 

in 2004).

Among all patients tested, 59% of patients were 

male, the median age was 36 years, 39% were black, 

23% were white, 19% were Hispanic, and 8% were 

Haitian (Table 1). HIV prevalence was similar in the 

UCC (1.5%), Drop-In Center (1.5%), inpatient floors 

(1.4%), and PCC (1.2%), and lower in the ED (0.6%). 
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The proportion of male clients HIV tested was lowest 

in the ED (45%), while men comprised more than 

60% of clients tested in the UCC and Drop-In Center. 

A greater proportion of ED and UCC patients were 

black, and a greater proportion of Drop-In Center 

and inpatient floor clients were white. Almost 60% 

of clients undergoing HIV testing on the inpatient 

floors were aged 40 years, compared with 32.8% in 

the UCC, 31.5% in the Drop-In Center, and 40.6% in 

the PCC. Behavioral risks were more prevalent among 

UCC and Drop-In Center patients (Table 2). Patients 

tested at the Drop-In Center were more likely to report 

same-sex intercourse, injection drug use, or sex with an 

HIV-positive person than patients at any other testing 

venue. Patients tested in the UCC were more likely to 

report sex under the influence of drugs or alcohol, or 

a history of STD in the past three years. 

Table 1. Overall patient demographics and HIV results by site of HIV test, 2002–2004 

Total

N (percent)

UCC

N (percent)

Drop-In Center

N (percent)

Inpatient

N (percent)

PCC

N (percent)

ED

N (percent) P-value

Age (in years)a

15–24
25–39
40–54

55

2,930 (18.0)
6,953 (42.6)
5,202 (30.8)
1,403 (8.6)

1,085 (16.6)
3,316 (50.6)
1,775 (27.1)

375 (5.7)

512 (19.0)
1,333 (49.5)

740 (27.5)
107 (4.0)

495 (11.8)
1,227 (29.3)
1,688 (40.3)

775 (18.5)

248 (16.7)
635 (42.3)
457 (30.8)
146 (9.8)

590 (42.4)
442 (31.8)
359 (25.8)

0 (0.0) 0.001
Gender

Female
Male

6,776 (41.0)
9,734 (59.0)

2,371 (36.1)
4,191 (63.9)

1,092 (38.4)
1,753 (61.6)

1,834 (43.6)
2,374 (56.4)

711 (47.5)
787 (52.5)

768 (55.0)
629 (45.0) 0.001

Race
White
Black
Hispanic
Haitian
Cape Verdean
Asian
Other, unknown

3,838 (23.0)
6,420 (38.5)
3,184 (19.1)
1,271 (7.6)

478 (2.9)
321 (1.9)

1,184 (7.1)

1,024 (15.5)
2,961 (44.8)
1,281 (19.5)

640 (9.7)
238 (3.6)
112 (1.7)
341 (5.2)

1,141 (39.2)
788 (27.1)
507 (17.4)
69 (2.4)
41 (1.4)
87 (3.0)

277 (9.5)

1,228 (29.0)
1,599 (37.7)

809 (19.1)
209 (4.9)
97 (2.3)
51 (1.2)

247 (5.8)

197 (13.0)
419 (27.6)
298 (19.7)
279 (18.4)
54 (3.6)
62 (4.1)

207 (13.7)

248 (17.4)
653 (45.8)
283 (19.8)
74 (5.2)
48 (3.4)
9 (0.6)

112 (7.9) 0.001
Education

High school 
High school/GED

Declined, missing

3,442 (20.6)
11,116 (66.6)
2,138 (12.8)

1,536 (23.3)
4,776 (72.3) 

291 (4.4)

339 (11.7)
2,139 (73.5)

432 (14.9)

929 (21.9)
2,170 (51.2)
1,141 (26.9)

281 (18.5)
1,024 (67.6)

211 (13.9)

357 (25.0)
1,007 (70.6)

63 (4.4) 0.001
Homeless

No
Yes

14,826 (94.6)
842 (5.4)

6,010 (93.2)
436 (6.8)

2,268 (94.8)
124 (5.2)

3,852 (94.8)
212 (5.2)

1,468 (98.5)
23 (1.5)

1,228 (96.3)
47 (3.7) 0.001

Referral source
Self
Physician
Other

11,061 (66.3)
3,924 (23.5)
1,711 (10.3)

6,315 (95.6)
215 (3.3)
73 (1.1)

1,774 (61.0)
192 (6.6)
994 (32.4)

1,815 (42.8)
2,266 (53.4)

159 (3.8)

213 (14.1)
1,251 (82.5)

52 (3.4)

944 (66.2) 
0 (0.0)

483 (33.9) 0.001
HIV specimen source

OMT
Venous blood sample
Fingerstick for rapid test

9,404 (56.3)
1,871 (11.2)
5,421 (32.5)

4,203 (63.4)
61 (0.9)

2,368 (35.7)

1,174 (40.2)
1,183 (40.5)

563 (19.3)

2,512 (59.1)
32 (0.8)

1,709 (40.2)

110 (7.3)
625 (41.2)
781 (51.5)

1,427 (100)
0 (0.0)
0 (0.0) 0.001

HIV results
Negative
Positive

16,467 (98.6)
229 (1.4)

6,502 (98.5)
101 (1.5)

2,867 (98.5)
43 (1.5)

4,181 (98.6)
59 (1.4)

1,498 (98.8)
18 (1.2)

1,419 (99.4)
8 (0.6) 0.067

aTesting was not conducted among patients 16 years of age in the UCC, Drop-In Center, or outpatient PCC, or among patients 15 years 
of age in inpatient floors and the ED. Programmatically, HIV testing was not offered to ED patients 54 years of age. Statistical comparison 
excludes the ED.

HIV  human immunodeficiency virus

UCC  Urgent Care Center

PCC  primary care clinic

ED  Emergency Department

GED  graduated equivalent degree

OMT  oral mucosal transudate



612 Research Articles

Public Health Reports / September–October 2008 / Volume 123

HIV-positive test results by patient characteristics

Among demographic factors, patients who were male, 

aged 25 to 54, of non-white race other than Asian, 

uninsured, with less than a high school education, 

or referred for HIV testing by a physician were more 

likely to test HIV positive (Table 3). The prevalence 

of infection was greater than 2% among patients who 

were Haitian, Cape Verdean, uninsured, or had less 

than a high school education. HIV-positive results were 

more prevalent among patients who reported same-sex 

intercourse, history of STD, sex with an HIV-positive 

person, inconsistent condom use, or anal-receptive 

and anal-insertive intercourse. Other factors by which 

HIV test results did not differ (results not shown) 

were: sex under the influence of drugs or alcohol, sex 

with a commercial sex partner, sex in exchange for 

drugs or money, homelessness, and having a casual 

sex partner. 

Table 2. Patient risks by site of HIV test, 2002–2004a

Total

N (percent)

UCC

N (percent)

Drop-In 
Center

N (percent)

Inpatient

N (percent)

PCC

N (percent)

ED

N (percent) P-value

Sex partner gender
Opposite gender only
Same or both genders 

14,308 (91.8)
1,278 (8.2)

5,979 (94.1)
377 (5.9)

2,168 (79.3)
567 (20.7)

3,628 (95.8)
159 (4.2)

1,320 (94.0)
85 (6.0)

1,213 (93.0)
91 (7.0) 0.001

IDU
No
Yes

15,372 (92.1)
1,324 (7.9)

6,044 (91.5)
559 (8.5)

2,474 (85.0)
436 (15.0)

4,007 (94.5)
233 (5.5)

1,481 (97.7)
35 (2.3)

1,366 (95.7)
61 (4.3) 0.001

Use of needle exchange 
program among IDUs

No
Yes

795 (63.2)
463 (36.8)

359 (65.5)
189 (35.5)

262 (61.9)
161 (38.1)

116 (58.9)
81 (41.1)

25 (80.6)
6 (19.4)

33 (55.9)
26 (44.1) 0.074

Sex under the influence 
of drugs or alcohol

No
Yes

12,061 (72.2)
4,635 (27.8)

3,920 (59.4)
2,683 (40.6)

2,328 (80.0)
582 (20.0)

3,577 (84.4)
663 (15.6)

1,233 (81.3)
283 (18.7)

1,003 (70.3)
424 (29.7) 0.001

STD diagnosis
No
Yes

13,696 (82.0)
3,000 (18.0)

4,322 (65.5)
2,281 (34.5)

2,592 (89.1)
318 (10.9)

4,064 (95.9)
176 (4.1)

1,436 (94.7)
80 (5.3)

1,282 (89.8)
145 (10.2) 0.001

Sex with an HIV-positive 
person

No
Yes

16,100 (96.4)
596 (3.6)

6,327 (95.8)
276 (4.2)

2,677 (92.0)
233 (8.0)

4,205 (99.2)
35 (0.8)

1,492 (98.4)
24 (1.6)

1,399 (98.0)
28 (2.0) 0.001

Sex with a CSW
No
Yes

15,464 (92.6)
1,232 (7.4)

5,768 (87.4)
835 (12.6)

2,686 (92.3)
224 (7.7)

4,131 (97.4)
109 (2.6)

1,480 (97.6)
36 (2.4)

1,399 (98.0)
28 (2.0) 0.001

Exchanged sex for 
money or drugs

No
Yes

16,319 (97.7)
377 (2.3)

6,425 (97.3)
178 (2.7)

2,791 (95.9)
119 (4.1)

4,201 (99.1)
39 (0.9)

1,503 (99.1)
13 (0.9)

1,399 (98.0)
28 (2.0) 0.001

Number of sex partners
0
1
2–4
5–9

10
Missing

773 (4.6)
4,409 (26.4)
5,234 (31.4)
1,810 (10.8)
1,418 (8.5)
3,052 (18.3)

150 (2.3)
1,527 (23.3)
2,640 (40.0)
1,039 (15.8)

659 (10.0)
588 (8.9)

53 (1.8)
535 (18.4)

1,008 (34.6)
359 (12.3)
443 (15.2)
512 (17.6)

390 (9.2)
1,372 (32.4)

756 (17.8)
205 (4.8)
165 (3.9)

1,352 (31.9)

115 (7.6)
454 (30.0)
311 (20.5)
74 (4.9)
50 (3.3)

512 (33.8)

65 (4.5)
521 (36.5)
519 (36.4)
133 (9.3)
101 (7.1)
88 (6.2) 0.001

Condom use with current 
sex partner

Always
Sometimes
Never
Missing

2,293 (13.7)
8,062 (48.3)
4,693 (28.1)
1,648 (9.9)

588 (8.9)
4,609 (69.8)
1,170 (17.7)

236 (3.6)

719 (24.7)
1,268 (43.6)

711 (24.4)
212 (7.3)

496 (11.7)
1,255 (29.6)
1,859 (43.9)

630 (14.9)

179 (11.8)
450 (29.7)
482 (31.8)
405 (26.7)

311 (21.8)
480 (33.6)
471 (33.0)
165 (11.6) 0.001

continued on p. 613
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Programmatic costs

The programmatic cost per HIV test and per previ-

ously unreported HIV infection was lowest in the UCC 

($30.29 per HIV test and $1,980.00 per HIV-positive 

test result). The UCC had the highest HIV prevalence 

detected (1.5%), and also the greatest number of 

patients tested per eight-hour shift (6.3). While the 

Drop-In Center had the same HIV prevalence as the 

UCC, it had the lowest number of patients tested per 

eight-hour shift (2.8), contributing to its higher cost per 

HIV test ($68.74) and cost per HIV-positive test result 

($4,652.00). Although the ED had a higher number 

of HIV tests per eight-hour shift (5.5) than inpatient 

(4.0), PCC (2.8), and the Drop-In Center (4.3), it had 

the lowest prevalence (0.6%) and highest cost per HIV-

positive test result ($9,724) (Table 4).

DISCUSSION

We found a high prevalence ( 1%) of HIV among 

patients accepting voluntary testing in four out of five 

sites within our medical center. Self-reported risk varied 

considerably by site. The costs per HIV test conducted 

and HIV-positive test result were lowest in the UCC. The 

cost per HIV test was highest at the Drop-In Center, 

which had the lowest number of tests per eight-hour 

shift. The cost per HIV-positive test result was highest 

in the ED, which had the lowest HIV prevalence. These 

results are supported by a recent analysis comparing 

the cost-effectiveness of targeted testing to CDC’s rec-

ommendations for mass testing.18 Targeted testing was 

more cost-effective through greater number of infec-

tions detected and more transmissions prevented.18

This analysis also took into account the trade-off in 

saved time and resources for opt-out testing compared 

with the potential reductions in transmissions through 

targeted risk assessment and counseling, and found 

that targeted counseling and testing were more cost-

effective, even when the HIV prevalence was as low 

as 0.3%.18

Our comparison of HIV testing in multiple sites 

within a single medical center allows for a discussion 

of certain advantages and disadvantages of targeted 

and universal HIV testing. The detection of all cases 

of HIV infection would require routine HIV testing 

of all patients, as CDC recommends. To facilitate this, 

Anal-insertive sex (men only)
Did not have

6 weeks ago
6 weeks ago

Missing

6,359 (65.3)
467 (4.8)
525 (5.4)

2,383 (24.5)

3,401 (81.2)
173 (4.1)
295 (7.0)
322 (7.7)

585 (33.4)
186 (10.6)
97 (5.5)

885 (50.5)

1,375 (57.9)
56 (2.4)
67 (2.8)

876 (36.9)

631 (80.2)
38 (4.8)
42 (5.3)
76 (9.7)

367 (58.4)
14 (2.2)
24 (3.8)

224 (35.6) 0.001
Anal-receptive sex

Did not have
6 weeks ago
6 weeks ago

Missing

13,813 (82.7)
190 (1.1)
195 (1.2)

2,498 (15.0)

6,099 (92.4)
62 (0.9)
86 (1.3)

356 (5.4)

1,746 (60.0)
85 (2.9)
57 (2.0)

1,022 (35.1)

3,315 (78.2)
11 (0.3)
17 (0.4)

897 (21.2)

1,405 (92.7)
15 (1.0)
9 (0.6)

87 (5.7)

1,248 (87.5)
17 (1.2)
26 (1.8)

136 (9.5) 0.001
Vaginal sex

Did not have
6 weeks ago
6 weeks ago

Missing

999 (6.0)
9,437 (56.5)
4,829 (28.9)
1,431 (8.6)

267 (4.0)
4,328 (65.6)
1,617 (24.5)

391 (5.9)

244 (8.4)
1,563 (53.7)

766 (26.3)
337 (11.6)

348 (8.2)
1,984 (46.8)
1,511 (35.6)

397 (9.4)

83 (5.5)
879 (58.0)
418 (27.6)
136 (9.0)

57 (4.0)
683 (47.9)
517 (36.2)
170 (11.9) 0.001

aAll risks refer to past three years except where noted: receptive and insertive anal sex, vaginal sex, and condom use (no reference period 
specified). Analysis limited to patients with valid HIV test results available, and those who did not test HIV-positive subsequent to a previous HIV-
positive test result.

HIV  human immunodeficiency virus

UCC  Urgent Care Center

PCC  primary care clinic

ED  Emergency Department

IDU  injection drug user

STD  sexually transmitted disease

CSW  commercial sex worker

Table 2 (continued). Patient risks by site of HIV test, 2002–2004a

Total

N (percent)

UCC

N (percent)

Drop-In 
Center

N (percent)

Inpatient

N (percent)

PCC

N (percent)

ED

N (percent) P-value
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Table 3. Number and percent HIV-positive test results by site and patient characteristics

HIV-positive
N

Percent HIV-positive 
(95% CI)a

Unadjusted odds ratio 
(95% CI)

Site
Emergency Department
Primary care clinic
Inpatient floor
Drop-In Center
Urgent Care Center

8
18
59
43

101

0.56 (0.24, 1.10)
1.19 (0.71, 1.87)
1.39 (1.06, 1.79)
1.48 (1.07, 1.99)
1.53 (1.25, 1.86)

Ref.
2.13 (0.93, 4.92)
2.50 (1.19, 5.15)
2.66 (1.55, 5.67)
2.76 (1.34, 5.67)

Gender
Female
Male

78
145

1.15 (0.91, 1.43)
1.49 (1.26, 1.75)

Ref.
1.30 (0.98, 1.71)

Age (in years)
15–24
25–39
40–54

55

14
106
93
8

0.48 (0.26, 0.80)
1.52 (1.25, 1.84)
1.85 (1.50, 2.26)
0.57 (0.25, 1.12)

Ref.
3.22 (1.84, 5.64)
3.39 (2.24, 6.91)
1.19 (0.50, 2.85)

Race
White
Black
Hispanic
Haitian
Cape Verdean
Asian
Other, unknown

24
100
39
30
10
1

25

0.63 (0.40, 0.93)
1.56 (1.27, 1.89)
1.22 (0.87, 1.67)
2.36 (1.60, 3.35)
2.09 (1.01, 3.81)
0.31 (0.00, 1.72)
2.11 (1.37, 3.10)

Ref.
2.51 (1.61, 3.93)
1.97 (1.18, 3.28)
3.84 (2.24, 6.60)
3.40 (1.16, 7.15)
0.50 (0.07, 3.68)
3.43 (1.96, 6.02)

Health insurance status
Insured
Not insured

167
45

1.24 (1.06, 1.44)
2.05 (1.50, 2.73)

Ref.
1.66 (1.19, 2.32)

Education
High school/GED 
High school

Declined, missing

126
69
34

1.13 (0.95, 1.35)
2.00 (1.56, 2.53) 
1.59 (1.10, 2.21)

Ref.
1.78 (1.33, 2.02)
1.41 (0.96, 2.07)

Referral
Self
Physician
Other

135
72
22

1.22 (1.02, 1.44)
1.83 (1.44, 2.31)
1.29 (0.81, 1.94)

Ref.
1.51 (1.13, 2.02)
1.05 (0.67, 1.66)

Sex partner gender
Opposite gender only
Same gender or both 

178
34

1.24 (1.07, 1.44)
2.66 (1.85, 3.69)

Ref.
2.17 (1.49, 3.15)

Injection drug use
No
Yes

208
21

1.35 (1.18, 1.55)
1.59 (0.98, 2.41)

Ref.
1.17 (0.75, 1.85)

History of STD diagnosis
No
Yes

171
58

1.25 (1.07, 1.45)
1.93 (1.47, 2.49)

Ref.
1.56 (1.15, 2.11)

Sex with an HIV-positive person
No
Yes

205
24

1.27 (1.11, 1.46)
4.03 (2.60, 5.93)

Ref.
3.25 (2.11, 5.01)

Number of sex partners
0
1
2–4

 5–9
10

Missing

11
50
77
28
23
40

1.42 (0.71, 2.53)
1.13 (0.83, 1.49)
1.47 (1.16, 1.83)
1.55 (1.03, 2.23)
1.62 (1.03, 2.42)
1.31 (0.94, 1.78)

Ref.
0.79 (0.41, 1.53)
1.03 (0.55, 1.95)
1.09 (0.54, 2.20)
1.14 (0.55, 2.36)
0.92 (0.47, 1.80)

Condom use with current sex partner
Always
Sometimes
Never
Missing

30
120
46
33

1.31 (0.88, 1.86)
1.49 (1.24, 1.78)
0.98 (0.72, 1.31)
2.00 (1.38, 2.80)

Ref.
1.14 (0.76, 1.70)
0.75 (0.47, 1.19)
1.54 (0.94, 2.54)

continued on p. 615
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CDC has suggested eliminating pretest counseling and 

separate written consent.3 While these process modi-

fications should mitigate several logistical barriers, it 

remains to be seen whether they will be sufficient to 

permit routine HIV testing in high-volume settings. 

In our medical center, inpatient and outpatient 

volume far exceed counselor resources (e.g., UCC 

volume is approximately 80 patients daily, with one 

to two counselors offering testing in this area). We 

propose that in an opt-out approach with no risk 

assessment or pretest counseling, person-time would 

still be required, at minimum (1) to inform patients 

they will be tested for HIV, (2) for specimen collec-

tion and processing, (3) for delivering test results, (4)

for documentation, and (5) for linkage to care. Even 

Number of sex partners
0
1
2–4

 5–9
10

Missing

11
50
77
28
23
40

1.42 (0.71, 2.53)
1.13 (0.83, 1.49)
1.47 (1.16, 1.83)
1.55 (1.03, 2.23)
1.62 (1.03, 2.42)
1.31 (0.94, 1.78)

Ref.
0.79 (0.41, 1.53)
1.03 (0.55, 1.95)
1.09 (0.54, 2.20)
1.14 (0.55, 2.36)
0.92 (0.47, 1.80)

Condom use with current sex partner
Always
Sometimes
Never
Missing

30
120
46
33

1.31 (0.88, 1.86)
1.49 (1.24, 1.78)
0.98 (0.72, 1.31)
2.00 (1.38, 2.80)

Ref.
1.14 (0.76, 1.70)
0.75 (0.47, 1.19)
1.54 (0.94, 2.54)

Anal-insertive sex (men only)
Did not have

6 weeks ago
6 weeks ago

Missing

75
10
20
40

1.18 (0.93, 1.48)
2.14 (1.03, 3.90)
3.81 (2.34, 5.82)
1.68 (1.20, 2.28)

Ref.
1.83 (0.94, 3.57)
3.32 (2.01, 5.48)
1.43 (0.97, 2.11)

Anal-receptive sex
Did not have 

6 weeks ago
6 weeks ago

Missing

161
5

14
49

1.17 (0.99, 1.36)
2.63 (0.86, 6.03)
7.18 (3.98, 11.8)
1.96 (1.45, 2.59)

Ref.
2.29 (0.93, 5.65)
6.56 (3.73, 11.5)
1.70 (1.23, 2.34)

Vaginal sex
Did not have 

6 weeks ago
6 weeks ago

Missing

31
99
74
25

3.10 (2.12, 4.38)
1.05 (0.85, 1.28)
1.53 (1.21, 1.92)
1.75 (1.13, 2.57)

Ref.
0.33 (0.22, 0.50)
0.49 (0.32, 0.74)
0.56 (0.33, 0.95)

Year of HIV test
2002
2003
2004

98
61
70

2.27 (1.84, 2.76)
1.27 (0.97, 1.62)
0.93 (0.72, 1.17)

Ref.
0.55 (0.40, 0.76)
0.40 (0.30, 0.55)

a95% CIs for HIV prevalence are binomial exact CIs.

HIV  human immunodeficiency virus

CI  confidence interval

Ref.  reference group

GED  graduated equivalent degree

STD  sexually transmitted disease

Table 3 (continued). Number and percent HIV-positive test results by site and patient characteristics

HIV-positive
N

Percent HIV-positive 
(95% CI)a

Unadjusted odds ratio 
(95% CI)

if this process took only a few minutes per person, a 

clinician-delivered program (i.e., nurses or physicians) 

is likely to be time- and cost-prohibitive. Thus, in our 

medical center, while we detected an HIV prevalence 

higher than 1% in all the testing sites except for the 

ED, it is not possible to offer testing to all patients due 

to the large volume of patients cared for and limited 

current resources. 

Opt-out HIV screening for all patients in all clinical 

sites has not been conducted or evaluated in many 

clinical sites, including our own. A comprehensive 

programmatic evaluation would need to measure at 

each clinical site: numbers of patients declining opt-

out testing, reasons for refusing, patient preferences 

for pretest counseling, counselor time involved in 
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specimen collection and processing, documentation, 

delivering results, and patient outcomes (follow-up 

with linkage to care). This information would quantify, 

and give descriptive value to, the effectiveness of CDC 

recommendations for HIV testing in medical settings. 

Additionally, as Girardi et al. report, while opt-out 

pretest counseling increased HIV testing volume in 

their medical center, the number of new infections 

detected remained constant compared with the period 

of targeted testing before, thus suggesting that opt-

out testing may facilitate HIV testing among low-risk 

patients.19

Limitations

Results of the analysis were limited by data collected 

through the MDPH HIV Counseling and Testing Data 

Collection form. This analysis does not produce a true 

measure of HIV prevalence, because data represent the 

number of tests conducted rather than the number of 

individuals, and therefore are likely to include some 

patients who were tested more than once. There is 

evidence to suggest that patients who undergo repeat 

HIV testing are at higher risk for HIV infection.20,21 In 

this case, our data would overestimate the prevalence 

of high-risk behaviors. We excluded from analysis indi-

viduals who reported their previous HIV test results as 

positive, but there may have been patients with previ-

ous HIV-positive test results who did not report it. Use 

of various HIV diagnostic tests may have introduced 

bias into the HIV prevalence detected. Demographic 

and behavioral risk information of people who were 

not offered testing (selection bias) or who declined 

testing (volunteer bias) may have differed from those 

who accepted HIV testing, which would affect our 

observed prevalence and associations. Given the mix-

ture of confidential and anonymous testing, we cannot 

calculate the proportion of patients who entered into 

HIV primary care, an important aspect in evaluating 

program success.

Our cost analysis is limited because these data were 

collected for programmatic purposes. As such, we did 

not have data points that would have allowed a more 

detailed cost analysis. We estimated programmatic costs 

using a standardized FTEE salary for HIV counselors 

and did not account for material costs. Also, HIV testing 

for patients aged 15 to 54 in the ED was coupled with 

STD testing for patients aged 15 to 29. Seven hundred 

fifty-four (53%) ED patients were offered STD testing, 

and 546 (38%) were tested. Our simplified cost analysis 

does not take into account the extra time spent offer-

ing and testing for STDs. The person-time this took 

away from conducting additional HIV tests led to an 

overestimation of the cost per HIV test. However, even 

if twice as many HIV-positive test results had been 

detected, HIV testing in the ED would still have the 

greatest cost per HIV-positive test result ($4,862). We 

do not have measures of the personnel time spent in 

follow-up activities for HIV-positive people, nor were 

we able to calculate the cost per HIV-positive person 

entered into care. The current analysis highlights the 

Table 4. Personnel costs and cost per HIV test and HIV-positive test result by sitea

Urgent Care 
Center Drop-In Center Inpatient Primary care clinic

Emergency 
Department

Dates of observation
January 2002 to 
December 2004

January 2002 to 
December 2004

January 2002 to 
December 2004

January 2002 to 
December 2004

November 2003 
to May 2004

Total number of patients tested 
for HIV

6,603 2,910 4,240 1,516 1,427

Total number of patients 
with HIV-positive results 

101 43 59 18 8

Number of full-time employees 1.5 1.5 1.5 0.5 3.0

Total number of eight-hour shifts 1,057 1,057 1,057 352 259

Number of tests per 
eight-hour shift

6.2 2.8 4.0 4.3 5.5

Personnel costs $200,025 $200,025 $200,025 $66,675 $77,788

Personnel costs per HIV test $30.29 $68.74 $47.18 $43.98 $54.51

Personnel costs per 
HIV-positive test result

$1,980 $4,652 $3,390 $3,704 $9,724

aThe number of eight-hour shifts was estimated for all sites except the Emergency Department, where they were documented.
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need for more detailed cost analysis, such as that con-

ducted by Holtgrave et al.18

Our analysis found that the yield and cost of HIV 

testing and patient risk varied by clinical site. These 

results suggest that testing procedures and results from 

one clinical site might not necessarily be extrapolated 

to other clinical sites, even within a single medical cen-

ter. Findings from our site also might not necessarily be 

extrapolated to other medical centers and geographic 

locales. Implementing CDC recommendations for 

routine HIV testing in clinical sites should take into 

consideration local procedures and resources. 

CONCLUSIONS

Despite thousands of HIV tests having been conducted 

at this urban medical center over the past few years, 

and a significant number of HIV-positive individuals 

having been identified, the numbers of patients tested 

represent a minority ( 10%) of patients evaluated 

clinically in these sites. Thus, it is likely that there were 

patients at risk for HIV who were not offered testing 

due to personnel constraints. Our results indicate 

HIV testing should be focused on patients who are 

uninsured, are younger than age 55, are males who 

report same-sex intercourse, and patients who report 

a history of STD or sex with an HIV-positive person. 

Clinicians play a significant role in identifying people 

at risk for HIV, as demonstrated by the approximately 

one-third of all HIV-positive people who were identified 

by physician referral.

While it is important to offer HIV information and 

testing to all patients, if the main goal is to identify 

HIV-infected individuals, our results indicate that 

pragmatically, HIV testing should remain targeted until 

a feasible and resource-efficient system that preserves 

linkage to care is in place for testing all patients for 

HIV infection. 

Human immunodeficiency virus (HIV) counseling and testing 

in the primary care clinic, Urgent Care Center, Drop-In Center, 

and the inpatient medical service was funded through a contract 

with the Massachusetts Department of Public Health, HIV/AIDS 

Bureau (49304350099, PI Skolnik). Data collection in the Emer-

gency Department was funded by a cooperative agreement from 

the Centers for Disease Control and Prevention (CDC), Division 

of HIV/AIDS Prevention (RR18/CCR120999, PI Mehta).

The findings and conclusions in this report are those of the 

authors and do not necessarily represent the views of CDC. The 

funding sources had no role in the analysis and interpretation of 

these data or the preparation, review, or approval of this article.

For Emergency Department data collection, CDC project 

officers were involved in the design and conduct of the study. 

Data were collected and analyzed while Dr. Mehta was affiliated 

with the Department of Emergency Medicine at Boston University 

School of Medicine.
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BACKGROUND: Preventive service use among older
adults is suboptimal. Unhealthy drinking may consti-
tute a risk factor for failure to receive these services.

OBJECTIVES: To determine the relationship between
unhealthy drinking and receipt of recommended pre-
ventive services among elderly Medicare beneficiaries,
applying the framework of current alcohol consumption
guidelines.

DESIGN/METHODS: The data source is the nationally
representative 2003 Medicare Current Beneficiary Sur-
vey. The sample included community-dwelling, fee-for-
service Medicare beneficiaries 65 years and older (N =
10,523). Based on self-reported drinking, respondents
were categorized as nondrinkers, within-guidelines
drinkers, exceeding monthly but not daily limits, or
heavy episodic drinkers. Using survey and claims data,
influenza vaccination, pneumonia vaccination, glauco-
ma screening, and mammogram receipt were deter-
mined. Bivariate and logistic regression analyses were
conducted.

RESULTS: Overall, 70.3% received flu vaccination and
49% received glaucoma screening during the year,
66.8% received pneumonia vaccination, and 56.2% of
women received a mammogram over 2 years. In logistic
regression, heavy episodic drinking was associated with
lower likelihood of service receipt compared to drinking
within guidelines: flu vaccination (OR 0.75, CI 0.59–
0.96), glaucoma screening (OR 0.74, CI 0.58–0.95), and
pneumonia vaccination (OR 0.75, CI 0.59–0.96). Non-
drinkers when compared with those reporting drinking
within guidelines were less likely to receive a mammo-
gram (OR 0.83, CI 0.69–1.00).

CONCLUSIONS: Heavy episodic drinking is associated
with lower likelihood of receiving several preventive
services. Practitioners should be encouraged to screen
all elders regarding alcohol intake and in addition to
appropriate intervention, consider elders reporting

heavy episodic drinking at higher risk for non-receipt
of preventive services.

KEY WORDS: unhealthy drinking; Medicare beneficiaries; preventive

services; older adults.
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INTRODUCTION

Preventive medical services for older adults can improve their
health and quality of life, through preventing life-threatening
disease (such as with influenza and pneumonia vaccination)
and early detection (through cancer screening).1 Despite
recommendations for preventive services by organizations
such as the U.S. Preventive Services Task Force (USPSTF),
elders’ receipt of services is suboptimal. For example, one
study found that although 91% of female Medicare beneficia-
ries aged 65 years and older receive at least one preventive
service, only 10% receive all that are appropriate.2 Another
found that one- to two-thirds of elderly Medicare beneficiaries
did not receive most recommended preventive services.3

Underuse of preventive services among elders represents a
growing public health problem, given the U.S. Census estimate
that by 2030 one in five Americans will be 65 years of age or
over.4 The problem is increasingly recognized, as evidenced by
Medicare initiatives to cover more preventive services5 and to
include preventive services in “pay-for-performance”
approaches to physician payment.6

Numerous studies have confirmed low preventive services
use among Medicare beneficiaries and identified correlates.3,7–12

Lower service use is associated with Medicaid coverage, lack of
supplemental insurance, less than high school education, lower
income, smoking, being non-married, female gender, black race,
Hispanic ethnicity, and inadequate health literacy; results for
health status and behavioral health factors have been mixed.

The impact of behavioral health problems, and unhealthy
alcohol use in particular, on preventive service use among
elders is an important research area. Unhealthy alcohol use
encompasses risky use, problem drinking, and alcohol dis-
orders, including abuse and dependence.13 About 9% of
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community-dwelling elderly Medicare beneficiaries report
drinking that exceeds recommended guidelines.14 The Nation-
al Institute on Alcohol Abuse and Alcoholism (NIAAA) and
American Geriatrics Society (AGS) define risky drinking for
those 65 years and older as more than seven drinks per week,
or more than three drinks on any single day.15,16 Exceeding
these limits is associated with interpersonal and functioning
problems for elders,17 who have higher sensitivity and im-
paired ability to metabolize alcohol.13

Excessive alcohol use could affect preventive services use in
several ways. Persons with unhealthy alcohol use could be
physically or cognitively impaired in ways that reduce their
ability to access appropriate services. Alternatively, excessive
drinking may indicate generalized self-neglect in terms of
health.18,19 Providers might also treat this population differ-
ently.20,21

There is limited empirical work on the impact of alcohol use
on older adults’ preventive service use. A study of the elderly
Medicare population found that very heavy drinkers – those
drinking at least four drinks per night on eight or more nights
per month – used fewer preventive services overall, though
results for specific services were not reported.3 Another study
of adults 55 and older found that harmful drinkers were less
likely than social drinkers to receive a pneumococcal vaccina-
tion.10 A study of women aged 50 and older found that those
who consumed alcoholic beverages had higher mammography
rates than non-drinkers, but did not examine effects of heavier
drinking specifically.22 Research including, but not limited to
the elderly has found a negative relationship between preven-
tive service receipt and substance use.23,24 The current study
fills this gap in the literature by applying the framework of
current alcohol consumption guidelines to the use of widely
recommended preventive services, using nationally represen-
tative data.

METHODS

Data and Sample

The primary data source is the 2003 Access to Care file of the
Medicare Current Beneficiary Survey (MCBS), conducted
continuously from 1991.25 The sample is selected using a
stratified, multistage probability sample design to represent
the Medicare population nationally. MCBS sample weights are
provided to achieve nationally representative estimates. The
survey is based on in-person interviews administered three
times per year. Content includes sociodemographics, health
and functional status, and health-care utilization. The 2003
MCBS included items regarding alcohol consumption and
preventive care services.26 Subjects’ Medicare claims are also
provided and were linked to survey data for this analysis. The
2003 MCBS Access to Care sample consisted of 16,003
beneficiaries. This study included community-dwelling per-
sons 65 years of age or older. Health maintenance organization
(HMO) enrollees were excluded because their claims were not
available. After excluding 3,520 subjects under 65 years of age
or institutionalized, another 1,890 subjects enrolled in HMOs,
and 59 subjects missing alcohol data, this study included
10,523 persons representing a weighted N of 26,617,034.
Sample sizes varied by sub-analysis due to item-missing data
(<2.5 to 8%) or selecting women for the mammogram analysis

who were also in the 2002 MCBS so utilization could be
observed over 2 years.

Measures

Alcohol Consumption Variables. The 2003 MCBS included
three alcohol consumption items. Quantity and frequency
were ascertained by asking, “Please think about a typical
month in the past year. On how many days did you drink any
type of alcoholic beverage? On those days that you drank
alcohol, how many drinks did you have?” Heavy episodic
drinking was assessed by asking, “Please think about a
typical month in the past year. On how many days did you
have 4 or more drinks in a single day?” Alcoholic beverages
were described as including “liquor such as whiskey or gin,
mixed drinks, wine, beer, and any other type of alcoholic
beverage.”

To assess unhealthy drinking in terms of consuming risky
amounts of alcohol (regardless of whether alcohol problems or
disorders were present), we defined alcohol measures reflecting
two parameters of the NIAAA16 and AGS guidelines.15 First, to
be consistent with the weekly guideline, we defined “exceeding
monthly limits” as more than 30 drinks per typical month.
Twenty-six respondents reporting 31 drinks per month whose
responses were clearly based on a 31-day month were also
coded as negative, since the items did not specify standardized
number of days per month. Second, we constructed a “heavy
episodic drinking” variable, indicating whether an individual
reported four or more drinks in any single day during a typical
month in the past year, according to either drinking quantity
item.

We categorized respondents into four mutually exclusive
categories: non-drinkers; within-guidelines drinkers (not ex-
ceeding the monthly limit or the three-drink single-day limit);
drinkers who exceeded the monthly limit, but not the single-
day limit; and heavy episodic drinkers who exceeded the
single-day drinking limit, with or without exceeding the
monthly limit. For descriptive purposes, we also calculated
continuous measures of drinking quantity and frequency.

Covariates. Covariates were selected that were identified
previously to affect health-care utilization. Sociodemographic
variables included gender, race, Hispanic ethnicity, annual
household income, age, education, marital status, and
residence in a metropolitan area. Living arrangement was not
included due to high correlation with marital status.

We controlled for health status by utilizing DxCG (diagnostic
cost group) risk-adjustment software27 that uses sex, age, and
diagnosis codes from claims to construct a continuous mea-
sure of relative risk of health-care resource use. Compared to
other illness burden indices or scales, the DxCg score contains
higher specificity related to the individual’s clinical profile in
projecting future health-care costs and estimating an indivi-
dual’s care management needs.28,29 Thus, it may be used as a
proxy for health status in that higher DxCG risk scores denote
higher health-care resource use risk and presumably poorer
health30 A value of 1 indicates the individual’s predicted cost
equals the population average for all persons with Medicare
claims; higher values indicate higher-than-average predicted
costs. For bivariate analyses, we created categories: no claims
or claims not indicative of significant health risk (DxCG score
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<0.1); claims indicative of lower-than-average health risk
(0.1 ≤ DxCG score ≤ 1); claims indicative of higher-than-average
health risk (DxCG score >1). For logistic regression models, we
used the continuous measure; increasing scores indicate higher
risk of health-care resource use (poorer health status).

We controlled for functional status utilizing a modified Katz
Index of Independence in Activities of Daily Living (ADL)31

variable constructed from survey data. Respondents were
asked whether they had trouble or needed assistance with six
ADLs: bathing, dressing, transferring, toileting, continence, or
feeding. If no difficulty was indicated, that activity received a
score of 1. The resulting variable reflects a 7-position scale (0–
6) of the number of independent ADLs.

Two mental health variables were used. First, a self-reported
depression variable was created. Respondents were asked, “In
the past 12 months, how much of the time did you feel sad,
blue, or depressed?” (all, most, some, little, or none of the
time), and “In the past 12 months, have you had 2 weeks or
more when you lost interest or pleasure in things that you
usually cared about or enjoyed?” (yes, no). Respondents who
answered “all” or “most of the time” to the first question and/or
“yes” to the second question were categorized as having self-
reported depression. This covariate was constructed to ap-
proximate the modified PHQ-2 validated for older adults.32

Second, a dichotomous variable indicating mental health
diagnosis was constructed based on a single ICD-9 coded
claim with a mental health diagnosis in the inpatient setting or
two such claims in the outpatient setting during the year.

Other dichotomous variables included current smoking,
having a usual source of care, private supplemental insurance,
and Medicaid coverage (all survey-based).

PREVENTIVE SERVICE MEASURES

Dichotomous variables were created for four preventive ser-
vices that are widely recommended for elders with no definitive
age cut-off and were feasible to measure with this dataset.

Influenza vaccination. The USPSTF33 and Centers for Disease
Control (CDC)34 recommend annual vaccination for adults
50 years of age and older. A positive response was based on the
question, “Did you get a flu shot any time during the period
from September (previous year) through December (previous
year)?”

Glaucoma screening. While the USPSTF found insufficient
evidence to recommend routine glaucoma screening for
persons over 65 years of age,33 it was recommended by other
national experts [The American Academy of Ophthalmologists,35

National Committee for Quality Assurance (NCQA),36 and the
Veterans Administration35]. We include it as an example of a
widely, but not universally recommended preventive care
measure for a major health problem in this population. We
constructed a claims-based measure to determine glaucoma
screening receipt during the year, following NCQA’s Healthcare
Effectiveness Data and Information Set (HEDIS) specifications.36

HEDIS measures are widely endorsed performance measures
accompanied by technical specifications for calculating from
administrative data.

Pneumonia vaccination. The USPSTF and CDC recommend
that all adults 65 years of age and older receive a one-time
pneumonia vaccination.33,34 A positive response was based on
the question, “Have you ever had a shot for pneumonia?”

Mammogram. The USPSTF recommends that women over
40 years of age receive a mammogram every 1–2 years.33 There
is no definitive age cut-off, but rather decision-making for
those over age 70 should be guided by a woman’s life
expectancy given her health status. Prior research found that
survey data tend to overestimate mammogram receipt
compared to claims data.37 Therefore, we used a claims-
based measure to determine mammogram receipt during a 2-
year period according to HEDIS specifications, without an age
ceiling.36 The variable was positive if a mammogram claim was
identified in either 2002 or 2003 among women present in
both years of the MCBS.

Statistical Analysis

Results presented here are weighted estimates that represent
the continuously enrolled, community-dwelling, non-HMO,
elderly Medicare population. Chi-square tests were used to
assess bivariate differences by drinking category; chi-square
statistics were corrected for the survey design and converted to
F-statistics. We conducted logistic regression analyses to
model receipt of each service as a function of alcohol con-
sumption and covariates.

Due to the complex sampling design, using procedures that
assumed equal probability of selection would likely lead to
underestimating standard errors.38,39 The SVY:LOGIT proce-
dure of the statistical package STATA version 9.0 was used to
more accurately determine the statistical significance of the
observed differences (STATA Corporation, College Station, TX).

RESULTS

The weighted sample reflected a predominantly white (87.7%),
non-Hispanic (93.7%) population living in a metropolitan area
(73.7%) (Table 1). Most (56.5%) were female. Almost one-third
(30.6%) were aged 65–70, 45.9% were 71–80, and 23.5% were
81 years or older.

Two-thirds (65.5%) of the sample reported drinking no
alcohol during a typical month in the past year (Table 1).
One-quarter (25.4%) reported drinking within guidelines, 3.8%
exceeded the monthly limit only, and 5.4% reported heavy
episodic drinking (exceeding the three-drink daily limit, with or
without exceeding the monthly limit). Among persons exceed-
ing the monthly limit only, drinks per month ranged from 32 to
93 with a mean of 60.4 (SD 12.1) and median of 60. Among
heavy episodic drinkers, the range was 0.5 to 625 (a value of
0.5 was assigned to the response of “less than one drink” and
based on the frequency-quantity series, not the separate binge
item); the mean was 63.1 (SD 69.3) and the median was 50.
The mean number of heavy drinking days was 7.6 (SD 9.5,
median 3.0).

In bivariate analyses, heavy episodic drinkers were signifi-
cantly less likely (p < .001) to receive flu vaccination, glaucoma
screening, or pneumonia vaccination than all other drinking
categories (Table 2). Mammogram receipt showed a different
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pattern, being significantly lower for nondrinkers (52.8%) than
for within-guidelines drinkers (66.3%) (p < .001).

In the logistic regression model predicting flu vaccination,
heavy episodic drinking (as compared to within-guideline
drinking) was significantly associated with lower odds of
vaccination (OR 0.75, CI 0.59–0.96, p=0.02) and glaucoma
screening (OR 0.74, CI 0.58–0.95, p=0.02) (Table 3). Heavy
episodic drinking was also associated with lower odds of
pneumonia vaccination (OR 0.75, CI 0.59–0.96, p=0.02)
(Table 4). Nondrinkers were less likely to receive a mammo-
gram (OR 0.83, CI 0.69.- 1.00, p=0.05) compared to within-

guideline drinkers; heavy episodic drinking and drinking over
the monthly limit were not significant (Table 4).

Sensitivity analyses using survey data, or survey plus
claims data, failed to find an association between nondrinkers
and mammogram receipt (data not shown). Analyses employ-
ing interaction terms for gender by drinking category into the
models for the other three services were not significant in the
flu vaccination and glaucoma screening models. For pneumo-
nia vaccination, only the interaction variable for “female by
exceeding monthly guidelines” was significant and was posi-
tively associated with vaccination receipt (p<.01). The heavy

Table 1. Sample Description

Weighted percent

Total Non-drinker Drinks within
guidelines

Drinks over
monthly limit

Heavy episodic
drinking

P value*

Unweighted n 10,523 7,114 2,539 379 491
Weighted N 26,617,034 17,422,361 6,760,633 1,004,758 1,429,282
Total 65.5 25.4 3.8 5.4
Female 56.5 63.3 50.5 31.3 20.5 <.001
Age <.001
65 to 70 years 30.6 27.7 33.7 34.4 48.7
71 to 80 years 45.9 45.4 47.7 47.5 41.8
≥81 years 23.5 26.9 18.6 18.1 9.5
Hispanic 6.3 7.5 3.6 † 7.9 <.001
Race <.001
White 87.7 84.6 93.4 97.7 90.5
Black 8.2 10.3 4.0 † 7.4
Asian 1.8 2.2 1.2 † †
Other 2.3 2.9 1.4 † †
Education <.001
< H.S. diploma 29.1 35.9 15.3 14.4 29.1
H.S. graduate 29.9 31.4 27.7 25.5 26.5
Some college/voc/tech 23.9 21.5 29.6 22.9 27.5
College degree 17.1 11.3 27.5 37.2 24.1
Annual income <.001
<$25,000 57.3 66.8 39.5 27.4 44.4
$25,000 to $40,000 22.2 20.1 27.2 23.7 24.7
>$40,000 20.5 13.2 33.3 48.9 31.0
Marital status <.001
Married 55.8 50.8 65.1 68.2 64.3
Widowed 32.5 37.5 25.2 21.4 14.5
Divorced, separated, single 11.7 11.7 9.7 10.4 21.2
Metropolitan area 73.7 69.4 82.4 79.8 79.3 <.001
Region <.001
Northeast 18.9 17.9 21.7 21.4 16.3
South 37.8 41.4 30.7 31.0 32.0
Midwest 25.9 25.2 27.9 23.3 26.6
West 15.9 13.5 19.3 24.2 22.1
Other 1.5 1.9 0.4 † 3.0
Relative health risk <.001
No risk indication 31.0 28.6 33.6 36.0 44.6
< Average risk 42.7 41.7 46.5 43.4 37.6
> Average risk 26.3 29.8 20.0 20.7 17.7
Self-reported depression 13.2 16.0 7.6 6.3 10.9 <.001
Mental health dx 13.9 16.1 9.3 8.5 11.6 <.001
Current smoker 11.2 10.4 10.1 11.6 25.7 <.001
Functional status <.001
Independence in 6 ADLs 60.6 56.8 66.4 74.1 69.8
Independence in 5 ADLs 23.8 24.0 24.3 20.1 21.0
Independence in 0 to 4 ADLs 15.7 19.2 9.3 5.8 9.2
Usual source of care 95.3 95.5 95.7 94.9 90.1 <.001
Private insurance 73.6 69.6 82.8 84.6 70.4 <.001
Medicaid coverage 12.2 16.2 4.5 2.0 7.6 <.001

*Chi-square tests, corrected for survey design; weighted sample used
†Not shown due to unweighted cell n<11
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Table 2. Utilization of Preventive Services By Drinking Pattern

Flu vaccination Glaucoma screening Pneumonia vaccination Mammogram

Weighted percent*

Unweighted n 10,469 10,523 10,387 4,051
Weighted N 26,484,972 26,617,034 26,235,718 9,809,367
Overall percent 70.3 49.0 66.8 56.2
Drinking category † † † †
Non-drinker 69.5 49.0 66.0 52.8
Drinks within guidelines 73.7 51.8 70.2 66.3
Drinks over monthly limit 75.1 52.0 71.8 65.9
Heavy episodic 60.1 34.3 57.7 63.2
Gender † N/A
Female 70.4 53.6 67.0 56.2
Male 70.1 43.0 66.6 N/A
Age † † † †
65 to 70 years 61.4 35.8 55.1 66.3
71 to 80 years 73.1 53.0 71.2 59.6
≥81 years 76.2 58.4 73.4 41.5
Ethnicity † † † †
Hispanic 52.6 37.8 49.5 42.9
Non-Hispanic 71.4 49.8 68.0 57.2
Race † † † †
White 72.0 50.4 69.1 58.0
Black 55.2 37.2 52.1 42.9
Other 62.8 42.6 49.1 46.9
Education † † † †
< H.S. diploma 62.5 42.9 60.0 44.6
H.S. graduate 72.0 50.2 67.1 57.8
Some college/voc/tech 72.8 50.6 72.5 62.2
College degree 76.9 55.2 70.3 68.2
Annual income † † † †
<$25,000 66.9 47.7 63.6 49.9
$25,000 to $40,000 71.6 50.1 71.0 65.0
>$40,000 78.7 52.3 72.4 71.5
Marital status † † † †
Married 72.3 48.4 68.2 66.9
Widowed 70.4 53.8 67.6 49.9
Divorced, separated, single 60.2 38.8 58.1 45.1
Metropolitan area
In metropolitan area 70.1 49.4 68.0 56.9
Not in metro area 70.6 47.9 66.4 53.9
Region † ‡ † ‡
Northeast 72.0 52.0 64.7 53.7
South 69.3 50.0 67.6 56.3
Midwest 72.5 47.9 68.0 59.9
West 70.9 46.6 68.0 54.9
Other 27.8 30.3 43.3 37.2
Relative health risk † † † †
No risk indication 59.5 33.5 56.5 48.5
< Average risk 74.0 56.2 70.7 62.2
> Average risk 76.8 55.6 72.8 54.1
Self-reported depression †
Depression 68.4 47.2 66.7 48.7
No depression 70.5 49.3 67.3 57.5
Mental health dx † ‡ ‡
MH diagnosis 75.2 51.0 70.0 52.1
No MH diagnosis 69.5 48.7 66.3 57.0
Current smoker † † † †
Current smoker 59.3 34.7 59.7 39.4
Not current smoker 71.6 50.8 67.7 57.8
Functional status ‡ † †
Independence in 6 ADLs 69.0 49.6 64.6 58.5
Independence in 5 ADLs 72.3 51.2 69.9 60.9
Independence in 0 to 4 ADLs 71.9 49.6 71.0 43.0
Usual source of care † † † †
Had usual source 72.1 50.1 68.4 57.5
No usual source 34.6 26.2 34.3 26.9
Private insurance † † † †
Private insurance 74.0 53.3 70.4 61.5
No private insurance 59.6 37.1 56.8 41.1
Medicaid coverage † † † †
Medicaid 61.8 44.8 53.5 41.6
No Medicaid 71.4 49.6 68.7 58.8

*Weighted sample used; significance based on chi-square tests, corrected for survey design
† <.01
‡<.05
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episodic drinking variable retained its main effect at p<.05 in
all three models.

DISCUSSION

Heavy episodic drinking, as defined by current guidelines, was
associated with lower likelihood of receiving a preventive
service in three out of four types of preventive care services
we examined. Exceeding monthly, but not single-day limits

was not associated with less preventive service receipt. There
are several possible explanations. Persons with heavy episodic
drinking are more likely to have diagnosable alcohol use
disorders.40 Their lower likelihood of preventive services may
be part of a constellation of behaviors reflecting self-neglect
and/or impaired judgment. They may be difficult to engage, or
their drinking may present competing demands that result in
less clinical time for encouraging preventive care. Previous
research found that heavier drinking was associated with
fewer physician visits, offering less opportunity for preventive

Table 4. Logistic Regression Results*: Pneumonia Vaccination and
Mammogram

Odds ratio (95% confidence interval)

Pneumonia
vaccination

Mammogram

Drinking category
Drinks within guidelines Reference Reference
Non-drinker 0.94 (0.83 – 1.07) 0.83 (0.69 – 1.00) ‡
Drinks over monthly
limit only

1.05 (0.80 – 1.38) 1.03 (0.59 - 1.79)

Heavy episodic drinking 0.75 (0.59 – 0.96) ‡ 0.86 (0.50 – 1.47)
Female 1.00 (0.91 – 1.09)
Age
65 to 70 years Reference Reference
71 to 80 years 1.97 (1.76 – 2.22) † 0.75 (0.63 – 0.91)
≥81 2.16 (1.88 – 2.47) † 0.39 (0.32 – 0.47) †
Hispanic 0.72 (0.55 – 0.94) ‡ 0.94 (0.67 – 1.31) †
Race
White Reference Reference
Black 0.62 (0.51 – 0.74) † 0.80 (0.63 – 1.03)
Other 0.63 (0.48 – 0.82) † 0.73 (0.48 – 1.10)
Education
< HS diploma Reference Reference
High school graduate 1.17 (1.02 – 1.34) ‡ 1.21 (1.00 – 1.47) ‡
Some college/voc/tech 1.51 (1.32 1.72) † 1.40 (1.12 – 1.74) †
College degree 1.23 (1.04 – 1.46) ‡ 1.62 (1.22 – 2.16) †
Annual household income
<$25,000 Reference Reference
Income $25,000 to $40,000 1.22 (1.05 – 1.41) † 1.10 (0.90 – 1.34)
Income >$40,000 1.28 (1.11 – 1.48) † 1.31 (0.98 – 1.74)
Marital status
Married Reference Reference
Divorced, separated,
or single

0.88 (0.75 – 1.03) 0.49 (0.38 – 0.64) †

Widowed 0.95 (0.84 – 1.08) 0.72 (0.61 – 0.85) †
Metropolitan area 0.91 (0.77 – 1.07) 1.14 (0.95 – 1.36)
Region
South Reference Reference
Northeast 0.88 (0.74 – 1.04) 0.97 (0.77 – 1.23)
Midwest 0.95 (0.81 – 1.11) 1.11 (0.91 – 1.35)
West 1.06 (0.88 – 1.27) 0.92 (0.74 – 1.13)
Other 0.68 (0.40 – 1.16) 0.69 (0.35 – 1.33)
Relative health risk 1.10 (1.05 – 1.14) † 1.01 (0.96 – 1.06)
Self-reported depression 1.05 (0.89 – 1.24) 0.90 (0.73 – 1.11)
Current smoker 0.94 (0.79 – 1.12) 0.42 (0.31 – 0.57) †
Functional status
Independence in 6 ADLs Reference Reference
Independence in 5 ADLs 1.22 (1.09 – 1.37) † 1.11 (0.93 – 1.32)
Independence in 0 to 4 ADLs 1.28 (1.10 – 1.48) † 0.68 (0.56 – 0.83) †
Usual source of care 3.53 (2.86 – 4.35) † 3.95 (2.73 – 5.71) †
Mental health diagnosis 1.05 (0.90 – 1.22) 1.00 (0.80 – 1.24)
Private supplemental
insurance

1.25 (1.09 – 1.44) † 1.83 (1.45 – 2.31) †

Medicaid coverage 0.85 (0.71 – 1.02) 1.34 (1.03 – 1.74) ‡

*Weighted sample used
†<.01
‡<.05

Table 3. Logistic Regression Results*: Flu Vaccination and
Glaucoma Screening

Odds ratio (95% confidence interval)

Flu vaccination Glaucoma
screening

Drinking category
Drinks within guidelines Reference Reference
Non-drinker 0.99 (0.87 – 1.13) 0.95 (0.85 – 1.07)
Drinks over monthly
limit only

0.99 (0.75 – 1.31) 1.12 (0.87 – 1.45)

Heavy episodic drinking 0.75 (0.59 – 0.96) ‡ 0.74 (0.58 – 0.95) ‡
Female 0.98 (0.88 – 1.09) 1.50 (1.37 – 1.66) †
Age
65 to 70 years Reference Reference
71 to 80 years 1.64 (1.46 – 1.86) † 1.91 (1.71 – 2.14) †
≥81 1.87 (1.61 – 2.18) † 2.31 (2.03 – 2.63) †
Hispanic 0.78 (0.60 – 1.00) 0.88 (0.70 – 1.10)
Race
White Reference Reference
Black 0.62 (0.51- 0.75) † 0.69 (0.57 – 0.84) †
Other 0.87 (0.65 – 1.16) 1.01 (0.78 – 1.30)
Education
< HS diploma Reference Reference
High school graduate 1.32 (1.15 – 1.51) † 1.22 (1.10 – 1.36) †
Some college/voc/tech 1.40 (1.23 – 1.59) † 1.29 (1.13 – 1.47) †
College degree 1.58 (1.33 – 1.87) † 1.53 (1.31 – 1.80) †
Annual income
<$25,000 Reference Reference
Income $25,000 to $40,000 1.04 (0.90 – 1.20) 1.34 (0.92 – 1.15)
Income >$40,000 1.40 (1.19 – 1.65) † 1.06 (0.92 – 1.22)
Marital status
Married Reference Reference
Divorced, separated,
or single

0.75 (0.64 – 0.86) † 0.81 (0.69 – 0.95) †

Widowed 0.90 (0.79 – 1.04) 0.99 (0.89 – 1.10)
Metropolitan area 0.92 (0.81 – 1.05) 1.01 (0.89 – 1.14)
Region
South Reference Reference
Northeast 1.16 (0.98 – 1.36) 1.01 (0.88 – 1.16)
Midwest 1.10 (0.96 – 1.27) 0.86 (0.76 – 0.98) ‡
West 1.10 (0.91 – 1.34) 0.85 (0.76 – 0.95) †
Other 0.27 (0.18 – 0.41) † 0.58 (0.23 – 1.46)
Relative health risk 1.10 (1.05 – 1.15) † 1.07 (1.03 – 1.11) †
Self-reported depression 0.95 (0.81 – 1.12) 0.96 (0.84 – 1.10)
Current smoker 0.78 (0.67 – 0.91) † 0.68 (0.58 – 0.80) †
Functional status
Independence in 6 ADLs Reference Reference
Independence in 5 ADLs 1.10 (0.96 – 1.26) 1.02 (0.90 – 1.15)
Independence in 0 to 4 ADLs 1.08 (0.93 – 1.25) 0.88 (0.77 – 1.00)
Usual source of care 3.97 (3.11 – 5.07) † 2.29 (1.78 – 2.96) †
Mental health diagnosis 1.23 (1.07 – 1.42) † 0.99 (0.86 – 1.16)
Private supplemental
insurance

1.51 (1.31 – 1.73) † 1.86 (1.64 – 2.11) †

Medicaid coverage 1.28 (1.05 – 1.56) ‡ 1.62 (1.41 – 1.92) †

*Weighted sample used
†<.01
‡<.05
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services.41 Alternatively, heavy episodic drinkers may have
providers who focus less on preventive care.42

The lack of association between heavy episodic drinking and
mammogram receipt is unique among the four services. Only
nondrinkers were significantly less likely to receive the service
than within-guidelines drinkers. The finding is somewhat
puzzling, though consistent with some prior research.22

Although moderate (and heavy) drinking is a known risk factor
for breast cancer, it seems unlikely that drinkers sought
mammography because of this risk as it is not well publi-
cized.43 Most analyses employing interaction terms did not
indicate gender differences in the relationship between alcohol
consumption and preventive service receipt. Certainly fewer
women report heavy drinking than men.44,45 Further research
is needed to confirm the role of older women’s drinking in
preventive services use, and if confirmed, to understand why
this might vary by service.

The effect of heavy episodic drinking was similar for services
that are consistently recommended and that Medicare covers
universally (influenza and pneumonia vaccinations), as well as
for glaucoma screening, for which recommendations are mixed
and Medicare covers only for high-risk groups. Thus, factors
other than professional consensus and extent of coverage may
drive the relationship between heavy episodic drinking and
preventive service receipt. The relatively low preventive service
use overall suggests that implementing multiple strategies to
improve service delivery, as Medicare initiatives are aiming to
do, is warranted.

The lack of significance found between over-monthly-limit
drinking and receipt of preventive services may reflect a popula-
tion at risk for chronic problems, but without current impair-
ment affecting preventive services use. In contrast, heavy episodic
drinking is more likely associated with at least acute cognitive
impairment, which can lead to social disorganization and general
self-neglect. This would be a fruitful area for further research.

This study has several limitations. The study’s cross-
sectional design does not permit determination of causality.
MCBS data are not ideally suited to precise dose-response
analyses, which we therefore did not conduct. Other measures
also carry some imprecision, including mental health vari-
ables: claims underestimate prevalence of mental health
disorders, and self-reported depression is not synonymous
with clinical disorder. The DxCG risk score is only a proxy for
health status, but sensitivity analyses using self-reported
health status did not change key findings (data not shown).
Our analyses included glaucoma screening, a service not
universally recommended. However, a similar pattern was
observed across several measures. Finally, it is worth noting
that study findings neither validate nor cast doubt on the
alcohol guidelines, which were developed with a range of
outcomes in mind, not health-care utilization.

The study goal was to examine the relationship between
alcohol guideline adherence and preventive services receipt.
Results suggest that elders with heavy episodic drinking are at
risk for failure to receive certain recommended preventive
services. Health-care providers and others working with older
adults should be alert to the broad range of problems associ-
ated with unhealthy drinking and be encouraged to screen
proactively all elders regarding alcohol consumption. Investi-
gation of underlying causal mechanisms is needed. Nonethe-
less, currently recommended screening for unhealthy alcohol
use could also identify those at risk for not receiving indicated

preventive services, and interventions directed at lowering
consumption might also improve preventive service use.

Acknowledgments: This study was funded by the National Institute
on Alcohol Abuse and Alcoholism grant no. 5R21AA015746. Prelimi-
nary findings from the study were presented at the annual conference
of the American Public Health Association, 7 November 2007. The
authors thank Grant Ritter, Ph.D., for statistical consultation and
Michele Hutcheon for manuscript preparation.

Conflict of Interest: None disclosed.

Corresponding Author: Elizabeth L. Merrick, PhD, MSW; Institute
for Behavioral Health, Heller School for Social Policy and Manage-
ment, Brandeis University, Mail stop 035, 415 South St., Waltham,
MA 02454, USA (e-mail: merrick@brandeis.edu).

REFERENCES
1. Goldberg TH, Chavin SI. Preventive medicine and screening in older

adults. J Am Geriatr Soc. 1997;45(3):344–54.
2. U.S. Government Accounting Office. Medicare preventive services, most

beneficiaries receive some but not all recommended services. GAO
Report. 2004;1–12. Available at: http://www.gao.gov/new.items/
d041004t.pdf. Accessed June 5, 2008.

3. Ozminkowski RJ, Goetzel RZ, Shechter D, Stapleton DC, Baser O,
Lapin P. Predictors of preventive service use among Medicare beneficia-
ries. Health Care Financ Rev. 2006;27(3):5–23.

4. US Census Bureau News. Census Bureau projects tripling of Hispanic
and Asian populations in 50 years; non-Hispanic whites may drop to half
of total population. Available at: http://www.census.gov/Press-Release/
www/releases/archives/population/001720.html. Accessed June 5,
2008.

5. Centers for Medicare and Medicaid Services. Medicare program; revi-
sions to payment policies under the physician fee schedule for calendar
year 2005. Fed Regist. 2004;69(219):66235–66915. Available at: http://
www.access.gpo.gov/su_docs/fedreg/a041115c.html. Accessed June 5,
2008.

6. Centers for Medicare and Medicaid Services. Medicare “pay for perfor-
mance (P4P)” initiatives. Available at: http://www.cms.hhs.gov/apps/
media/press/release.asp?Counter=1343. Accessed June 5, 2008.

7. Kosiak B, Sangl J, Correa-de-Araujo R. Quality of health care for
older women: what do we know? Women’s Health Issues. 2006;16:
89–99.

8. Pham HH, Schrag D, Hargraves JL, Bach PB. Delivery of preventive
services to older adults by primary care physicians. JAMA. 2005;294
(4):473–81.

9. Asch SM, Sloss EM, Hogan C, Brook RH, Kravitz RL. Measuring
underuse of necessary care among elderly Medicare beneficiaries using
inpatient and outpatient claims. JAMA. 2000;284(18):2325–33.

10. Moore AA, Morgenstern H, Harawa NT, Fielding JE, Higa J, Beck JC.
Are older hazardous and harmful drinkers less likely to participate in
health-related behaviors and practices as compared with nonhazardous
drinkers? J Am Geriatr Soc. 2001;49(4):421–30.

11. Scott TL, Gazmararian JA, Williams MV, Baker DW. Health literacy
and preventive health care use among Medicare enrollees in a managed
care organization. Med Care. 2002;40(5):395–404.

12. Klabunde CN, Meissner HI, Wooten KG, Breen N, Singleton JA.
Comparing colorectal cancer screening and immunization status in older
Americans. Am J Prev Med. 2007;33(1):1–8.

13. Saitz R. Medical and Surgical Complications of Addiction. In: Graham
AST, Mayo-Smith M, Ries R, Wilford BB, ed. Princ. of Addic Med. 3rd ed.:
Chevy Chase, MD: ASAM. 2003:1027–52.

14. Merrick EL, Horgan CM, Hodgkin D, Garnick DW, Houghton SF,
Panas L, Saitz R. Unhealthy drinking patterns among older adults:
prevalence and associated characteristics. JAGS. 2008;56:214–23.

15. American Geriatrics Society Clinical Practice Committee. Clinical guide-
lines for alcohol use disorders in older adults. Available at: http://www.
americangeriatrics.org/products/positionpapers/alcohol.shtml.
Accessed June 5, 2008.

1747Merrick et al.: Unhealthy Drinking and Preventive ServicesJGIM

http://www.gao.gov/new.items/d041004t.pdf
http://www.gao.gov/new.items/d041004t.pdf
http://www.census.gov/Press-Release/www/releases/archives/population/001720.html
http://www.census.gov/Press-Release/www/releases/archives/population/001720.html
http://www.access.gpo.gov/su_docs/fedreg/a041115c.html
http://www.access.gpo.gov/su_docs/fedreg/a041115c.html
http://www.cms.hhs.gov/apps/media/press/release.asp?Counter=1343
http://www.cms.hhs.gov/apps/media/press/release.asp?Counter=1343
http://www.americangeriatrics.org/products/positionpapers/alcohol.shtml
http://www.americangeriatrics.org/products/positionpapers/alcohol.shtml


16. National Institute on Alcohol Abuse and Alcoholism. Helping patients
who drink too much. A Clinician’s Guide. 2005 Edition. Available at:
http://pubs.niaaa.nih.gov/publications/Practitioner/Clinicians
Guide2005/guide.pdf. Accessed June 5, 2008.

17. Moos RH, Brennan PL, Schutte KK, Moos BS. High-risk alcohol
consumption and late-life alcohol use problems. Am J Public Health.
2004;94(11):1985–91.

18. Branch LG, Rabiner DJ. Rediscovering the patient’s role in receiving
health promotion services. Med Care. 2000;38(1):70–7.

19. Rabiner DJ, Branch LG, Sullivan RJ Jr. Patient factors related to the
odds of receiving prevention services in Veterans Health Administration
medical centers. Am J Manag Care. 1999;5(9):1153–60.

20. Rush B, Ellis K, Crowe T, Powell L. How general practitioners view
alcohol use - Clearing up the confusion. Can Fam Physician.
1994;40:1570–9.

21. Warburg MM, Cleary PD, Rohman M, Barnes HN, Aronson M,
Delbanco TL. Residents’ attitudes, knowledge, and behavior regarding
diagnosis and treatment of alcoholism. J Med Educ. 1987;62(6):497–
503.

22. Fredman L, Sexton M, Cui Y, et al. Cigarette smoking, alcohol
consumption, and screening mammography among women ages 50
and older. Prev Med. 1999;28:407–17.

23. Cryer PC, Jenkins LM, Cook AC, et al. The use of acute and
preventative medical services by a general population: relationship to
alcohol consumption. Addiction. 1999;94(10):1523–32.

24. Druss BG, Rosenheck RA, Desai MM, Perlin JB. Quality of preventive
medical care for patients with mental disorders. Med Care. 2002;40
(2):129–36.

25. Centers for Medicare and Medicaid Services. Medicare current
beneficiary survey overview. Available at: http://www.cms.hhs.gov/
MCBS/Downloads/CNP_2003_appendixA.pdf. Accessed June 5,
2008.

26. Centers for Medicare and Medicaid Services. MCBS main study - round
37 - fall supplement 2003 community component HF. Health Status and
Functioning; 2003. Available at: http://www.cms.hhs.gov/MCBS/
Downloads/2003_CBQ_hs.pdf Accessed June 5, 2008.

27. DxCG. Products and services, RiskSmart Stand Alone. Available at:
http://www.dxcg.com/products-services/risksmart-stand-alone.asp.
Accessed June 5, 2008.

28. Zhao Y, Ellis RP, Ash AS, et al. Measuring population health risks using
inpatient diagnoses and outpatient pharmacy data. Health Serv Res.
2001;36(6 Pt 2):180–93.

29. Zhao Y, Ash A, Ellis RP, Slaughter JP. Disease burden profiles: an
emerging tool for managing managed care. Health Care Manag Sci.
2002;5:211–9.

30. Wang MC, Rosen AK, Kazis L, Loveland S, Anderson J, Berlowitz D.
Correlation of risk adjustment measures based on diagnoses and patient

self-reported health status. Health Serv Outcomes Res Method. 2000;1
(3–4):351–65.

31. The Hartford Institute for Geriatric Nursing, Best Practices in Nursing
Care to Older Adults. Katz Index of Independence in Activities of Daily
Living (ADL). Available at: http://www.hartfordign.org/publications/
trythis/issue02.pdf. Accessed June 5, 2008.

32. Li C, Friedman B, Conwell Y, Fiscella K. Validity of the patient health
questionnaire 2 (PHQ-2) in identifying major depression in older people.
J Am Geriatr Soc. 2007;55:596–602.

33. US Preventive Services Task Force. Recommendations. Available at:
http://www.ahrq.gov/clinic/USPSTFix.htm#Recommendations.
Accessed June 5, 2008.

34. Centers for Disease Control. Recommended adult immunization schedule.
Available at: http://www.cdc.gov/vaccines/recs/schedules/downloads/
adult/06–07/adult-schedule-11x17-bw.pdf. Accessed June 5, 2008.

35. Goldberg LD. Clinical guidelines for the treatment of glaucoma. Manag
Care. 2002;11(S):16–24.

36. National Committee for Quality Assurance. HEDIS 2005 Volume 2,
Technical Manual. Washington DC, 2004.

37. Randolph WM, Mahnken JD, Goodwin JS, Freeman JL. Using
Medicare data to estimate the prevalence of breast cancer screening in
older women: comparison of different methods to identify screening
mammograms. Health Serv Res. 2002;37(6):1643–57.

38. Cohen SB. An evaluation of alternative PC-based software packages
developed for the analysis of complex survey data. Am Stat. 1997;51
(3):285–92.

39. Lemeshow S, Letenneur L, Dartigues J, Lafont S, Orgogozo J,
Commenges D. Illustration of analysis taking into account complex
survey considerations: the association between wine consumption and
dementia in the PAQUID study. Am J Epidemiol. 1998;148(3):298–306.

40. National Institute on Alcohol Abuse and Alcoholism. National epidemi-
ological survey on alcohol and related conditions. Alcohol Alert. Available
at: http://pubs.niaaa.nih.gov/publications/AA70/AA70.htm. Accessed
June 5, 2008.

41. Rice C, Duncan D. Alcohol use and reported physician visits in older
adults. Prev Med. 1995;24:229–34.

42. Heywood A, Sanson-Fisher R, Ring I, Mudge P. Risk prevalence and
screening for cancer by general practitioners. Prev Med. 1994;23:152–9.

43. National Cancer Institute. Estimating breast cancer risk: questions and
answers. NCI Fact Sheets. Available at: http://www.cancer.gov/cancer
topics/factsheet/estimating-breast-cancer-risk. Accessed June 5, 2008.

44. Armstrong MA, Midanik LT, Klatsky AL. Alcohol consumption and
utilization of health services in a health maintenance organization. Med
Care. 1998;36(11):1599–605.

45. Midanik LT, Clark WB. The demographic distribution of U.S. drinking
patterns in 1990: description and trends from 1984. Am J Public Health.
1994;84(8):1218–22.

1748 Merrick et al.: Unhealthy Drinking and Preventive Services JGIM

http://pubs.niaaa.nih.gov/publications/Practitioner/CliniciansGuide2005/guide.pdf
http://pubs.niaaa.nih.gov/publications/Practitioner/CliniciansGuide2005/guide.pdf
http://www.cms.hhs.gov/MCBS/Downloads/CNP_2003_appendixA.pdf
http://www.cms.hhs.gov/MCBS/Downloads/CNP_2003_appendixA.pdf
http://www.cms.hhs.gov/MCBS/Downloads/2003_CBQ_hs.pdf
http://www.cms.hhs.gov/MCBS/Downloads/2003_CBQ_hs.pdf
http://www.dxcg.com/products-services/risksmart-tandlone.asp
http://www.hartfordign.org/publications/trythis/issue02.pdf
http://www.hartfordign.org/publications/trythis/issue02.pdf
http://www.ahrq.gov/clinic/USPSTFix.htm#Recommendations
http://www.cdc.gov/vaccines/recs/schedules/downloads/adult/06�07/adult-schedulew.pdf
http://www.cdc.gov/vaccines/recs/schedules/downloads/adult/06�07/adult-schedulew.pdf
http://pubs.niaaa.nih.gov/publications/AA70/AA70.htm
http://www.cancer.gov/cancertopics/factsheet/estimating-breastancer-isk
http://www.cancer.gov/cancertopics/factsheet/estimating-breastancer-isk


C
a

J
R
a

b

c

d

e

f

g

h

i

a

A
R
R
A
A

K
P
A
I
T

A
D
G

0
d

Atherosclerosis 203 (2009) 509–514

Contents lists available at ScienceDirect

Atherosclerosis

journa l homepage: www.e lsev ier .com/ locate /a therosc leros is

ross-sectional relations of multiple inflammatory biomarkers to peripheral
rterial disease: The Framingham Offspring Study�

oanne M. Murabitoa,b,∗, Michelle J. Keyesa,f, Chao-Yu Guog, John F. Keaney Jr.h,
amachandran S. Vasana,c,d,e,i, Ralph B. D’Agostino Sr. a,f, Emelia J. Benjamina,c,d,e,i

National Heart, Lung and Blood Institute’s Framingham Heart Study, Framingham, MA, United States
Section of General Internal Medicine, Boston University School of Medicine, Boston, MA, United States
Department of Cardiology, Boston University School of Medicine, Boston, MA, United States
Department of Preventive Medicine, Boston University School of Medicine, Boston, MA, United States
Whitaker Cardiovascular Institute, Boston University School of Medicine, Boston, MA, United States
Statistics and Consulting Unit, Department of Mathematics and Statistics, Boston University, Boston, MA, United States
Children’s Hospital and Harvard Medical School, Boston, MA, United States
University of Massachusetts Medical School, Worcester, MA, United States
Epidemiology Section, Boston University School of Public Health, Boston University, Boston, MA, United States

r t i c l e i n f o

rticle history:
eceived 7 March 2008
eceived in revised form 19 June 2008
ccepted 27 June 2008
vailable online 9 July 2008

eywords:
eripheral arterial disease
nkle-brachial index

nterleukin-6
umor necrosis factor receptor 2

a b s t r a c t

Background: Emerging evidence suggests that different inflammatory biomarkers operate through distinct
biologic mechanisms. We hypothesized that the relation to peripheral arterial disease (PAD) varies for
individual markers.
Methods: In a community-based sample we measured 12 biomarkers including plasma CD40 ligand,
fibrinogen, lipoprotein-associated phospholipase-A2 mass and activity, osteoprotegerin, P-selectin, and
tumor necrosis factor receptor 2 (TNFR2); and serum C-reactive protein, intracellular adhesion molecule-
1, interleukin-6, monocyte chemoattractant protein-1, and myeloperoxidase in Framingham Offspring
Study participants (n = 2800, 53% women, mean age 61 years). We examined the cross-sectional relation
of the biomarker panel to PAD using (1) a global test of significance to determine whether at least one
of 12 biomarkers was related to PAD using the TEST statement in the LOGISTIC procedure in SAS and (2)
stepwise multivariable logistic regression with forward selection of markers with separate models for
(1) ankle-brachial index (ABI) category (<0.9, 0.9–1.0, >1.0) and (2) presence of clinical PAD (intermittent
claudication or lower extremity revascularization).
Results: The group of inflammatory biomarkers were significantly related to both ABI and clinical PAD

(p = 0.01 and p = 0.02, respectively, multi-marker adjusted global significance test). Multivariable forward
elimination regression retained interleukin-6 and TNFR2 as significantly associated with PAD. For one
standard deviation change in interleukin-6 and TNFR2 concentrations, there was a 1.21 (p = 0.005) and
1.19 (p = 0.009) increased odds of a change in ABI level respectively. Similar results were observed for
clinical PAD.
Conclusion: Interleukin-6 and TNFR2 were significantly associated with PAD independent of established
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. Introduction

Peripheral arterial disease (PAD) affects approximately five to
ight million Americans [1] and is a powerful predictor of incident
oronary heart disease, stroke, and mortality [2–4]. The ankle-
rachial index (ABI), a subclinical measure of PAD, is considered
marker of generalized atherosclerosis. It is now well estab-

ished that inflammation plays a central role in the pathogenesis
f atherosclerosis and, further, that various inflammatory markers
redict incident cardiovascular disease (CVD) events [5,6]. How-
ver, risk for CVD associated with inflammatory markers is often
ttenuated with adjustment for traditional risk factors.

The relation between inflammatory markers and PAD is not fully
haracterized. C-reactive protein predicts risk of symptomatic PAD
7,8], and also is associated with atherosclerosis in the aorta [9]
nd femoral artery [10], but the associations are attenuated after
ccounting for established risk factors. Adjusted inverse relations
etween the ABI and C-reactive protein have been reported in men
11], in ever smokers [12], and in persons with prevalent CVD [13].
igher C-reactive protein concentrations are associated with pro-
ression of aortic, iliac, and lower extremity atherosclerosis [14],
nd in one small study both a low ABI and a high C-reactive pro-
ein identified persons at greatest risk for clinical events and death
15]. Reports of the relations between other inflammatory mark-
rs and PAD are limited, often focus on a single marker, or on
mall hospital-based or referral-based samples, and demonstrate
onflicting results [10,16–18]. Emerging evidence suggests that
ifferent inflammatory markers operate through distinct biologic
echanisms, and thus the relative importance to the atheroscle-

otic process and PAD may differ for individual markers.
We examined the cross-sectional relations of a panel of 12

nflammatory biomarkers and PAD in a large community-based
ample. We selected the inflammatory and oxidative stress mark-
rs to represent various stages and pathways in the inflammatory
rocess, including chemokines (monocyte chemoattractant-1),
ytokines (interleukin-6, tumor necrosis factor-alpha and tumor
ecrosis receptor-2; selectins [P-selectin and CF40 ligand] cell
dhesion molecules [intercellular adhesion molecule-1]) acute
hase reactants (C-reactive protein, fibrinogen), and an oxidative
tress marker (myeloperoxidase). We hypothesized that different
nflammatory markers represent distinct biologic pathways, and
hus not all markers would be related to PAD. Moreover, we pos-
ulated that the strength of the relation would vary for different
iomarkers operating through unique pathways. To our knowl-
dge, no other study has evaluated the relation between multiple
iomarkers from potentially diverse biologic pathways and PAD
onjointly.

. Methods

.1. Study sample

The Framingham Offspring Study was initiated in 1971 when
124 adult children (and offspring spouses) of the Original cohort
ere enrolled in the Framingham Heart Study. Offspring partici-
ants have been examined approximately every 4–8 years since
he study’s inception. Written informed consent was obtained at
ach examination and the Institutional Review Board of Boston
niversity Medical Center approved the examination content.

Offspring participants who attended the seventh examination

ycle (1998–2001) were eligible for this study. The examination
ncluded a standardized medical history and physical examination,
lectrocardiogram, noninvasive cardiovascular testing, and mea-
urement of fasting lipids, glucose, and a panel of inflammatory
iomarkers. Of the 3539 participants attending the examination,
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05 were examined off-site and did not have ABI testing, 92 partic-
pants had incomplete ABI data, and 12 participants were excluded
ecause of an ABI > 1.4. We further excluded participants missing all
iomarker data (n = 289) and participants with incomplete risk fac-
or data (n = 141). Thus, our study sample included 2800 Offspring
articipants with data available for all 12 biomarkers and complete
isk factor data.

.2. Measurement of ankle-brachial index

Ankle-brachial systolic blood pressure measurements were
btained using a standard protocol by trained technicians and the
etails previously published [19]. An 8 MHz Doppler pen probe and
n ultrasonic Doppler flow detector (Parks Medical Electronics, Inc.)
ere used to measure the systolic blood pressure in each limb. All

imb blood pressures were repeated, and if the initial and repeat
lood pressures differed by more than 10 mmHg at any one site,
third measurement was obtained. Measurements were obtained

rom the dorsalis pedis artery only if the posterior tibial pulse could
ot be located by palpation or with Doppler probe. For this study,
he ABI was defined as the ratio of the average systolic blood pres-
ure in the ankle divided by the average systolic blood pressure in
he higher arm. The lower ABI was used for analysis. Based on prior
pidemiologic studies, we analyzed ABI < 0.9 as indicative of PAD.

.3. Intermittent claudication and lower extremity
evascularization

Intermittent claudication was assessed using a standardized
hysician-administered questionnaire that inquired about the
resence of exertional calf discomfort related to walking uphill
r walking rapidly and was relieved with rest. Two physicians
ndependently interviewed all participants suspected to have inter-

ittent claudication. An endpoint panel, comprised of three senior
nvestigators, examined all medical evidence and made the final
iagnosis of the presence of intermittent claudication. Participants
ere also queried about revascularization procedures including

ower extremity bypass surgery and percutaneous transluminal
ngioplasty. The endpoint panel reviewed hospital records for all
ardiovascular procedures.

.4. Inflammatory biomarker measurement

At examination cycle seven, 12 biomarkers were measured
ncluding plasma CD40 ligand, fibrinogen, lipoprotein-associated
hospholipase A2 mass and activity, osteoprotegerin, P-selectin,
nd tumor necrosis factor receptor 2 (TNFR2); and serum C-reactive
rotein, intracellular adhesion molecule-1, interleukin-6, mono-
yte chemoattractant protein-1, and myeloperoxidase. Specimens
ere collected from fasting participants and plasma and serum

liquots were stored at −80 ◦C until analysis. Biomarkers, except
-reactive protein, were measured in duplicate with commer-
ially available ELISA kits from R&D Systems (intracellular adhesion
olecule-1, interleukin-6, monocyte chemoattractant protein-1, P-

electin, TNFR2), Bender MedSystems (CD40 ligand), Diagnostica
fibrinogen), Oxis (myeloperoxidase) and ALPCO (osteoprotegerin).
he Dade Behring BN100 nephelometer was used to measure high
ensitivity C-reactive protein. Lipoprotein-associated phospholi-
ase A2 activity was measured by GlaxoSmithKline, and mass
as measured by DiaDexus. Details for assays have been pre-
iously published [20]. The intra-assay coefficients of variation
or the biomarkers were as follows: CD40 ligand 4.4 ± 3.4%, fib-
inogen 1.1 ± 1.1%, intracellular adhesion molecule-1 3.7 ± 2.4%,
nterleukin-6 3.1 ± 2.1%, lipoprotein-associated phospholipase A2
ctivity 7.0% (low) and 5.9% (high) and mass (based on 24% dupli-
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ate readings) 6% (low) and 8% (high) concentrations, monocyte
hemoattractant protein-1 3.8 ± 3.3%, myeloperoxidase 3.0 ± 2.5%,
steoprotegerin 3.7 ± 2.9%, P-selectin 3.0 ± 2.2%, TNFR2 2.2 ± 1.6%.
he kappa statistic based on 146 C-reactive protein samples was
.95. Additionally, plasma tumor necrosis factor alpha (R&D Sys-
ems, CV 7.6% low, 5.6% high control) and urinary isoprostanes,
-Epi-PGF2� (Cayman, Ann Arbor, MI; CV 9.1 ± 5.8%), indexed to
rinary creatinine were measured on a subset of participants.

.5. Clinical covariate assessment

Covariates were defined at the time of examination cycle seven.
edication use and current smoking within the year preced-

ng the exam were self-reported. Resting blood pressure was
easured twice by the examining physician. Hypertension was

efined as an average blood pressure of systolic ≥140 or dias-
olic ≥90 mmHg or use of anti-hypertensive medication. Body mass
ndex was calculated as weight in kilograms divided by the height
n meters squared. Diabetes was defined by fasting blood glucose
f ≥126 mg/dL, or use of insulin or oral hypoglycemic agents. CVD
as defined as coronary heart disease, stroke or transient ischemic

ttack, and heart failure. An endpoint adjudication panel made the
nal diagnostic determination using previously reported criteria
21].

.6. Statistical analysis

Sex-specific standardization of biomarkers was performed (i.e.,
ithin each sex, biomarkers were standardized to have a mean

f 0 and a standard deviation of 1). Due to skewed distri-
utions, biomarker concentrations were natural logarithmically
ransformed for analysis. Our primary analysis was the simultane-
us consideration of multiple biomarkers (independent variables)
n relation to PAD defined as two separate variables: (1) ABI cat-
gory (ABI: <0.9, 0.9–1.0, >1.0) and (2) presence of clinically overt
AD defined as intermittent claudication or lower extremity revas-
ularization. Separate logistic regression models were run for ABI
ategory and presence of clinically overt PAD. First, we performed
global test of significance to determine whether at least one of

2 biomarkers was related to the PAD dependent variables using
he TEST statement in the LOGISTIC procedure in SAS. The analysis

as adjusted for age, sex, and the following 13 clinical covari-

tes previously reported to be correlated with biomarkers and or
AD [19,22,23]: current cigarette smoking, number of pack-years
f cigarette smoking, diabetes, fasting glucose, body mass index,
aist circumference, total to HDL cholesterol ratio, fasting triglyc-

t
a
i
a
r

able 1
linical characteristics of the study sample

ariable mean (S.D.) or % Intermittent claudication

Yes or vascular intervention, N = 90

ge, years 67 (9)
omen, % 43

urrent smoking, % 27
ack years among ever smokers, mean 63 (25)
iabetes, % 29
ody mass index, kg/m2 29.7 (6.1)
otal/HDL cholesterol ratio 4.5 (1.4)
ipid lowering treatment, % 49
ypertension, % 74
ypertension treatment, % 68
spirin usea, % 57
revalent cardiovascular diseaseb, % 52
ormone replacement among women, % 38

a Aspirin use is defined as three or more tablets per week.
b Cardiovascular disease did not include intermittent claudication.
osis 203 (2009) 509–514 511

ride, lipid lowering treatment, hypertension, aspirin use, prevalent
VD (myocardial infarction, coronary insufficiency, angina pec-
oris, stroke, or transient ischemic attack), and use of hormone
eplacement therapy. Second, we conducted a stepwise multivari-
ble ordinal logistic regression with PAD as the dependent variable,
ith forward selection of biomarkers using a p < 0.05 adjusting for

ge, sex, and forcing the 13 clinical covariates into the model. For
iomarkers identified to be related to PAD in the second step of the
nalysis we calculated point estimates of the odds ratio (or i.e., the
elative change in odds of PAD), with 95% confidence intervals, per
tandard deviation increase of the biomarker examined.

We conducted several secondary analyses. We examined effect
odification by age (<60, ≥60 years) and sex for significant

iomarker—PAD relations. We repeated the analysis in persons
ree of CVD. Finally because multiple reports have used different

arkers or sets of markers, we analyzed the multivariable-adjusted
inear relations of each log-transformed marker (dependent vari-
ble), one marker at a time, to the independent PAD measures using
ROC GLM in SAS. Tumor necrosis factor-alpha was measured on a
ubset of participants attending examination cycle seven (n = 2129)
nd was included in the secondary analysis. SAS version 8.1 was
sed to perform all analyses [24].

. Results

.1. Participant characteristics and biomarker concentrations

Clinical characteristics of the study sample by presence of
linically overt PAD, and by ABI category are shown in Table 1.
articipants with PAD, defined by symptoms or an ABI < 0.9, were
lder than participants without PAD. The untransformed median
or the 12 biomarkers and tumor necrosis factor-alpha (available
n a subset) by ABI level are shown in Table 2. A graded increase in
arker concentrations across decreasing ABI levels was present for

ll markers except lipoprotein-associated phospholipase A2 mass
nd activity whereas an inverse relation was seen for CD40 ligand.

.2. Global relations of multiple biomarkers and measures of PAD

The inflammatory markers as a group were significantly related
o both ABI and clinically detected PAD (p = 0.01 and p = 0.02 respec-

ively for the multi-marker adjusted global test of significance)
s shown in Table 3. The forward elimination regression retained
nterleukin-6 and TNFR2 in the final models as significantly associ-
ted with ABI and with intermittent claudication or lower extremity
evascularization. The odds of a one category reduction in ABI

Ankle-brachial index

No, N = 2710 <0.9, N = 111 0.9–1.0, N = 225 >1.0–1.4, N = 2464

61 (9) 70 (8) 65 (10) 60 (9)
54 50 71 52
13 30 26 12
43 (23) 65 (25) 47 (23) 41 (22)
12 26 20 11
28.0 (5.1) 28.2 (5.5) 28.5 (6.6) 28.0 (4.9)

4.0 (1.3) 4.4 (1.5) 4.0 (1.5) 4.1 (1.3)
19 40 28 19
44 76 62 42
32 66 49 31
30 49 34 30
10 33 15 9
30 16 31 31
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Table 2
Unadjusted inflammatory marker data by ankle-brachial index level

Marker, units Ankle-brachial index

<0.9, N = 111 0.9–1.0, N = 225 >1.0–1.4, N = 2464

Untransformed marker concentrations, median (lower, upper quartile)

CD40 ligand, ng/mL 0.78 (0.46, 2.31) 0.96 (0.53, 3.04) 1.27 (0.56, 4.07)
C-reactive protein, mg/L 3.77 (1.99, 8.89) 3.71 (1.53, 7.08) 2.02 (0.94, 4.76)
Fibrinogen, mg/dL 425 (384, 481) 388 (349, 446) 368 (326, 418)
Intercellular adhesion molecule-1, ng/mL 283 (243, 323) 255 (223, 292) 239 (209, 279)
Interleukin-6, pg/mL 4.82 (2.85, 7.84) 3.46 (2.21, 5.66) 2.58 (1.75, 4.09)
LpPLA2, mass, nmol/(mL min) 284 (231, 374) 293 (231, 367) 288 (229, 360)
LpPLA2, activity, ng/mL 143 (120, 173) 134 (116, 162) 141 (119, 165)
Monocyte chemoattractant protein-1, pg/mL 346 (283, 412) 326 (269, 409) 310 (252, 378)
Myeloperoxidase, ng/mL 43.4 (29.5, 61.7) 40.3 (26.9, 58.2) 39.9 (27.8, 59.6)
Osteoprotegerin, pmol/L 6.71 (5.35, 8.36) 5.85 (4.88, 7.10) 5.30 (4.39, 6.34)
P-selectin, pg/mL 39.7 (31.4, 54.0) 38.5 (31.4, 48.7) 36.0 (28.2, 45.1)
Tumor necrosis factor receptor 2, pg/mL 2407 (2024, 3187) 2154 (1718, 2856) 1945 (1642, 2340)
Tumor necrosis factor alphaa, pg/mL 1.51 (1.15, 1.85) 1.37 (0.99, 1.92) 1.18 (0.92, 1.58)
Urinea 8-epi-PGF2� , ng/mmol 162 (103, 247) 151 (100, 234) 131 (88, 192)

a TNF-� data is available on a subset of 2129 participants, urine 8-epi-PGF2 available on 2404 participants LpPLA2 = lipoprotein-associated phospholipase A2.

Table 3
Joint consideration of biomarkers in relation to the ankle-brachial index and clinical peripheral arterial disease

Global Pa Stepwise selection biomarkerb Odds ratio (95% confidence interval)c p-Value

ABId 0.01 Interleukin-6 1.21 (1.06, 1.38) 0.005
TNFR2 1.19 (1.05, 1.36) 0.009

Intermittent claudication or lower extremity
revascularization

0.02 Interleukin-6 1.36 (1.06, 1.74) 0.02
TNFR2 1.31 (1.04, 1.64) 0.02

a A simultaneous test of whether at least one of the 12 biomarkers were related to PAD (PAD is the dependent variable). Covariates in multivariable model include age,
sex, current cigarette smoking, number of pack-years of cigarette smoking, diabetes, fasting glucose, body mass index, waist circumference, total to HDL cholesterol ratio,
fasting triglyceride, lipid lowering treatment, hypertension, aspirin use (≥3 per week), prevalent cardiovascular disease (excluding intermittent claudication), and hormone
replacement therapy use (women only).

b Individual biomarkers significantly related to PAD after forward stepwise selection (PAD is the dependent variable) are displayed.
c Point estimate indicates relative change in odds of PAD (ABI level or presence versus absence of intermittent claudication or lower extremity revascularization) per
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evel increased by 21 and 19% per a 1-standard deviation increase
n interleukin-6 and TNFR2, respectively. Similar results were
bserved for intermittent claudication or revascularization.

.3. Secondary analyses

In analyses of ABI, excluding participants with prevalent CVD
n = 2496), the global test examining whether the markers as a
roup were related to ABI was not significant (p = 0.34). The forward
tepwise selection regression retained only interleukin-6 with a
early identical point estimate (estimate 1.21, 95% confidence inter-
al 1.05, 1.39, p = 0.01). The analysis of clinical PAD was not run in
articipants free of prevalent CVD due to small numbers (n = 43).
o significant interactions were noted for sex and age with regard

o the association between biomarkers and ABI.
In adjusted regression models examining each marker sepa-

ately, C-reactive protein, interleukin-6, fibrinogen, tumor necrosis
actor alpha, and TNFR2 were significantly inversely related to ABI
evel (p-values ranging from <0.0001 to 0.02). For each biomarker,

e exponentiated the adjusted mean log-transformed biomarker

nd its 95% confidence interval to obtain its adjusted geometric
ean and corresponding 95% confidence interval (Table 4). Simi-

ar markers were associated with clinical PAD (C-reactive protein,
nterleukin-6, and TNFR2; p-values ranging from <0.0001 to 0.01)

ith the following exceptions: fibrinogen and tumor necrosis factor
lpha were not significantly associated (data not shown).

a
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r log Interleukin-6 and 0.30 for log TNFR2).

. Discussion

.1. Principal findings

In our cross-sectional community-based study, we examined
he relations of a panel of 12 inflammatory biomarkers to PAD
ssessed by ABI, and by clinically defined intermittent claudication
nd/or lower extremity revascularization. Interleukin-6 and TNFR2
ere significantly related to both measures of PAD. In secondary

nalyses, examining the relation of each marker separately to ABI,
e observed additional significant inverse relations for C-reactive
rotein, fibrinogen, and tumor necrosis factor alpha after adjusting
or known risk factors.

.2. Interleukin-6 and PAD

Interleukin-6 is known to play a critical role in the inflamma-
ory process with both pro-inflammatory and anti-inflammatory
ffects that include the stimulation of C-reactive protein, fibrino-
en and other acute phase reactants and increased endothelial cell
dhesiveness. In accordance with our results, in a small study of

atients with intermittent claudication, interleukin-6 concentra-
ions were higher in patients compared to healthy controls both
t rest and after treadmill exercise (p < 0.001) suggesting that this
arker is associated with peripheral atherosclerosis [25]. In a

ospital-based investigation of the interleukin-6 G (-174) C geno-
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Table 4
Secondary analyses: multivariable-adjusted regression of individual biomarkers on ankle-brachial indexa

Biomarker Geometric means and 95% confidence intervalsb

Ankle-brachial index level

<0.9 0.9–1.0 >1.0–1.4 p-Value

C-reactive protein 2.91 (2.42, 3.51) 2.44 (2.15, 2.77) 2.19 (2.11, 2.28) 0.007
Interleukin-6 3.64 (3.21, 4.13) 3.09 (2.84, 3.37) 2.86 (2.78, 2.93) 0.0005
Fibrinogen 394 (381, 407) 372 (363, 381) 372 (369, 374) 0.005
Tumor necrosis factor alpha 1.43 (1.29, 1.58) 1.32 (1.24, 1.42) 1.25 (1.22, 1.27) 0.02
TNFR2 2258 (2142, 2379) 2087 (2013, 2164) 2009 (1987, 2030) <0.0001
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a Biomarkers with p < 0.05 displayed.
b For each biomarker (dependent variable), we exponentiated the adjusted mean lo
ean and corresponding 95% confidence interval. Covariates in multivariable mode

ypes, in patients with type II diabetes with and without PAD,
he GG genotype and higher plasma concentrations of interleukin-

and other inflammatory markers were more common in PAD
atients [26]. The investigators of that report hypothesize that the
G genotype promotes PAD in patients with diabetes by induc-

ng release of interleukin-6 which in turn results in increased
oncentrations of other biomarkers such as C-reactive protein. In
he Edinburgh Artery Study, inflammatory marker concentrations,
ncluding interleukin-6, were significantly elevated at baseline in
articipants who developed symptomatic PAD during follow-up
27]. In that study, interleukin-6 was a predictor of incident PAD
ut the association was attenuated with adjustment for CVD risk
actors.

Elevated concentrations of interleukin-6 have been noted in a
ommunity-based sample of older participants with a low ABI [28],
finding similar to our study. Furthermore, interleukin-6 was pre-
ictive of PAD progression defined by declining ABI over 12 years
f follow-up even after adjusting for traditional risk factors and
ther inflammatory markers (C-reactive protein, intracellular adhe-
ion molecule-1, vascular adhesion molecule-1, and E-selectin) [16],
nd hemostatic factors [17]. Moreover, interleukin-6 was the only
nflammatory marker independently associated with ABI decline
n persons free of baseline PAD. The independent predictive value
f interleukin-6 in relation to PAD progression may reflect its
ole in both inflammatory and hemostatic processes. Additionally,
nterleukin-6 predicts the development of type II diabetes [29]
nd hypertension [30], both significant predictors of PAD. Finally,
nterleukin-6 predicts risk for incident CVD events [5] and persons

ith coronary disease have nearly a threefold risk of intermit-
ent claudication. Hence, the association between interleukin-6
nd PAD is likely mediated through a variety of complex inter-
elated biologic pathways and appears to extend to early peripheral
therosclerosis, atherosclerosis progression, and incident symp-
omatic disease.

.3. TNFR2 and PAD

Tumor necrosis factor alpha is a pro-inflammatory cytokine
hat affects vascular tissues including endothelial cells. Tumor
ecrosis factor alpha exerts its biologic effects through two cell
urface receptors, TNFR1 and TNFR2. However, the role of TNFR2
n the regulation of inflammatory responses in endothelial cells
s unclear. In mice, the proatherogenic effect of tumor necrosis
actor alpha was mediated primarily through TNFR2 [31]. Fur-
her, in mice endothelial TNFR2 is essential for tumor necrosis

actor alpha induced leukocyte–endothelial-cell interaction which

ediates several important steps of the inflammatory response
ncluding leukocyte rolling, adhesion, and transmigration [32]. A
otential mechanism for TNFR2 mediated endothelial dysfunction

s the down-regulation of lysyl oxidase, a key enzyme in extracellu-

t
b
s
t
i

sformed biomarker and its 95% confidence interval to obtain its adjusted geometric
de covariates listed in Table 3 legend.

ar matrix maturation. TNFR2 has been shown to be involved in lysyl
xidase down-regulation, which in turn is associated with endothe-
ial dysfunction [33]. To our knowledge there is only one small
tudy of patients with intermittent claudication and critical limb
schemia demonstrating elevated tumor necrosis factor receptor
oncentrations compared with controls [34].

.4. Other markers and PAD

In the Physician’s Health Study, C-reactive protein was the
trongest nonlipid predictor of the development of symptomatic
AD [8]. In that report both C-reactive protein and fibrinogen
mproved risk prediction for PAD. However, the two markers were
orrelated and C-reactive protein was the stronger predictor of
isk. The associations between C-reactive protein and fibrinogen
nd incident PAD were confirmed by the Edinburgh Artery Study
nd persisted after accounting for risk factors and prevalent CVD
27]. Additional associations between C-reactive protein and ABI,
AD progression, and risk for adverse CVD events among indi-
iduals with PAD have been reported [11,13,28]. However, these
rior reports were limited as only a few other biomarkers were
xamined. If we considered each marker separately, both C-reactive
rotein and fibrinogen were associated with PAD. But in our global
odel that considered all 12 biomarkers conjointly neither C-

eactive protein nor fibrinogen was significantly associated with
AD. One possible explanation may be that the effect of C-reactive
rotein and fibrinogen may be mediated through interleukin-6 and
NFR2. It is known that interleukin-6 up-regulates both C-reactive
rotein and fibrinogen and that all three biomarkers are correlated.

.5. Strengths and limitations

The strengths of the present study include the community-
ased sample, the simultaneous measurement of a panel of
iomarkers, and the direct measurement of clinical factors previ-
usly reported to be correlated with PAD and or the inflammatory
arkers. Several limitations merit comment. The study is cross-

ectional and thus we cannot infer that the associations between
AD and the inflammatory markers are causal. We suspect, but
annot establish with the current study design that the relations
re bidirectional, with inflammation contributing to PAD and PAD
xacerbating systemic inflammation. Conversely, we note that we
ay have failed to detect small to modest associations. Medi-

ation usage (aspirin and lipid lowering treatments) may have
ltered some inflammatory marker concentrations. Since medica-

ion usage was higher in those with PAD, our results may have
een biased toward a null result. In addition, the estimated effect
izes of the observed associations were modest; we acknowledge
hat statistical significance is not synonymous with clinical signif-
cance. We acknowledge that walk test data would have enhanced
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he accuracy of a PAD diagnosis. Lastly, our sample is primarily
hite, limiting the ability to generalize our results to other racial

nd ethnic groups.

. Conclusions

In a community-based sample interleukin-6 and TNFR2 were
ignificantly associated with PAD accounting for established risk
actors. Their effects appear to be independent of each other sug-
esting that each marker represents a distinct biologic pathway
ediating the complex process of vascular inflammation in periph-

ral atherosclerosis. Further research is needed to establish the role
f these markers in predicting incident clinical PAD events and
isease progression and to determine whether therapies targeting
hese markers alter prognosis in patients with PAD.
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Objectives. We sought to determine change in the prevalence of functional limi-
tations and physical disability among the community-dwelling elderly population
across 3 decades.

Methods. We studied original participants of the Framingham Heart Study, aged
79 to 88 years, at examination 15 (1977–1979; 177 women, 103 men), examination
20 (1988–1990; 159 women, 98 men) and examination 25 (1997–1999; 174 women,
119 men). Self-reported functional limitation was defined using the Nagi scale,
and physical disability was defined using the Rosow-Breslau and Katz scales.

Results. Functional limitations declined across examinations from 74.6% to
60.5% to 37.9% (P < .001) among women and from 54.2% to 37.8% to 27.8%
(P<.001) among men. Physical disability declined from 74.5% to 48.5% to 34.6%
(P < .001) among women and 42.3% to 33.3% to 22.8% (P = .009) among men.
Among women, improvements in functional limitations (P = .05) were greater
from examination 20 to 25, whereas for physical disability (P=.02), improvements
were greater from examination 15 to 20. Improvements in function were con-
stant across the 3 examinations in men.

Conclusions. Among community-dwelling elders, the prevalence of functional
limitations and physical disability declined significantly in both women and men
from the 1970s to the 1990s. This may in part be due to improvements in tech-
nological devices used to maintain independence. Further work is needed to
identify the underlining causes of the decline so preventative measures can be
established that promote independence for the elderly population. (Am J Public
Health. 2008;98:1256–1262. doi:10.2105/AJPH.2007.128132)

Temporal Trends in Self-Reported Functional Limitations 
and Physical Disability Among the Community-Dwelling 
Elderly Population: The Framingham Heart Study
| Joanne M. Murabito, MD, ScM, Michael J. Pencina, PhD, Lei Zhu, MA, Margaret Kelly-Hayes, EdD, RN, Peter Shrader, MA,

and Ralph B. D’Agostino Sr, PhD

We obtained self-reported information on
functional limitations and physical disability
among surviving members of the original co-
hort of the Framingham Heart Study in late
life (aged 79–88 years) who attended re-
search examinations over 3 points in time
from the 1970s to the 1990s. We hypothe-
sized that the prevalence of functional limita-
tions and physical disability would decline
over time among elders, with a greater de-
cline among women than among men. Our
study cohort is particularly well suited for
this investigation, because the Framingham
Disability Study19 introduced questionnaires
to measure self-reported functional limita-
tions and physical disability beginning in
1976 that were repeated on successive ex-
aminations. Moreover, this cohort has been
well characterized for over 50 years, with

documentation of validated medical condi-
tions and measurement of risk factors.

METHODS

Study Setting and Participants
The Framingham Heart Study was initiated

in 1948 when 5209 participants, aged 28 to
62 years, were enrolled in a prospective car-
diovascular disease study.20,21 Since the study
inception, participants have been examined
biennially, including a standardized physician-
administered medical history and physical
examination, electrocardiogram, noninvasive
testing, and measurement of lipids and glu-
cose. Written informed consent was obtained
from each of the participants.

Because we were interested in studying
trends in late-life disability, we restricted our

National surveys and epidemiological studies
have reported a significant decline in self-
reported functional limitations and physical
disability among older adults.1–7 Despite
consensus among reports, uncertainty exists
with regard to the magnitude, rate, and spe-
cific characteristics of the disability de-
cline.5,6,8 Variations in study samples, evolv-
ing measures of functional limitation and
disability, and differences in study questions
and responses contribute to the inconsisten-
cies in disability trends.5,6 Furthermore, dis-
parities exist in the improvement in function,
with marked variations according to age,
gender, race, and socioeconomic and educa-
tional attainment.1,9,10 Compared with men,
women report greater difficulty with physical
function and less recovery from disability.1

Surveys have reported that declines in func-
tional limitations occurred only among
women11 or were larger among women than
among men,12 whereas others note that dis-
ability declines were about the same among
women and men.3,13 Thus, it remains unclear
if the disability gaps between men and women
have narrowed or remained stable over time.4

The causes for the improved disability
trends are not well understood. One possible
explanation is the “compression of morbidity”
hypothesis, whereby disease and disability are
postponed until the end of the lifespan.14,15

However, the consequences of an increase in
life expectancy in the United States in rela-
tion to the overall health of older adults con-
tinue to be debated. Other divergent para-
digms have been proposed to describe the
possible health-related consequences of living
longer, including a rise in chronic disease
and disability16 and a dynamic equilibrium
whereby declines in mortality result in in-
creases in chronic disease with lesser severity
and disability.17,18
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study sample to participants aged 79 to 88
years. The age restriction ensured age compa-
rability across time points, minimizing any
confounding effects of age and permitting ad-
equate numbers of both men and women at a
given age across the time points. We did not
study younger ages, because improvements
in disability have been reported for adults
aged 55 to 70 years.22 Participants with de-
mentia were excluded to enhance the accu-
racy of the disability data, because the data
are self-reported. Original cohort examina-
tions 15 (August 1977–November 1979), 20
(January 1988–June 1990), and 25 (October
1997–November 1999) were chosen for
study, because examinations 14 and 15 were
the first time functional data were collected
and the subsequent examinations were con-
ducted at approximately 10-year intervals. Fi-
nally, collection of physical function data at
examination 15 was limited to noninstitution-
alized participants; therefore, we restricted
our sample to participants attending a clinic
examination. Hence, our final study sample
consisted of 3 different groups of participants,
aged 79 to 88 years, 1 group for each chosen
examination time point. (An additional
table of data on the original Framingham co-
hort attending index examinations 15, 20,
and 25 provides the details of eligibility and
exclusion for the final study sample and is
available as a supplement to the online ver-
sion of this article at http://www.ajph.org.)

Assessment of Functional Limitations
and Physical Disability

In our study, we defined functional limita-
tions based on the physical performance scale
adapted from Nagi20 and physical disability
with the modified Katz Activity of Daily Living
(ADL)22 scale and the Rosow-Breslau func-
tional health scale.21 These self-reported mea-
sures have been used in other large population-
based studies with high test–retest reliability,
permitting use in longitudinal analyses.1,23–27

Technicians interviewed each participant by
asking standardized questions and recording
response choices at each examination. The
script used for the Katz ADL scale was modi-
fied from examination 15 (“Other than when
you might have been in the hospital, was there
any time during the past 12 months in which
you needed help from another person or from

some special equipment or device?”) to exams
20 and 25 (“During the course of a normal
day, can you do the following activities inde-
pendently or do you need human assistance or
use of a device?”). Functional limitation was
considered present if a participant reported
more than a little difficulty on any of the 7
items of the Nagi scale: pulling or pushing
large objects, like a living room chair; either
stooping, crouching, or kneeling; reaching or
extending arms above shoulder level; reaching
or extending arms below shoulder level; either
writing or handling or fingering small objects;
standing in one place for long periods; and sit-
ting for at least 1 hour. Response choices in-
cluded no difficulty, a little difficulty, some dif-
ficulty, a lot of difficulty, or don’t do under
doctor’s orders and unable to do (examinations
20 and 25).

For physical disability determination, we
used the Rosow-Breslau functional health
scale to document the following 3 gross-
mobility tasks: walk 0.5 mile, walk up and
down stairs to second floor, and do heavy
work around the house. Participants reported
whether they were able or unable to do these
tasks without help. At examination 25, the
question of walking up and down 1 flight of
stairs was asked with the modified Katz ADL
scale. The modified Katz ADL scale included
the following 5 items: bathing, dressing, eat-
ing, getting from bed to chair, and walking
across a small room. On examinations 20 and
25, getting from bed to chair was changed to
transferring (getting in and out of a chair), and
walking across a small room was changed to
walking on a level surface for about 50 yards.
Participants reported the following: no help
needed (independent), needed help from spe-
cial equipment or device, needed help from
another person, or needed help from both a
person and special equipment. Disability was
defined at each examination as requiring
human assistance. If the participant reported
not performing the activity during a normal
day, then the response was set to missing.

Chronic Medical Conditions and Health
Behaviors

Hypertension was defined as a blood pres-
sure of 140/90 mm Hg or greater or use of
antihypertensive medication. Body mass
index was calculated as weight in kilograms

divided by height in meters squared. Diabetes
was defined by a casual blood glucose of
200 mg/dL or greater, or use of insulin or
oral hypoglycemic agents. An end point com-
mittee comprised of 3 senior investigators
(or a panel of study neurologists) adjudicated
cardiovascular outcomes with all available
medical records, employing standardized cri-
teria in place since study inception.28 The
Center for Epidemiological Studies depression
scale (CES-D) was administered to partici-
pants at examinations 22 and 25. Depressive
symptoms were considered present if the
CES-D score was 16 or higher.29

A current cigarette smoker was defined
as regular smoking in the year preceding
the examination. Participants were asked if
they drank beer, wine, or liquor at least
once per month, and the number of drinks
on an average week was recorded. Chronic
obstructive pulmonary disease (COPD) was
considered present if the ratio of the forced
expiratory volume at 1 second per forced
vital capacity was less than 70% of pre-
dicted. At examination 25, spirometry was
not performed and the diagnosis of COPD
was defined by the physician opinion of
chronic bronchitis or chronic symptoms
(cough, sputum production). Marital status
was updated at all examinations.

Statistical Analysis
The gender-specific prevalence of chronic

medical conditions, health behaviors, sociode-
mographic characteristics, as well as the prev-
alence of functional limitation or physical dis-
ability for each item of the Nagi, Rosow-
Breslau, and modified Katz scales were calcu-
lated as mean value for continuous variables
and percentage for dichotomous variables at
each examination studied. Next, we con-
ducted gender-specific analyses adjusted for
age, with examination (15, 20, and 25) as the
exposure variable, to investigate time trends
in functional limitations and physical disabil-
ity. Analyses were as follows: (1) linear re-
gression (PROC GLM in SAS30) was used to
calculate the least square means and the 95%
confidence intervals for the number of items
on the Nagi scale reported as a limitation, and
on the number of items on the Rosow-Breslau
and modified Katz scale reported as an im-
pairment; and (2) logistic regression (PROC
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TABLE 1—Characteristics of Community-Dwelling Elderly Men and Women: Original Cohort, Framingham Heart Study,
Framingham, Massachusetts, 1977–1999

Women Men

Examination 15 Examination 20 Examination 25 Examination 15 Examination 20 Examination 25
(1977–1979) (1988–1990) (1997–1999) (1977–1979) (1988–1990) (1997–1999)

Total, no. 177 159 174 103 98 119

Chronic medical conditions

Mean age, y 82.2 81.9 82.2 81.6 82.1 82.3

Hypertension,a % 76.1 81.1 83.3 56.4 85.7 76.5

Hypertension treatment, % 47.9 63.5 60.3 33.0 61.2 55.9

Total cholesterol ≥ 240 mg/dL or Rx, % 38.3 24.5 32.8 12.9 11.7 22.9

Diabetes,b % 9.8 8.2 5.7 7.4 13.3 10.1

Obesity (BMI ≥ 30 kg/m2), % 12.4 15.5 20.7 2.2 12.4 15.3

Cardiovascular disease,c % 37.9 28.3 29.3 41.7 44.9 55.5

Cancer, % 11.3 14.5 19.0 15.5 16.3 24.4

Chronic obstructive pulmonary disease, % 9.9 9.6 5.7 18.5 12.5 10.3

Hip fracture, % 5.1 8.8 6.9 1.9 1.0 1.7

Depressive symptoms,d % NA 16.7 10.4 NA 6.1 7.0

At least 1 medical condition,e % 52.7 52.2 51.1 63.0 58.7 75.2

Health behaviors

Current cigarette smoker, % 4.9 5.7 4.0 15.3 4.1 5.1

Alcohol intake, no. drinks/wk 1.9 3.6 2.5 6.1 6.4 5.4

Marital status, %

Married 17.8 19.0 30.2 73.4 80.9 73.7

Widowed 69.9 63.3 59.3 22.3 14.9 21.2

Single 10.4 12.0 8.7 2.1 2.1 3.4

Divorced 1.9 5.7 1.8 2.2 2.1 1.7

Education, high school or greater, % 53.2 58.3 78.5 46.5 54.3 76.3

Living situation, lives alone, % NA 72.2 46.2 NA 17.3 19.3

Work status, currently working, % 2.3 6.3 6.3 12.6 14.3 16.0

Subjective health, good or excellent, % 66.9 80.5 79.2 80.0 76.5 84.0

Note. BMI = body mass index; NA = not available, data not collected; Rx = medication treatment.
aHypertension was defined as blood pressure at 140/90 mm Hg or greater or on antihypertensive medication treatment.
bDiabetes was defined as causal blood glucose of 200 mg/dL or greater or treatment with oral hypoglycemic agent or insulin.
cCardiovascular disease included coronary heart disease, stroke, transient ischemic attack, congestive heart failure, or intermittent claudication.
dDepressive symptoms were assessed at examinations 22 and 25 with the Center for Epidemiological Studies Depression scale. A score of 16 or greater defined the presence of depressive symptoms.
eMedical conditions included any of the following 5 conditions: diabetes, cardiovascular disease, cancer, chronic obstructive pulmonary disease, and hip fracture.

LOGISTIC in SAS) was used to calculate the
proportion of participants reporting a func-
tional limitation and physical disability. We
also created a summary measure of functional
limitations and physical disability, taking into
account all items of the 3 scales.

Next, we set out to determine whether the
magnitude of absolute change in functional lim-
itations and physical disability varied between
men and women and between examination pe-
riods (examination 15 through examination 20
vs examination 20 through examination 25) by
comparing differences in mean numbers of

items with limitation or impairment (PROC
GLM, z tests). Because women were noted to
report higher levels of functional limitation and
physical disability than were men, the absolute
decline and, thus, improvement in function and
disability might be expected to be greater
among women. We therefore tested for any dif-
ference in the relative decline in functional limi-
tation and physical disability between men and
women by using asymptotic normal theory ap-
plied to gender-specific logistic regression
slopes. All analyses were conducted with SAS/
STAT version 9.1.30

RESULTS

Chronic medical conditions, health behav-
iors, and sociodemographic characteristics of
the sample at each examination are shown in
Table 1. The prevalence of obesity increased
across examinations, particularly among men,
as did the prevalence of cardiovascular dis-
ease (men only) and cancer, whereas the
prevalence of COPD declined in concert
with the decline in prevalence of current ciga-
rette smoking. The prevalence of at least 1
health condition remained constant at about
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TABLE 2—Self-Reported Prevalence of Functional Limitation or Physical Disability Among Community-Dwelling 
Elderly Men and Women: Original Cohort, Framingham Heart Study, Framingham, Massachusetts, 1977–1999

Women Men

Examination 15 Examination 20 Examination 25 Examination 15 Examination 20 Examination 25
Scale and Scale Items (n = 177), % (n = 159), % (n = 174), % (n = 103), % (n = 98), % (n = 119), %

Nagi physical performance scale

Pulling or pushing large objects 40.6 31.6 18.3 14.7 11.2 6.7

Either stooping, crouching, or kneeling 48.3 47.8 18.5 23.5 18.4 17.6

Reaching or extending arms above shoulder level 9.7 14.6 7.5 5.9 8.2 4.2

Reaching or extending arms below shoulder level 4.5 3.8 1.1 1.0 2.0 0.8

Writing, handling, or fingering small objects 17.5 11.9 5.7 15.5 11.2 10.1

Standing in place for long periods say 15 min 39.0 29.7 15.9 22.3 16.3 12.2

Sitting for at least 1 hour 9.7 5.0 4.0 9.9 6.1 0.8

Rosow-Breslau functional health scale 

Heavy work around the house 65.5 39.0 30.5 35.9 31.6 19.3

Walks up and down stairs to second floora 26.0 7.5 6.9 6.8 2.0 0.0

Walk one half mile 39.5 25.2 16.7 16.5 11.2 14.3

Modified Katz Activities of Daily Living scale

Bathing/personal grooming 15.3 2.5 2.9 4.9 2.0 0.0

Dressing 1.7 1.9 3.4 2.9 3.1 0.8

Eating 0.0 0.0 1.1 0.0 2.0 0.8

Getting from a bed to a chairb 0.0 1.3 2.9 1.0 3.1 0.0

Walking across small roomb 4.5 1.3 0.6 0.0 1.0 0.8

Any special equipment or device use 7.9 13.2 28.2 3.9 4.1 17.6

Note. The mean age of the cohort was 82 years. Disability was defined as human assistance needed, minimally dependent, or dependent on the modified Katz Activities of Daily Living Scale and as
unable to do so on the Rosow–Breslau functional health scale. Using the Nagi physical performance scale a functional limitation was defined as some difficulty, a lot of difficulty, unable to do, or do
not do on physician order.
aAt examination 25, this question was asked as part of the modified Katz Activities of Daily Living scale.
bAt examinations 20 and 25, the question was changed to “transferring (getting in and out of a chair)” and “walking on a level surface about 50 yards.”

50% for women, whereas among men, the
prevalence of at least 1 health condition
changed across the 3 examination periods,
from 63.0% to 58.7% to 75.2%. Striking dif-
ferences in marital status among men and
women were noted. Thus, less than 20% of
men reported living alone, and 72.2% of
women at examination 20 and 46.2% of
women at examination 25 lived alone. Most
participants reported their health to be good
or excellent.

Women reported greater functional limita-
tions and physical disability for almost all
items of the Nagi physical performance scale,
the Rosow-Breslau functional health scale,
and the modified Katz ADL scale at all exam-
inations (Table 2). Of note, the magnitude of
the difference between men and women in
the self-reported prevalence of disability or
functional limitation for some scale items nar-
rowed over time. For example, at examination
15, 39.5% of women and 16.5% of men

reported inability to walk 0.5 miles; however,
at examination 25, 16.7% of women and
14.3% of men were unable to do so. The use
of special equipment or devices increased
across exams among both women and men.

Gender-specific trends in functional limita-
tions and physical disability adjusted for age
are shown in Table 3. A significant decline in
functional limitations and disability was ob-
served in both women and men. For example,
at examination 15, 74.6% of women re-
ported at least 1 functional limitation on the
Nagi physical performance scale compared
with 60.5% of women at examination 20
and 37.9% of women at examination 25
(P<.001). Corresponding reports among men
at examinations 15, 20, and 25 were 54.2%,
37.8%, and 27.8% (P<.001), respectively.
Likewise, self-reported physical disability as-
sessed with the Rosow-Breslau and modified
Katz ADL scales declined across the 3 exami-
nation time periods, from 74.5% to 48.5% to

34.6% (P<.001), respectively, among women
and 42.3% to 33.3% to 22.8% (P=.009)
among men. The mean number of scale items
reported with a limitation or impairment also
decreased across exams among both men and
women. By examination 25, 63.6% of men
and 50.9% of women reported that they were
free of any functional limitations and physical
disability. Repeating the analyses, adjusting for
chronic medical conditions defined by the
presence or absence of cardiovascular disease,
cancer, diabetes, and hip fracture with a score
from 0 to 4 did not change the trends.

Next, we examined whether the magnitude
of the decline in limitations and physical dis-
ability differed between men and women and
whether the decline differed across time,
comparing the change that occurred between
examinations 15 and 20 to that that occurred
between examinations 20 and 25 in terms of
the number of reported scale items with limi-
tation or impairment. Women started with
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TABLE 3—Gender-Specific Trends in Self-Reported Functional Limitations and Physical Disability Among 
Community-Dwelling Elderly Men and Women, Adjusted for Age: Original Cohort, Framingham Heart Study 
Framingham, Massachusetts, 1977–1999

Women Men

Examination Examination Examination Examination Examination Examination
15 20 25 15 20 25

Physical Function Scale (n=177) (n=159) (n=174) P (n=103) (n=98) (n=119) P

Functional limitation, Nagi scale

No. of items with limitation, mean (95% CI) 1.67 (1.46, 1.88) 1.45 (1.23, 1.67) 0.70 (0.48, 0.91) <.001 0.93 (0.71, 1.14) 0.73 (0.51, 0.96) 0.53 (0.32, 0.73) .03

Any difficulty on the scale, % (95% CI) 74.6 (66.7, 81.1) 60.5 (51.5, 68.8) 37.9 (29.9, 46.5) <.001 54.2 (43.1, 65.0) 37.8 (27.6, 49.2) 27.8 (19.6, 37.9) <.001

Physical disability, Rosow–Breslau, and Katz ADL 

scales, mean (95% CI)

No. of items with impairment, mean (95% CI) 1.52 (1.34, 1.70) 0.81 (0.62, 1.00) 0.64 (0.46, 0.82) <.001 0.71 (0.52, 0.90) 0.55 (0.36, 0.75) 0.35 (0.17, 0.52) .02

Any difficulty on the scales, % (95% CI) 74.5 (66.7, 80.9) 48.5 (39.8, 57.2) 34.6 (27.0, 43.0) <.001 42.3 (31.9, 53.3) 33.3 (23.7, 44.4) 22.8 (15.4, 32.3) .009

Summary, all 3 scales

No. of items with limitation or impairment, 3.19 (2.86, 3.52) 2.26 (1.91, 2.61) 1.34 (1.00, 1.67) <.001 1.64 (1.28, 2.00) 1.29 (0.92, 1.66) 0.87 (0.54, 1.20) .009

mean (95% CI)

Any difficulty on the scales, % (95% CI) 88.1 (81.9, 92.4) 69.6 (60.8, 77.0) 49.1 (40.4, 57.9) <.001 63.9 (52.9, 73.5) 48.8 (37.7, 59.8) 36.4 (27.1, 46.9) <.001

Note. ADL = Activity of Daily Living; CI = confidence interval. Analysis adjusted for age.

greater limitations and disability compared
with men (Table 3) and experienced a greater
absolute decline in both functional limitations
(P=.008) and physical disability (P=.005)
than did men. However, the relative differ-
ence in the decline determined by examining
the proportion of women versus men report-
ing any difficulty on the scale was signifi-
cantly different only for physical disability
(P=.03). Absolute improvements in both
functional limitations and physical disability
were constant across the examination time
periods (examinations 15 through 20 and
examinations 20 through 25) among men.
Among women, there was a greater improve-
ment in functional limitation between exami-
nations 20 and 25 compared with that be-
tween examinations 15 and 20 (P=.05),
whereas the improvement in physical disabil-
ity was more marked between examinations
15 and 20 compared with that between ex-
aminations 20 and 25 (P=.02).

DISCUSSION

In our sample of community-dwelling el-
derly people, we found a significant decline in
self-reported functional limitations and physi-
cal disability in both women and men over 3
examinations occurring from the late 1970s
to the late 1990s. At examination 25

(1997–1999), more than half of men and
women were free of both functional limita-
tions and disability. This finding suggests con-
tinued progress when compared with a report
by Liao et al., in which 42% of men and
34% of women 70 years and older were
found to be physically robust, without any
limitations or disabilities.31

In our study, women reported a greater
burden of functional limitations and physical
disability than did men. Hence, the absolute
decline in both limitations and disability was
significantly greater among women than
among men; however, the relative difference
in the magnitude of decline was significantly
different between men and women only for
physical disability. Moreover, the absolute im-
provement in function and disability was con-
stant over the examinations in men, whereas
among women, the improvement in disability
was greater between examinations 15 and 20
(late 1970s to late 1980s) than between ex-
aminations 20 and 25 (late 1980s to late
1990s). These findings are in contrast to na-
tional survey data, which suggest that the dis-
ability decline has accelerated in more recent
years.32,33 In accordance with those reports,
the magnitude of improvement in functional
limitations among women was greatest at
more recent examinations. The decline in
disability in our study may, in part, be related

to the notable increase in the use of special
equipment and devices that facilitate greater
independence. This finding is consistent with
other reports that noted an increase in the
proportion of the community-dwelling elderly
population who used equipment to bathe.5

Our work highlights the importance of study-
ing gender-specific trends in disability, as well
as the need for careful attention to the spe-
cific measures used to define disability to de-
termine whether any improvements include
all types of limitations and impairments.

It is noteworthy that, among men, the de-
cline in physical disability and improvement in
functional limitations occurred despite an in-
crease in the prevalence of chronic medical
conditions, whereas among women, the im-
provements occurred in the absence of a
change in the prevalence of chronic medical
conditions. Our findings in men may be re-
lated to improvements in diagnosis and treat-
ment of chronic conditions that occurred over
time. Successful prevention and postponement
of disablement in the elderly depend, in part,
on efforts at early diagnosis of illness and sub-
sequent focused interventions.34 As in our
study, national survey data demonstrated an
increase in self-reported medical conditions
over 2 points in time (1984 and 1994), yet
many of the conditions had less of a debilitat-
ing effect.18 We extended this knowledge by
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focusing on older adults (mean age=82 years),
including not only functional limitations, but
also physical disability measures. In addition,
rather than relying on self-reported medical
conditions, the conditions in our study were
directly measured or validated with medical
records. We acknowledge that the number of
medical conditions in our study was not ex-
haustive. Ferrucci et al. have raised the hy-
pothesis that there may be gender-related
differences in the lifetime prevalence of lethal
versus disabling diseases.35 Hence, it is possi-
ble that, among women, important disabling
conditions not included in our study have be-
come less debilitating over time.18

The 2001 World Health Organization Inter-
national Classification of Functioning, Disabil-
ity, and Health highlights the importance of
environmental and personal factors in the dis-
ablement process. For older adults, disability
generally refers to the ability to live indepen-
dently and perform self-care activities. In our
sample, the prevalence of self-reported mobil-
ity disability was significant among both
women and men even at the most recent ex-
amination. Gross mobility is often the first
area in which older adults report difficulty,24,36

yet little research has been done to determine
how environmental factors influence the pro-
cess and trajectory of disability.37 The rise in
reported special equipment or device use
likely contributed to the improvement; how-
ever, other environmental changes, such as
home modifications, may have positively in-
fluenced the trends. Personal factors, such as
gender, age, education, lifestyle habits, and
marital status, may also play a role in disabil-
ity.38 It is notable that most women in our
sample were widowed and reported living
alone. Prior work has shown the importance
of family and social factors to risk of institu-
tionalization after stroke.39 These same fac-
tors may be operational in the disablement
process.

Limitations
Our study has several limitations that merit

comment. We focused on community-
dwelling, nondemented elders, and included
only participants attending an on-site clinic
examination, because participants were not
offered examinations in their personal resi-
dence or nursing home at the start of this

study (examination 15). The proportion of
institutionalized elderly declined during the
years of our study.32 This trend would have
resulted in an increase in persons with dis-
ability in the community and biased our re-
sults toward the null.

All individuals in our sample were White,
and thus our results may not pertain to other
racial or ethnic groups. The decline in disabil-
ity in recent years was reported to be greater
among the Black population than among the
non-Black population.32 Additionally, our sam-
ple is fairly well educated; three quarters of
participants at examination 25 had attained a
high school or greater education. Educational
achievement has been consistently linked to
longevity40 and improvements in late-life
function.4,8,13

Performance-based measures were not in-
cluded in the examinations studied for this re-
port. Conceptualizations of disability and indi-
vidual perceptions of social roles, especially
for women, have evolved over time. It is un-
clear how much of the decline in disability
among women in our sample is caused by
changing self-perceptions of ability to perform
tasks (social desirability) versus other factors,
such as innovations in diagnosis and treat-
ment of chronic illness, improvements in
health-related behaviors, especially smoking
cessation and increased physical activity, and
the emergence of alternative living arrange-
ments and expanded use of assistive devices
allowing older persons to maintain independ-
ence.6 Finally, we acknowledge that change
in the wording of the scale items and re-
sponse choices may have contributed to the
changes in self-reported functional limitations
and physical disability in our study.

Conclusions
We found that for community-dwelling men

and women aged 79 to 88 years, the preva-
lence of functional limitations and physical dis-
ability declined significantly over 3 examina-
tions from the late 1970s to the late 1990s.
The relative magnitude of the decline in physi-
cal disability was greater among women than
among men. In contrast to the acceleration in
the disability decline in recent years noted in
national survey data, the decline in limitations
and disability was constant over time in men
in our sample, whereas among women, the

decline was greatest in the earlier part of our
study (examination 15 to examination 20, late
1970s to late 1980s). The improvement in
physical function trends was noted in concert
with a marked increase in reported use of
special equipment and devices used to main-
tain independence. Future work is needed to
determine the underlying causes contributing
to the declines in limitations and disability in
old age so that preventative measures can be
put in place to promote and maintain inde-
pendence until the end of life. It remains un-
certain whether the improvements in func-
tional limitations and physical disability will
continue, given the unfavorable direction of
the prevalence of obesity and physical activity
in the general population, factors known to
predict incident disability41 and declines in
physical performance.42
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PERSPECTIVES

Evidence Does Not Support Clinical Screening of Literacy
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Limited health literacy is a significant risk factor for
adverse health outcomes. Despite controversy, many
health care professionals have called for routine clinical
screening of patients’ literacy skills. Whereas brief liter-
acy screening tools exist that with further evaluation
could potentially be used to detect limited literacy in
clinical settings, no screening program for limited literacy
has been shown to be effective. Yet there is a noted
potential for harm, in the form of shame and alienation,
whichmight be induced through clinical screening. There
is fair evidence to suggest that possible harm outweighs
any current benefits; therefore, clinical screening for
literacy should not be recommended at this time.
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J Gen Intern Med 23(1):100–2

DOI: 10.1007/s11606-007-0447-2

© Society of General Internal Medicine 2007

T he relationship between limited literacy and adverse
health outcomes has been well documented,1 and semi-

nal reports about the “problem of health literacy” have been
issued by the Institute of Medicine,2 Agency for Healthcare
Research and Quality,3 American Medical Association,4 and
Joint Commission on the Accreditation of Hospital Organiza-
tions5 among others. Whereas these reports all recognize the
growing need to establish an effective response within health
care systems to address the problem, few intervention strate-
gies have been studied.6

Despite the lack of available interventions, many health care
professionals have called for clinical screening of literacy, and
brief screening tools have already been developed for this
purpose.7–9 Yet only minimal direct evidence is currently
available evaluating the potential benefit of literacy screening.
A single study by Seligman and colleagues examined the
efficacy of clinical screening for improving physicians’ care
management strategies among diabetic patients.10 Whereas
physicians who received notification of their patients’ health
literacy level were more likely to use supportive strategies,
such as involving family members, they were less satisfied with
patient visits than physicians not receiving notifications, and
screening ultimately exhibited no benefit for patients.

Whereas screening for limited literacy might sound appeal-
ing to mitigate the health impact of this prevalent, dangerous,
and often silent phenomenon, there are several important
considerations that must first be addressed. We present a
critical review of the case for literacy screening in clinical
settings that summarizes the utility of literacy screening to
date and its value added, if any, to medical care.11

RATIONALE FOR CLINICAL SCREENING

A call for literacy screening is driven by the preponderance of
research demonstrating associations and the predictive power of
literacy skills on various health outcomes. Specifically, studies
have shown that adult literacy is associated with the use of
preventive services, comprehension of medical conditions and
adherence tomedical instructions, self-management skills, phys-
ical and mental health, mortality, and health care costs.1,12,13

Literacy is more strongly associated with these outcomes than
educational attainment.12,13 Whereas patients with limited liter-
acy are more likely to be elderly, socioeconomically disadvan-
taged, live in rural areas, and belong to ethnic/minority groups,
research has demonstrated an increased risk for poorer health
with limited literacy beyond these characteristics, and that
literacy may play a mediating role in health disparities.14,15

These findings underscore the need for health care inter-
ventions to address limited literacy, and a screening program
might potentially aid physicians and other providers by
identifying those at high risk. However, to justify a screening
program, several conditions must be met: 1) Screening tests
need to accurately and reliably detect limited literacy; 2) the
benefit of early treatment options to reduce adverse health
outcomes must be proven and available; and 3) the benefits
need to outweigh adverse effects of the program.11

CURRENT SCREENING TESTS

Several screening instruments for literacy are available. These
instruments have been well tolerated in research settings where
they have been used extensively.7–9,15 Yet it is uncertain whether
patients would respond differently when tested by clinical staff
with whom they have a relationship, and during times when they
may be ill, anxious, and expecting medical care.

The most common literacy assessments in health literacy
research include the Short version of the Test of Functional
Health Literacy in Adults (S-TOFHLA) and Rapid Estimate of
Adult Literacy in Medicine (REALM).15 The S-TOFHLA takes 7–
8 minutes to administer, assessing reading comprehension of
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passages using the Cloze procedure. A 4-item numeracy
section was originally included, but since removed, reducing
the time to administer. As a medical word pronunciation test,
the REALM requires less than 3 minutes to complete and is
more widely used than the S-TOFHLA.

More recently, shorter tests have been developed with the
notion they might be used as clinical screening tools.7–9 An 8-
and 7-word REALM are available and can be administered in
less than 1 minute, yet their utility in research, let alone
clinical settings, is less known.7,8 Correlations with the Wide
Reading Achievement Test for the 8- and 7-word REALM short
forms were 0.64 and 0.83, respectively, and both exhibited
moderate to high accuracy in classifying patients with low
literacy skills (>85%). Weiss and colleagues recently developed
another literacy screening instrument called The Newest Vital
Sign (NVS), which assesses reading numeracy skills by testing
understanding of information included on a nutrition label.9

The NVS only requires 2–3 minutes to administer; however, in
its current form, the NVS is highly sensitive and misclassifies
patients with adequate literacy (area under the receiver
operating characteristic (ROC) curve ranges from 0.71 to
0.88). One small study (N=119) found scores on the NVS not
to be predictive of health outcomes, whereas S-TOFHLA scores
were.16 Possibly, the greater emphasis on health numeracy
skills displayed in the NVS makes this a more complex set of
tasks, which may limit its ability to differentiate patients
compared to the S-TOFHLA and REALM.

In another approach, screening questions relating to literacy
activities (e.g., “How confident are you filling out medical forms
by yourself?”) appear to be an acceptable and benign way to
gauge literacy level, but do not perform as well as tests that
evaluate reading (ROC=0.83) and perform no better than a
prediction model of limited literacy based on demographic
characteristics.17

POTENTIAL BENEFITS OF LITERACY SCREENING
TO PATIENTS

The rationale for clinically assessing a patient’s individual
capacity for reading, understanding, and acting on health
information is grounded in the premise that individuals with
limited literacy have different communication and learning
needs. This notion is supported by learning disabilities
research, which classifies individuals with reading difficulties
as either having developmental dyslexia or as persistently poor
readers who face greater cognitive challenges.18 In education,
different paths for remediation have been proposed. In health
care settings, specialized educational strategies based on
individual learning requirements have not been established.
As patient education would likely be more intensive for
individuals with limited literacy, screening could potentially
guide the allocation of resources.

To date, however, all suggested patient education and
clinician–patient communication approaches for patients with
limited literacy have been shown to benefit all patients and
harm none.6 Patients across all levels of literacy benefit from
health materials that are easier to read.19 Similarly, clinicians
should learn how to communicate without jargon and con-
firm patient comprehension with all patients.20 Whereas ad-
ditional research evaluating these communication practices is

warranted, it appears that practices such as confirming
comprehension should not be reserved only for those with
limited literacy, as clear health communication is not a scarce
resource to be selectively distributed. There have been only 2
identified exceptions wherein patients with limited literacy
received services necessary only to them, namely, adult basic
education. In 1 pilot study, patients being treated for depres-
sion who were referred to an adult basic education program
had lower levels of depressive symptoms compared to those not
referred.21 In another small study, parents of children in Head
Start who participated in a supplementary Family Service
Center program that included adult basic education had
improved functional literacy scores, increased family incomes,
and decreased depression in comparison with subjects who did
not participate in this 2-year multimodal program.22

POTENTIAL FOR HARM

Sensitive and potentially stigmatizing topics are frequently
broached in medical settings, justified by the overall likelihood
of benefit from directed medical care that might result. In
Seligman’s study of literacy screening, 150 of the 160 (94%)
subjects felt that health literacy screening was useful; however,
as noted by the authors, without a direct measure of patient
stigma, this study did not evaluate the possibility that patients
may have nonetheless felt stigmatized.10 Literacy screening
programs could negatively impact patient care by promulgating
fear and labeling. Previous research has found that nearly half
of individuals with limited literacy report feelings of shame and
often attempt to conceal this knowledge from others.23,24 In 1
study, two-thirds of patients with limited literacy had never told
their spouse and 19% had not disclosed their reading difficul-
ties to anyone.23 Thus, patients, especially those with lower
literacy, may not be receptive to routine measurement of their
literacy skills, nor want it recorded in their medical record.24

Such shame could further alienate patients who already face a
significant barrier accessing health care.

RECOMMENDATION

There are tools now available that, with further evaluation,
could potentially be used in a literacy screening program.
However, there is no known benefit from screening in the form
of enrollment in a training program that would be delivered
solely to those found to have limited literacy. While not
definitive, there is also potential for harm, in the form of
shame and alienation, which might be induced through
clinical screening. At this time, there is insufficient evidence
to recommend clinical screening for health literacy.

DISCUSSION

If interventions emerge that should be exclusively delivered to
patients with limited literacy, there would be a more clear
justification for a screening program. Additional research is
warranted at this time to provide evidence of the utility of
literacy tests in clinical settings, or possibly reveal screening
techniques that truly minimize the risk of stigma and alien-
ation. It should be noted that the trial described by Seligman
and colleagues did not provide the physicians with specific
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training, nor were they or their patients supported with
additional patient education or disease management tools for
those identified as having limited health literacy. Given that
physicians in that trial discussed the result of literacy
screening in only 2% of the encounters, a research agenda for
clinical screening will likely need to include provider training
and appropriate support materials to promote patient educa-
tion and further reduce stigma.

Until research has shown a literacy screening program that
can benefit patients without evidence of harm, physicians and
other health professionals should pursue responses to the
problem of limited health literacy that do not depend on
screening. First, health plans and large provider groups should
get an estimate of their local prevalence of limited literacy, by
going to http://www.casas.org/lit/litcode/Search.cfm.25

Rates reported on this website are derived from the 1993
National Adult Literacy Survey, and should be adjusted
upwards for clinical populations that are older and have
chronic diseases. Public health initiatives should provide or
direct clinicians to this information. Along these lines, data
from the 2004 National Assessment of Adult Literacy should
be used to develop updated and more refined local estimates to
inform providers.26 Second, clinicians and health system
administrators should work to reduce unneeded complexity.
Discussion of screening focuses on patient skills, however,
solutions ultimately must also be sought through streamlining
an inordinately complicated health care system.2 Third, “uni-
versal precautions” should be adopted to confirm all patients’
understanding of critical self-care activities and to support
problem solving.27 Any significant patient education initiative
will require dedicated resources. If clinicians take the time to
evaluate patient comprehension, they can target each patient’s
specific clinical needs, rather than a specific group of patients.
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Variation in Estrogen-Related Genes Associated with
Cardiovascular Phenotypes and Circulating Estradiol,
Testosterone, and Dehydroepiandrosterone Sulfate
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Background: Younger age at the onset of menopause and lower circulating levels of estrogen are
risk factors for cardiovascular disease. Several studies have detected associations between varia-
tions in genes encoding estrogen receptors � (ESR1) and � (ESR2), and enzyme aromatase
(CYP19A1), which regulates the estrogen to testosterone ratio, and cardiovascular phenotypes in
the Framingham Heart Study. To explore potential mechanisms by which these gene variants may
contribute to cardiovascular disease, we tested the hypothesis that the polymorphisms were as-
sociated with endogenous steroid hormone levels.

Methods: Multiple regression analysis was used to assess the relation between reported polymor-
phisms and total serum estradiol, testosterone, and dehydroepiandrosterone sulfate levels in 834 men
and 687 women who attended the third and fourth Framingham Heart Study examination cycles.

Results: In men, significant associations were detected between CYP19A1 polymorphisms and
estradiol and testosterone levels, and the estradiol to testosterone ratio (P ranges 0.0005–0.01).
Specifically, carriers of common haplotype rs700518[G]-(TTTA)n [L]-rs726547[C] had higher estra-
diol levels (5% per copy; P � 0.0004), lower testosterone levels (17% per copy; P � 0.036), and a
higher estradiol to testosterone ratio (24% per copy; P � 0.0001) compared with the rs700518[A]-
(TTTA)n [S]-rs726547[C] carriers. In addition, postmenopausal carriers of the ESR2 (CA)n long allele
and rs1256031 [C] allele had moderately higher estradiol levels (P � 0.03). No significant associa-
tions with the ESR1 variants were detected.

Conclusions: Our findings suggest that variations in CYP19A1 correlate with steroid hormone levels
in men. Knowledge that a specific carrier status may predispose to altered steroid hormone levels
may lead to targeted intervention strategies to reduce health risks in genetically susceptible
individuals. (J Clin Endocrinol Metab 93: 2779–2785, 2008)

Male sex and the age of onset of menopause in women are
independent factors that significantly increase the risk

of hypertension, ventricular hypertrophy, and cardiac events,

suggesting an important role for sex hormones in the etiology of
cardiovascular disease (CVD) (1). A recent study has reported a
lower risk of CVD events in older men with higher serum estra-
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diol levels (2). Longer lifetime exposure to ovarian estrogens has
protected against ischemic stroke (3). Moreover, low levels of
dehydroepiandrosterone sulfate (DHEAS), the most abundant
steroid mainly produced in the human adrenal gland and con-
verted into potent androgens and/or estrogens through a series of
enzymatic reactions, have been related to a greater risk of CVD
in some (4, 5), but not in other, studies (2, 6, 7). However, a
controversy exists regarding the CVD risk associated with serum
testosterone concentrations (2, 4, 7).

Recently, genetic variations of the major proteins involved in
steroid hormone conversion and receptor function have been
described as significant contributors to cardiac disease suscep-
tibility, attracting increased attention to genes implicated in es-
trogen metabolism. Specifically, numerous studies have found a
significant association between polymorphisms in genes encod-
ing estrogen receptors (ERs) � and � (ESR1 and ESR2, respec-
tively), which are expressed in the cardiovascular system, and
myocardial infarction (8, 9), coronary artery disease (10–12),
elevated blood pressure (13), altered lipoprotein levels (14, 15),
adiposity (16), and left ventricular mass (17–19). In addition,
variation in the gene encoding aromatase cytochrome 450
(CYP19A1), the enzyme that catalyzes the conversions of tes-
tosterone to estradiol and defines the estradiol to testosterone
ratio, has been associated with blood pressure (13) and abdom-
inal obesity (20). However, despite these and other studies, the
molecular mechanisms that explain the relationship of estrogen-
related genes with CVD risk are unclear.

Therefore, given moderate heritability ranging around 57–
63% for testosterone (21, 22), 29–74% for DHEAS (23, 24),
and about 25% for estradiol (22), and significant associations
reported of single nucleotide polymorphisms (SNPs) in ESR1,
ESR2, and CYP19A1 with cardiovascular phenotypes in the Fra-
mingham Heart Study (FHS) (9, 13, 15, 16, 18, 19), we hypoth-
esized that these relationships are mediated through circulating
steroid hormone levels. We tested whether polymorphisms in
these genes correlate with serum DHEAS, testosterone, and es-
tradiol levels, and the estradiol to testosterone ratio in the FHS
participants. This information may help shed light on the patho-
physiology of CVD and its risk factors.

Subjects and Methods

Study sample
Participants in this study included unrelated individuals from the

FHS’s Offspring Cohort Study described in detail elsewhere (25). They
attended periodic clinical examination 3 (1984–1987) and/or 4 (1987–
1990), underwent medical and menopausal history, physical examina-
tion, and blood collection, including measurement of sex hormone levels,
whereas a DNA sample and consent for genetic analysis were obtained
at a later examination cycle (1996–1997). Subjects were excluded from
the study if they were receiving hormone replacement therapy (n � 84)
or had one ovary surgically removed (n � 45). The total sample included
1521 participants, of them 687 women. Women were considered post-
menopausal if their periods stopped for 1 yr or more at examination, or
both of their ovaries were surgically removed, and premenopausal oth-
erwise, as defined by detailed self-report. For women whose menopausal
status changed between the two examination cycles, only postmeno-
pausal levels were used. Time since menopause was calculated by sub-

tracting the reported age at onset of menopause from the chronological
age at each examination.

Weight and height were measured at each examination. Body mass
index (BMI) was calculated as the weight in kilograms divided by the
square of the height in meters. Smoking status was defined by the self-
reported number of cigarettes smoked per day in the year preceding the
examination; alcohol consumption was recorded from the participant’s
report in ounces per week. Physical activity, determined by question-
naire, was represented as the weighted sum of the proportion of a typical
day spent sleeping and performing sedentary, slight, moderate, or heavy
physical activities (26). The following weights were used: sleep/rest, 1.0;
sedentary, 1.1; light activity, 1.5; moderate activity, 2.4; and heavy ac-
tivity, 5.0.

All subjects gave written informed consent. The FHS protocol is
approved by the Boston University Medical Center Institutional Re-
view Board.

Hormone assays
Steroid hormone levels were measured in serum samples using RIAs

(Diagnostic Products Corp., Los Angeles, CA) with interassay coeffi-
cients of variation of 11% for total testosterone, 4% for total estradiol,
and 11% for DHEAS. Testosterone was measured in men only.

SNP genotyping
Participants’ genomic DNA was extracted from peripheral blood

leukocytes using standard methods. Genotyping for the individual SNPs
in ESR1 (rs2077647, rs2234693, rs9340799, and rs1801132), ESR2
(rs1256031 and rs1256059), and CYP19A1 (rs700518 and rs726547)
was performed as described previously (13). ESR1 (TA)n, ESR1 (CA)n,
ESR2 (CA)n, and CYP19A1 (TTTA)n repeat polymorphisms were geno-
typed using restriction fragment length analyses (Table 1 and supple-
mental Table 1, which is published as supplemental data on The Endo-
crine Society’s Journals Online web site at http://jcem.endojournals.org).
Genotyping was blinded to participant characteristics.

Statistical analysis
Observed genotype frequencies were compared with those expected

under Hardy-Weinberg equilibrium (HWE) using a �2 test. Given mul-
tiple alleles observed for the repeat polymorphisms and their bimodal
distribution, the genotype carrier status for each variant was coded using
the median number of repeat sequence base pairs as a cutoff. Specifically,
genotype LL was assigned if both alleles contained at least the median
number of base pairs [�176 for ESR1 (TA)n; � 277 for ESR1 (CA)n;
� 162 for ESR2 (CA)n, and � 298 for CYP19A1 (TTTA)n]; SS was
assigned if both alleles were “short” [�176 for ESR1 (TA)n; � 277 for
ESR1 (CA)n; � 162 for ESR2 (CA)n, and � 298 for CYP19A1 (TTTA)n],
and LS if one allele was “long,” and another one was “short.”

To address skewed distribution of steroid hormone levels, logarith-
mic transformation was applied before analysis, and all results are re-
ported as geometrical means. To account for significant sex-specific dif-
ferences in steroid hormone levels, each variable was analyzed separately
by gender and menopausal status. Multivariate linear regression analyses
were performed to assess genetic associations with circulating estradiol
and testosterone levels in men and postmenopausal women, and with
DHEAS levels in men and premenopausal and postmenopausal women.
All analyses were adjusted for age, weight, smoking status, alcohol con-
sumption, and a number of years after the onset of menopause (in post-
menopausal women). For individuals with steroid levels measured at
both examinations, mean levels across the two examinations were used.
In secondary analyses, risk factors were compared between genotype
groups using ANOVA.

Pairwise linkagedisequilibrium(LD)wasevaluatedusingLewontin’sD’
(27). Haplotypes were inferred by the expectation-maximization-algo-
rithm. To account for allelic interaction, haplotypes were used as predictors
in the regression models along with the aforementioned covariates.

The nominal threshold for statistical significance of all analyses was
set at 0.05 and was not adjusted for multiple testing. Greater credibility
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was given to association results if a consistent trend was observed for
SNPs in LD. All analyses were performed using SAS/STAT and SAS/
Genetics software version 9.1 (SAS Institute Inc., Cary, NC).

Results

Nongenetic predictors of steroid hormone levels
The characteristics of the 834 male and 687 female unrelated

eligible participants in the FHS Offspring cohort are shown in
Table 2. Premenopausal women had the highest circulating es-
tradiol levels, whereas postmenopausal women had the lowest
estradiol and DHEAS levels. In multivariable-adjusted regres-
sion analyses, older age was a significant predictor of lower ste-
roid hormone levels, except estradiol in men. Self-reported

weekly alcohol intake was negatively correlated with DHEAS
levels in both sexes and with estradiol in men, whereas smoking
was associated with lower testosterone levels in men and DHEAS
in premenopausal and postmenopausal women. Body weight
was a better predictor of steroid hormone levels than BMI, and
was positively correlated with estradiol and testosterone con-
centrations in men, but not women. The physical activity score
was not found to be associated with DHEAS, estradiol, testos-
terone levels, and the estradiol to testosterone ratio in either men
or premenopausal or postmenopausal women.

CYP19A1 association analysis
The genotype frequencies conformed to those expected by

HWE, except CYP19A1 rs700518, which was in HWE in post-

TABLE 1. Polymorphism characteristics

Gene dbSNP rs no. Location
Nucleotide

substitution MAF
P value for

HWE

ESR1 (TA)n Promoter (TA)n 0.50a 0.76
6q25.1 rs2077647 Exon 1 (Ser10Ser) T/C 0.45 0.10

rs2234693 Intron 1 T/C 0.45 0.70
rs9340799 Intron 1 A/G 0.36 0.83
rs1801132 Exon 4 (Pro325Pro) C/G 0.23 0.08
(CA)n Intron 5 (CA)n 0.36a 0.48

ESR2 rs1256059 Intron 2 C/T 0.44 0.77
14q23.2 (CA)n Intron 5 (CA)n 0.21a 0.67

rs1256031 Intron 7 T/C 0.48 0.58
CYP19A1 rs700518b Exon 3 (Val80Val) A/G 0.47 0.01
15q21.1 (TTTA)n Intron 4 (TTTA)n 0.48a 0.99

rs726547 Intron 4 C/T 0.05 0.78

dBSNP, The Single Nucleotide Polymorphism database (http://www.ncbi.nlm.nih.gov/(SNP/); MAF, minor allele frequency.
a Calculated using median number of repeats.
b In HWE in postmenopausal women.

TABLE 2. Participant characteristics by gender and menopausal status

Traits

Mean � SD

Men
(n � 834)

Premenopausal
women

(n � 347)

Postmenopausal
women

(n � 340)

Age (yr) 50.6 � 9.7 42.6 � 5.6 57.1 � 6.4
BMI (kg/m2) 27.6 � 3.7 25.2 � 5.4 26.5 � 5.4
Weight (lb) 188.8 � 28.7 148.2 � 32.9 150.4 � 31.8
Smoking (%) 26 29 26
Alcohol consumption (oz/wk) 4.2 � 5.0 1.9 � 3.0 1.9 � 2.8
Physical activity (h/d)

Sleep 7.3 � 1.1 7.3 � 1.1 7.3 � 1.1
Sedentary activity 6.2 � 3.1 6.4 � 3.1 6.4 � 3.1
Slight activity 5.9 � 2.6 5.8 � 2.6 5.7 � 2.6
Moderate activity 3.5 � 2.4 3.3 � 2.4 3.3 � 2.3
Heavy activity 1.1 � 1.6 1.2 � 1.8 1.3 � 1.8

Median (25th-75th percentile)

Testosterone (ng/ml)a 5.6 (4.6–6.5)
Estradiol (pg/ml)a 28.4 (21.9–37.3) 10.3 (3.0–10.3)
DHEAS (�g/dl)a 206 (136–327) 154 (106–220) 103 (70–155)
Years since menopause 10.2 � 7.2

Measurements were available from both examinations for men (n � 606 for testosterone, n � 564 for estradiol, and n � 600 for DHEAS), premenopausal women (n �
533 for DHEAS), and postmenopausal women (n � 5 for estradiol and n � 254 for DHEAS).
a Values are raw examination measurements or averages over the two examinations.
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menopausal women, but not in men and premenopausal women
(P � 0.01). This polymorphism was in HWE in our previous
study that tested a slightly different subset of the FHS unrelated
individuals (13). Despite additional exclusion criteria applied
to this study (e.g. availability of steroid hormone measure-
ments, hormone replacement therapy, or surgical removal of
one ovary), these factors are unlikely to select for or against
this genetic variant, especially in men. Therefore, we assumed
a random selection bias and included CYP19A1 rs700518 in
analysis.

In men, significant associations were detected between
CYP19A1 rs726547 and estradiol, testosterone, and the estra-
diol to testosterone ratio (P ranges between 0.01 and 0.0005)
(Table 3). CYP19A1 (TTTA)n repeat polymorphism as well as
CYP19A1 rs700518 were associated with estradiol concentra-
tions (P � 0.02 and 0.005, respectively) and the estradiol to
testosterone ratio (P � 0.01 and 0.006, respectively). Specifi-
cally, carriers of the minor alleles of CYP19A1 rs700518 [A],

(TTTA)n [L], and rs726547 [T] alleles had higher estradiol,
lower testosterone levels, and a higher estradiol to testosterone
ratio than their noncarrier counterparts (Table 3).

CYP19A1 haplotype analysis
CYP19A1 rs700518, (TTTA)n, and rs726547 are in strong

LD (pairwise D’ ranges between 0.85 and 1.00), which resulted
in three common haplotypes (frequency of � 5%): H2, rs700518
[G]- (TTTA)n [L]- rs726547[C] with the frequency of 45.3%;
H7, rs700518 [A]- (TTTA)n [S]- rs726547[T] with the frequency
of 5.1%; and H8, rs700518 [A]- (TTTA)n [S]- rs726547[C] with
the frequency of 44.6%. Carriers of H2 had higher estradiol
levels (1.16 pg/ml, or 5%, per each copy of haplotype; P �

0.0004), lower testosterone levels (0.94 pg/ml, or 17%, per each
copy of haplotype; P � 0.036), and a higher estradiol to testos-
terone ratio (1.21, or 24%, per copy; P � 0.0001) compared with
the H8 carriers.

TABLE 3. Adjusted circulating serum hormone levels in men by estrogen-related genotypes

Gene SNP Genotype No.

Estradiol Testosterone
Estradiol to testosterone

ratio

Median
(25th-75th
percentile) P value

Median
(25th-75th
percentile) P value

Median
(25th-75th
percentile) P value

CYP19A1 rs700518 G/G 210 26.73 (25.76–28.14) 0.005 5.51 (5.14–5.86) 0.60 4.86 (4.47–5.26) 0.006
G/A 305 27.44 (26.29–28.83) 5.35 (5.05–5.73) 5.06 (4.74–5.60)
A/A 161 30.35 (29.42–31.65) 5.26 (4.99–5.65) 5.61 (5.33–5.96)

(TTTA)n S/S 190 26.32 (25.47–27.55) 0.02 5.45 (5.18–5.82) 0.51 4.78 (4.48–5.18) 0.01
S/L 331 27.79 (26.82–29.10) 5.31 (5.04–5.63) 5.19 (4.87–5.61)
L/L 167 29.55 (28.62–30.60) 5.26 (5.01–5.67) 5.47 (5.19–5.78)

rs726547 C/C 713 27.22 (26.33–28.57) 0.03 5.40 (5.12–5.78) 0.01 5.01 (4.67–5.42) 0.0005
C/T 85 29.89 (28.75–31.75) 5.14 (4.79–5.42) 5.87 (5.44–6.36)

ESR1 (TA)n L/L 164 27.45 (26.69–28.71) 0.74 5.41 (5.16–5.73) 0.41 5.05 (4.73–5.36) 0.75
L/S 338 28.34 (27.54–29.43) 5.34 (5.05–5.70) 5.25 (4.95–5.72)
S/S 164 27.53 (26.81–28.46) 5.28 (4.99–5.60) 5.09 (4.79–5.45)

rs2077647 T/T 224 27.57 (26.74–28.55) 0.41 5.26 (4.97–5.59) 0.22 5.16 (4.84–5.52) 0.21
T/C 408 28.18 (27.31–29.49) 5.38 (5.06–5.75) 5.20 (4.88–5.65)
C/C 159 26.70 (25.75–27.98) 5.46 (5.22–5.87) 4.84 (4.52–5.22)

rs2234693 T/T 246 27.80 (26.96–28.96) 0.84 5.40 (5.08–5.76) 0.54 5.07 (4.78–5.45) 0.79
T/C 400 27.50 (26.47–28.97) 5.32 (5.07–5.65) 5.15 (4.81–5.54)
C/C 160 27.18 (26.30–28.83) 5.47 (5.22–5.95) 4.97 (4.60–5.36)

rs9340799 A/A 327 27.99 (27.07–29.16) 0.81 5.32 (5.04–5.70) 0.59 5.18 (4.89–5.52) 0.69
A/G 378 27.36 (26.40–28.90) 5.43 (5.13–5.75) 5.06 (4.72–5.48)
G/G 109 26.87 (26.19–28.50) 5.44 (5.21–5.94) 4.94 (4.51–5.32)

rs1801132 C/C 468 27.47 (26.47–28.81) 0.90 5.34 (5.07–5.68) 0.87 5.13 (4.78–5.48) 0.76
C/G 269 27.58 (26.74–28.88) 5.41 (5.12–5.80) 5.08 (4.79–5.46)
G/G 45 27.85 (27.30–29.43) 5.39 (5.15–5.80) 5.05 (4.69–5.49)

(CA)n S/S 242 27.34 (26.60–28.55) 0.70 5.27 (4.94–5.59) 0.33 5.15 (4.79–5.58) 0.93
S/L 297 28.26 (27.47–29.32) 5.44 (5.19–5.84) 5.11 (4.82–5.53)
L/L 79 28.01 (27.06–29.10) 5.23 (4.98–5.63) 5.27 (4.96–5.71)

ESR2 rs1256059 C/C 225 28.06 (27.28–29.43) 0.56 5.32 (5.08–5.70) 0.18 5.23 (4.94–5.64) 0.20
C/T 402 27.45 (26.53–28.59) 5.34 (5.02–5.66) 5.09 (4.76–5.51)
T/T 168 27.01 (26.15–28.17) 5.58 (5.31–6.01) 4.86 (4.52–5.22)

(CA)n S/S 515 27.22 (26.41–28.46) 0.20 5.42 (5.10–5.76) 0.49 5.01 (4.71–5.45) 0.60
S/L 274 28.32 (27.38–29.73) 5.33 (5.08–5.69) 5.23 (4.95–5.58)
L/L 27 24.97 (24.13–25.71) 5.20 (4.95–5.58) 4.80 (4.55–5.02)

rs1256031 T/T 213 28.05 (27.24–29.59) 0.73 5.31 (5.07–5.69) 0.09 5.19 (4.89–5.56) 0.33
T/C 403 27.37 (26.39–28.53) 5.33 (5.02–5.65) 5.13 (4.79–5.52)
C/C 194 27.43 (26.53–28.65) 5.61 (5.32–6.05) 4.90 (4.54–5.30)

Adjusted for age, weight, smoking, and alcohol consumption.
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ER gene association analysis
Postmenopausal women who carried the minor ESR2 (CA)n

[L] and ESR2 rs1256031 [C] alleles, not in LD (D’� 0.005), had
moderately higher estradiol levels (P � 0.02 and 0.03, respec-
tively; Table 4). No significant associations of the steroid hor-
mone phenotypes with the ESR1 SNPs were detected.

Adjusted DHEAS means by genotype are shown in supple-
mental Tables 2 and 3.

Secondary analyses
Nongenetic predictors of steroid hormone levels by genotype

are shown in supplemental Table 4. No consistent association of
smoking status, alcohol consumption, and BMI with estrogen-
related gene polymorphisms was found.

Discussion

In this study we report association between variations in the
aromatase gene (CYP19A1) and circulating estradiol and tes-
tosterone levels, as well as the estradiol to testosterone ratio, in
men. It is well known that in postmenopausal women, when the
ovaries cease to produce estrogens, and throughout life in men,
estrogen is converted from steroid precursors through a series of
enzymatic reactions. The enzyme aromatase is found in numer-
ous tissues in the body where it catalyzes the conversion of tes-
tosterone into estrogens (Fig. 1). Experimental data have shown
that disruption of Cyp19 was associated with the development of
obesity, decrease in lean mass, hypercholesterolemia, hyperlep-
tinemia, and insulin resistance (reviewed in Ref. 28).

In men, peripheral aromatization of testosterone to active
estrogen accounts for at least 75% of estrogen production (29),
and the hormone balancing is defined by the testosterone to
estrogen ratio. Age-associated testosterone decline has been
shown in relation to diabetes, metabolic syndrome, reduced
body lean mass (reviewed in Ref. 30), and mortality in men (31).

This study shows that common polymorphisms in CYP19A1
are associated in a dose-response manner with higher circulating
estradiol and lower testosterone levels, and, consequently, with
a higher estradiol to testosterone ratio in men. The differences
between homozygous carriers and noncarriers were 13% for
estradiol levels, 5% for testosterone levels, and 17% for the
estradiol to testosterone ratio. These differences are independent
of genetic effects on BMI, smoking status, and alcohol consump-
tion (supplemental Table 4). In men, lower testosterone levels
and a reduced testosterone to estradiol ratio have been associated
with coronary atherosclerosis (32), whereas testosterone insuf-
ficiency has been correlated with an increased risk of death over
20 yr, independent of risk factors and preexisting health condi-
tions (33). Moreover, higher serum estradiol levels and an es-
tradiol to testosterone ratio have been associated with a lower
risk for CVD events in older men (2).

Our findings suggest that synonymous coding (rs700518)

TABLE 4. Adjusted estradiol levels in postmenopausal
women by estrogen-related genotypes

Gene SNP Genotype No.

Estradiol

Median
(25th-75th
percentile)

P
value

CYP19A1 rs700518 G/G 72 8.70 (5.75–13.83) 0.82
G/A 138 10.19 (5.42–16.42)
A/A 72 9.88 (6.24–15.73)

(TTTA)n S/S 71 8.40 (5.36–13.94) 0.74
S/L 154 9.24 (5.73–14.72)
L/L 64 10.15 (6.23–17.37)

rs726547 C/C 290 9.76 (6.04–14.98) 0.84
C/T 33 10.11 (6.60–13.95)
T/T 1 13.20 (13.20–13.20)

ESR1 (TA)n L/L 67 12.59 (7.09–21.07) 0.56
L/S 149 9.26 (5.84–14.08)
S/S 73 11.04 (6.96–15.86)

rs2077647 T/T 92 12.10 (7.77–18.11) 0.26
T/C 171 8.98 (5.79–14.95)
C/C 59 8.61 (4.92–13.86)

rs2234693 T/T 97 11.61 (7.64–17.57) 0.39
T/C 172 9.00 (5.66–14.20)
C/C 60 11.62 (6.76–17.38)

rs9340799 A/A 131 11.04 (7.13–16.55) 0.62
A/G 163 9.17 (5.73–14.10)
G/G 37 11.28 (6.31–13.97)

rs1801132 C/C 194 9.08 (5.58–14.58) 0.39
C/G 101 12.29 (8.13–19.62)
G/G 21 9.51 (5.76–11.93)

(CA)n S/S 126 9.16 (5.54–13.26) 0.23
S/L 115 10.96 (6.36–15.54)
L/L 40 16.28 (10.33–27.41)

ESR2 rs1256059 C/C 102 8.33 (5.21–12.12) 0.22
C/T 163 8.78 (5.49–13.95)
T/T 56 15.02 (10.84–24.61)

(CA)n S/S 213 10.70 (6.92–16.94) 0.03
S/L 107 7.54 (4.55–11.56)
L/L 17 19.19 (13.06–21.01)

rs1256031 T/T 99 7.80 (4.92–10.88) 0.02
T/C 158 8.72 (5.63–14.27)
C/C 74 15.73 (12.09–25.29)

Adjusted for age, weight, smoking, and alcohol consumption.
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FIG. 1. Schematic summary of the role of the genes involved in estrogen
metabolism. DHEA, Dehydroepiandrosterone; ERE, estrogen response
element; SRC, steroid receptor coactivators.
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and intronic (rs726547) nucleotide substitutions and the (TT-
TA)n repeat polymorphism in CYP19A1 are linked to a gain-of-
function variant or cause a splicing alteration that increases aro-
matase activity that results in the conversion of larger amounts
of testosterone to active estrogen. In an earlier paper, a similar
association between the “long” CYP19A1 (TTTA)n allele and
circulating estradiol has been reported in elderly men (34).

Estrogen exerts its actions directly by interacting with nuclear
or membrane ERs, � and �. ERs are transcription factors that,
when activated by estrogens, bind to estrogen-response elements
in the promoter regions of target genes regulating their expres-
sion (Fig. 1). Variation in ESR1 and ESR2 may cause an impaired
binding and, consequently, altered expression of genes regulat-
ing steroid hormone biosynthesis resulting in decreased circu-
lating hormone levels. Therefore, we hypothesized that varia-
tions in the ESR1 and ESR2 genes, which have been repeatedly
implicated in numerous cardiovascular phenotypes, decrease cir-
culating estradiol, testosterone, and DHEAS levels, which, in
turn, increase cardiovascular risks. Although we tested this hy-
pothesis in the same cohort in which significant sex-specific as-
sociations were detected between the ESR1 polymorphisms and
higher risk of myocardial infarction (9), elevated blood pressure
(13), altered lipoprotein particle size concentrations (14, 15),
lower waist circumference (16), and more prominent age-related
changes in left ventricular structure (18), as well as between
higher serum estradiol levels and lower risk of CVD events (2),
no relation of variation in ESR1 with circulating steroid hor-
mone levels was discovered. Nonetheless, a number of reports
have shown significant associations between the two most stud-
ied variations in the first intron of ESR1, detected by digestion
with restriction enzymes PvuII, rs2234693, and XbaI,
rs9340799, and higher androstenedione, a precursor of testos-
terone (35), whereas conflicting results have been shown with
serum levels of estradiol (36, 37), both in postmenopausal Cau-
casian women.

In addition, we detected moderate associations between post-
menopausal estradiol levels and ESR2 rs1256031 and ESR2
(CA)n. Carriers of minor alleles had higher circulating levels than
their noncarrier counterparts. However, these findings were not
supported by significant associations with another ESR2 SNP,
rs1256059, which is in tight LD with ESR2 rs1256031; yet, an
association similar in direction and magnitude, though not sta-
tistically significant (P � 0.22), was detected (Table 4). Even
though, our data do not help explain our previously reported
finding that, after the adjustment for menopausal status, hyper-
tensive ESR2 rs1256031 [TC] female carriers had the largest left
ventricular mass and wall thickness (19). Although we cannot
completely exclude spurious associations common for this type
of study, other reports have indicated significant relations of
variation in ESR2 with circulating estrogen and androgen levels
in postmenopausal women (37, 38). Alternatively, we can spec-
ulate that the associations with the ESR1 and ESR2 SNPs, pre-
viously detected in the FHS, may be caused by hormone-inde-
pendent effects of the receptors.

This study’s limitations include the fact that active sex ste-
roids are also synthesized locally in peripheral tissues, providing
target tissues with controls that adjust the formation and me-

tabolism of sex steroids to local requirements (39). These ste-
roids are not released into the circulation and are not detectable
in blood. However, it has been shown that circulating hormone
levels reflect local steroid concentrations because their availabil-
ity in the circulation ensures precursors for local synthesis (40).
In addition, no formal adjustment for the multiple testing was
performed. A standard correction for multiple hypothesis testing
relies on the assumption that all statistical comparisons are in-
dependent. In the case of CYP19A1, three polymorphisms were
in strong LD with one another, and steroid hormone levels were
correlated. Nevertheless, some of our individual SNP and hap-
lotype associations would independently pass the Bonferroni
correction for multiple testing per gene (� � 0.05/21 tests �

0.002 for CYP19A1), which represent a possible false-positive
finding in one out of 2000 occurrences. The consistency and
biological relevance of these associations should motivate fur-
ther research to verify and extend these findings.

In summary, our findings suggest that associations between
the ESR1 gene polymorphisms and the incidence of myocardial
infarction, elevated blood pressure, altered lipoprotein levels,
and left ventricular structure are unlikely to be mediated through
circulating steroid hormone levels. Importantly, the correlation
of common genetic variations in CYP19A1 with estradiol and
testosterone concentrations and their ratio in men may have im-
portant health effects. Knowledge that a specific carrier status
may predispose to altered steroid hormone levels, which can
promote CVD risks, may lead to targeted intervention strategies
to reduce health risks in genetically susceptible individuals.
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TWELVE TIPS 

Twelve tips for excellent physical examination
 
teaching
 
SUBHp., RAMAN! 

B()~;!Gn Univorsity SchoGl of rv!(:c.icin(~! Boston, USA 

Abstract 
Background: Physical examination (PEx) skills are declining among medical trainees, yet many institutions are not teaching 

these systemaucally and effectively. Many variables contribute to effective teaching: teachers' confidence in their clinical skills, 
ability to demonstrate and assess these skills; availability of suitable patients. trainee atutude and fatigue; belief that institutions 

do not value clinical teachers. Finally, the relevance and significance of a systematic exam must be demonstrated or the teaching 

degenerates into a 'show-and-tell' exercise. 

Aims: This paper describes twelve pracucal teaching tips that can be used to promote high quality PEx teaching in 5 minutes 

or 45 minutes. 

Teaching tips: (1) Diagnostic hypotheses should guide reflective exam, (2') Teachers with the best clinical skills should be 

recruited; (3') A longitudinal and systematic curriculum can tailor teaching to multiple learner levels (4) Integration of simulation 
and bedside teaching can maximise learning; (5) Bedside detective work and games make learning fun; (0) The o-step approach to 

teach procedures can be adopted 1:0teach PEx; (7) Clinical teaching ar the bedside should be increased; (8) Linking basic sciences 

to clinical findings will demonstrate relevance; (9) Since assessment drives learning, clinical skills should be systematically 

assessed; (10) Staff development can target improvement of teachers' clinical skillS for effective reaching; (11) Technology should 
be used to study utility of clinical signs; (2) Institutions should elevate the importance of clinical skills teaching and recognize and 
reward reachers 

Conclusions: PEx is important in patient-physician interactions. a valuable contributor to accurate clinical diagnosis and can be 

taught effectively using practical tips. To reverse the trend of deficient clinical skills, precision of clinical findings should be studied 

and exam manoeuvres that do not contribute to diagnosis discarded; institutions should value clinical skills teaching, appoint and 

fund core faculty to teach and provide staff development to improve teaching skills 

Introduction 

Teaching clinical skills in general and physical examination 

(PEx) in particular is unique and challenging compared to 

other methods of clinical reaching (Cox 1998). There are 
many variables that make up an effective PEx teaching 

encounter including. teachers' own clinical skills; trainees' 

prior knowledge, skills and interest, availability of patients 

with the necessary findings; patient Willingness to be 

examined by a group of doctors and trainees who may nor 

have an)' impact on their clinical care: the physical environ, 

ment which is usually less than comfortable; trainee fatigue 

level etc. Even if all the factors mentioned above are perfectly 

aligned, the teachers themselves must be additionally skilled 
at demonstrating clinical signs and diagnosing when trainees 
have achieved those skills. Finally, the relevance of performing 

a svstematic FEx and the significance of findings must 

be evident to trainees or the session quickly degenerates 
into a 'show-and-tell' exercise. 

It has been noted that clinical skills teaching is 

nor consistent across clinical rotations nor is it longitudinal. 
At our institution, for e.g., medical students learn PEx during 
two separate 'introduction to clinical medicine blocks in their 

second year, sporadically and inconsistently during their third 

year clerkships, thereafter it is assumed that trainees have 

teamed it all and not pursued systematically during their 

postgraduate years. There is marked variability in teaching 

across clerkships and the quality of the PEx training is entirely 

dependent on their clinical attachments and consultants. 

Often, it is their residents who end up teaching students and 

their own clinical skills are lukewarm at:best. 

Investigators suggest that a carefully obtained history and a 

focused physical exam contribute more to diagnoses than 

investigations alone even in the current medical environment 

(Peterson et al. 1992; Bordage 1995). To resuscitate clinical 

skills among clinicians, institutions need to raise the [caching 

of It to the highest priority, appoint COre faculty to teach and 
invest in staff development. 

Key challenges to effective 
teaching of physical examination 

1.	 Teachers lack confidence in their own exam skills 

(Ramani ct a1 2003), 

Correspondence: Subha Ramani, MBBS. tvlMEd, MPH,Department of Medicine, Section of General InternalMedicine, Boston University School of 
Medicine, 71'; Albany Street. Boston, M3ss,Kfrusetl,-02118, USA, TeJ, 617-63~-79~5; t'IX. 617-1t<;-4676; email sramaniesbu.edu 
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2.	 Teachers lack the skills to demonstrate PEx effectively 

and efficiently (Cox 1998) 
3.	 Medical schools teach the long winded systematic 

approach to exam without teaching history based 

hypotheses formulation and hypotheses based focused 

physical exam (Benbassat et. al. 2005), 

4.	 Lack of a systematic, longltud.na) curriculum with 

different levels of teaching for different levels 

of trainees (Goldstein et at 20(5), 

5.	 Lack of clarity in setting learning objectives for the 
teaching session, i.e. describing dearly what to look for 

and how to look for it (Cox 1998). 
6.	 Not explaining what the findings are caused by. the 

differential diagnoses and clinical significance of 

findings (Cox 1998). 
7.	 Teachers lecturing too much or demonstrating without 

providing trainees ample time and opportunities to 

practise (Cox 1998). 
8	 Deficient assessment of physical exam. This includes 

exclusive use of standardized patient based oseE 
without observation in clinical practice as well as 

m 

o absence of physical exam assessment of postgraduare
N 

trainees in the United States (Holmboe 200"!; Hatala 

et al. 2007b) 

9.	 Medical institutions not valuing clinical skills enough 

and relying on technology to provide all the answers 

(Ramani Ci. a!. 2003). 

The following twelve tips are practical strategies that 

institutions and individual teachers can use to promote high 

quality physical exam teaching (Table 1). 

lip 1 

Physical exam should be reflective guleJed ny 
diagnostic hypotheses 

The tradiuonal textbooks of clinical diagnosis describe very 

detailed and systematic physical exam of each organ system. 

which may be impractical in clinical settings where time is of 

the essence. Benbassat and colleagues (Benbassat et a!. 20(5) 

quesrion the value of such a systematic head 1'0 toe exam and 

state that this method of exam divorces data collection from 

clinical reasoning. They suggest that challenging students to 

seek specific physical findings may increase the likelihood of 

detecting findings and may transform patient history and 

physical from routine activities into intellectually exciting 
experiences. A reflective examination is guided by diagnostic 

hypotheses, detecting cues for diagnosis in patients based on 

their complaints and formulating differential diagnosis. 
A classic example is the neurologic exam which has 

traditionally been a time intensive exaru, Some authors suggest 

classifying neurologic eX;1lT1 skills into essential, rna rgina 1and 
reserve skills (Glick 2005). Essential skills are mandatory steps 

and contribute most to diagnosis, marginal skills are steps of 

the exam that do not necessarily add to diagnostic hypotheses 

and reserve skills are those that would be used in specific 

situations ro guide diagnosis. Glick argues rhar an evidence

based. progressive approach has the potential to impact 

positively reaching and efficiency of practice as well as 

exrernallv mandated quality standards. This rlassificarion of 

PEx skills can be readily applied to other organ specific exam. 

lip 2 

The most skilled clinicians should be recruited 
for PEx teaching 

It appears that many institutions delegate junior faculty or 
senior trainees to teach PEx sessions. With the reported 

decline in clinical skills among trainees and practicing 

clinicians (Kern et aJ. 1985; Mangione er al. 1995; Mangione 

& Nieman 1999; Mangione 2001; Vukanovic-Criley er al. 2(06), 

we might be allowing the blind to lead the blind. Allowing 

those whose clinical skills are not of the highest level to teach 

junior trainees will perpetuate bad technique, poor recognition 

of abnormal findings, inability to interpret their significance 

leading to lack of application in daily patient care. Instirunons 

should actively recruit recently retired clinicians with excellent 
clinical examination skills to teach trainees, many of whom 

have trained before the era of obsession with high technology 

medicine. 

The University of Washington underwent a major curricu
lum reform for teaching its students clmical skills in response 

to problems identified during needs assessment as well as 

problems reported about clinica I skills of trainees nationwide 

(Goldstein ci al. 2005). They established the college system 
with a core group of clinical reachers who committed 

a substantial portion of their time to teach and mentor medical 
students, as well as develop and assess the curriculum. 

They developed explicit benchmarks for teaching core clinical 

skills. They identified a core of expert teachers, ensured 

Institutions 
The best for the job 

Structured curriculum 

Staff development 

Assessrrent 
Elevate importance 

or physical exam 
in trainee education 

Clinical skills centres 

Teachers 
AcqJiI'8bedside to~v;hing skills 

Improvedemonstration skills 

Reinforce and update own 

physicalexam skillr, 

Use multiple teaching methods 
ami make ii fun 

Content 
lnteg:-ate basic sciences into 

physical exam teacning 
Incorporate evidence 

baseo physical exam 
Encourage use or technology 

to corroborata exam findings 
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adequate financial support for their teaching activities, 

provided them with a teaching and mentoring role, gave 

them a key role in curriculum development, and created an 

environment rhar refocused the school's resources on reaching 

and evaluating core clinical skills. Their preliminary data 

indicate that their program enjoys remarkable success witb 

their students and faculty alike. 

Tip 3 

Estabhsh a structured and longitudinal curricuum 

Many professional societies have argued for the importance of 

reaching and evaluating clinical skil's. But unpredictable 

patient exposure based on curricular needs may result in 
scant structured learning opportunities to acquire critical skills. 

Moreover, there arc a variety of learning styles that different 

trainees use predominantly to learn. Therefore, a 'one size fits 
all' or a single structured type of educational approach would 

not enna nee trainee ability to select and use specific history 

or physical exam skills for individual problems. To assure that 
essential physical exam skills are acquired, it most 

likely requires that both systematic instructional strategies 
(didactic and hands on) and repeated learning opportunities 

are available to reinforce teaming (Allen et al. 1991). 

Goldstein et al. (2005) at the University of Washington, felt 
.... 
o it was necessary to have a 4-year integrated clinical 

skills curriculum and move away from the block based 

non-longitudinal traditional teaching of physical exam. In 

their curriculum, they delineated clinical competency domains 
for increasingly advanced levels with benchmarks clearly 

stated for each level of training. Such a longirudlna: curriculum 

"vould also ensure tha t trainees continue to continuously learn 
cIinlcaI skills from bask to incrcasi ngly advanced levels 

building on what was previously learned. In the separated 

block curricula, students first learn normal exam, a few months 

later (hey are required to do a full history and exam on a 

patient most of which is not observed. During the third year 
clerkships, some attachmenrs organize physical diagnosis 

sessions, others don't. This method does not enable recall or 

reinforcement of previously acquired skills and several 

assumptions of trainees' skills levels are held by faculty. 
Isscnberg & ~'lcGagllie (2002) state rhat a spiral curriculum! 

is a useful approach [0 teach PE for the following reasons: 

1.	 'There is an iterative revisiting of core clinical skills 
throughout the entire medical school curriculum; 

2.	 Clinical skills are revisited at numerous levels of 

difficulty; 
j.	 Clinical skiJls are related to previous skills; 
4.	 The competence and self-efflcacy of students increases 

with each visit to a skill. 

Tip 4 

lnteqrate srnulation W!ttl bedside learning 

U~1I1g simulation can enable tutors to srrurrure new learning 

opportunities, provide standardized and reproducible 

experiences and create learner centred cnvn onments where 

mistakes arc permissible (Dent 2001). Clinical skills centres 

also provide ample opportunities to assess teachers' clinical 

and teaching skills as well as trainees' physical exam skills. 

Instead of using clinical skills centres to teach systematic exam 

skills withour reinforcing this in clinical practice, Kneebone 

argues thar rhe 2 environments should be a continuuru 

(Kneebone cr al. 20(}i). He proposes a more integrated 

approach that bridges the 2 learning environments. Learners 

should be able to practice in a simulated environment to 

prepare them for experiences with real patients and also return 
to the simulated environment when they had identified 

a clinical need from their experiences with real patients. 
TIley can reinforce what was learned at the bedside by 

listening to abnormal heart and lung sounds etc using a 
simulator. Repetition would reinforce the learning and enable 

them to better detect and recognise abnormal findings 

in future patients. They would be able to go at their 
own pace, with sustained practice and feedback such that 
learning could be immediately applied to the real situation 

in the workplace. 

Tip 5 

Teach it well: P1e 6 step approach 

Educators hom Denmark (Faarvang & Ringsted 2006) took the 

traditional -i-srep approach to [caching procedural skills and 

expanded it to a e-stop approach to teach joint examination at 

their tnsrtrutton. These steps include the following and steps 
o and ') were considered essential to effective teaching 

of physical exam: 

O.	 assessing learners' needs and diagnosing [heir skill level; 
1. the ruror demonstrates the procedure; 
2. the tutor repeats the procedure and explains what is done; 

3. the	 student instillers the tutor while he or she repeats the 

procedure; 
4. the	 student demonstrates the procedure and explain what 

they do; 
5. after	 observing learners in step 4, the teachers give 

feedback. 

This principle is '10t specific for joint examination and can 
easily be applied to teaching examination skills for other 
groups of chronic patients with specific physical signs and 
symptoms. This approach should be included in institutional 

efforts at developing skilled teachers of clinical skills. 

Tip 6 

Make it fun - 'Th9 c!inicai detectives 

Most of [he other tips relate- to the importance and relevance of 
teaching rEx in medical education today as well as educational 

strategies for effecrive reaching. In addition. teachers should 
reflect on methods to rnake the teaching fun. Methods to teach 
physic"] diagnosis include bedside rounds, advanced physical 
diagnosis courses. urilizing senior trainees as teachers, 
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evidence- based physical diagnosis, use of teaching OSCEs 
and web- based curricula. Organising a game like atmosphere 
such as quizzes, medical jeopardy, physical findings treasure 
hunt, making the session an exercise in medical detection, 
making predictions about results of investigations based 
on exam findings can make PEx teaching more interactive, 
more engaging and more fun. At our instirurion, we have 
implemented more systematic PEx teaching for our residents 
this year. We have used a variety of teaching methods to keep 
the interest level high. Such methods include twice a month 
bed,ide morning reports. a marked change from the sit down 
case based discussions: physical exam jeopardy sessions with 
participants divided into teams and prizes for the Winning 
team; interactive case based lectures focusing on PEx; 
and clinical	 problem solving sessions focusing on clinical 
exam. All of the sessions have been very interactive and 
received well by our residents, 

lip 7 

o	 increase and improve bedside clinical teaching 
o 

Bedside reaching provides the best forum for clinical teachers 
to demonstrate physical examination techniques and teach 
physical exam. Yet, the frequency of bedside teaching is 

o .... reported to have decreased from an incidence of 75% in the 
.... 
o	 1960s to less than 16% in the 1990s (Shankel & Mazzafcrri 

1986: Ende 1997), PEx skills cannot be taught in ;, classroom 
and require the presence of a patient, real or simulated. 
Although many clinical teachers find this an intimidating mode 
of teaching that bares their own deficiencies, they need to 

realize that all of them possess a wide range of clinical skills 
that they can teach their junior and far less experienced 
trainees (Rarnani et al, 2003). This is particularly true if the 
patients are purely the subject of a physical exam teaching 
exercise and participants of the exercise are not members of 
the clinical ream providing patient care. Some common sense 
strategies combined with faculty development programs at 
individual institurions can overcome some of this msecuriry 
and promote bedside rounds which can be educational and 
fun for teacher's and learners alike, Many strategies have been 
recommended in literature by educators including a twelve 
tips article (Ramani Z003) and three ..domain model based on 
teacher-patient and team interactions (Janicik & Fletcher 2003). 

The twelve tips article simplifies key strategies for effective 
bedside teaching and has categorized teaching behaviours as 
those t.hat can be earned out sequentially before rounds, 
during rounds and after rounds. 

lipS 

Technology can help not hinder physical exam 
teachinq 

Trainees and faculty may feel that the physical examination is 
a subjective art when compared with the mare objective 
laboratory rests and imaging information (Andersen ex al. 
zoon A jJo:isib!<: solution is using technology [0 aid the 
reaching of PEx. Physical diagnosis teachers today also have 

M5'j 

access to a wide variety of technological aid, to enhance 
their teaching such as websites, CD-ROMs, simulators, 

videotapes. and infrared multiuser stethoscope". Although 
technology has been often been described as a barrier to 
physical exam reaching, technology can actually be used ro 
improve physical exam teaching, study the accuracy of 
physical signs and help clinical teachers discard those signs 
that have no proven value in diagnostic accuracy. The 
predictive value and clinical utility of many physical 
examination techniques and physical findings have been 
questioned and evaluated as illustrated in the the Rational 
Clinical Exam series in the .lAMA journal. Continuing to study 
these issues will keep the teacher of physical diagnosis up to 
date and direct physical diagnosis teaching and evaluation to 
the clinically most useful techniques and findings (Ende & 

Fosnocht ZO(2). 

lip 9 

Apply base sciences to Clinical exam 

In their junior yea rs, students prefer to see the relevance of 
the skills they art" leaming to what they leamed in basic 
science, and how it will serve them in practice. In their senior 
years, students must continue to apply basic science to 
clinical medicine (Isscnberg & McGaghie 200Z). Physical 
examination, which is considered by many to be a 
cornerstone for clinical diagnosis relies on a solid foundation 
in basic sciences such as anatomy, physiology and pathology 
(A..A.CA ZOO!). Where to inspect, percuss, palpate, and 
auscultate, as well as the proper analysis of physical findings 
during a physical examination, demand an anatomical 
foundation rooted in the following concepts: anatomical 
terminology, normal variation, three-dimensional relation
ships, functional and living anatomy, and most importantly, 
clinical anatomy (AACA 2001). Palpable bony landmarks 
provide important references for predicting underlying 
anatomy, eg the various valvular areas of the heart. Bones 
and bony landmarks are often used to define imaginary line~ 

that serve as helpful references for estimating the location of 
underlying anatomical structures, eg the rnidciavicular line. 
Knowledge of neuroanatomy is essential to localise neurolo
gic lesions based on exam and without knowledge of 
physiology, trainees cannot comprehend the mechanism 
behind the audibility of cardiac sound, and rnUITI1Urs. 
Finally, knowledge of sciences such as pathology, immunol
ogy and microbiology is key in formulating differential 
diagnoses on conclusion of a physical exam. 

lip 10 

Assessment drives curriculum 

The use of standardized or simulated patients has. in many 
centres, become synonyrnous with the OSeE as an approach 
to the assessment of clinical competence. Little attention has 
been paid to when it is appropriate 1.0 use real patients (RPs) 

and when standardized simulated patients (SPs) should be 
used. Although RPs wirh stable clinical findings may be used, 
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in most assessments SPs without physical findings are 
employed. However, some medical educators have reported 

that the correlation between exam technique and diagnostic: 

accuracy is poor (Szauter & Ainsworth 2006, Halala cr al. 

2007a.b) and using Sf's without physical findings may result in 

incomplete assessment of a trainee. Some factors needed to be 

attended to In planning assessment of clinical competence 
(Collins & Harden 1998} 

what is being assessed, including the level of 

abnormality and level of interaction with the patient 

required; 

2.	 the level of standardization required, with greater 
emphasis on standardization needed for high-stakes 

national examinations; 

3.	 the logistics, including the availability and costs of real 

parients and trained simulated patients; 

4.	 the context, for example, pracricc-based or formal 

examinations of the OSeE type; 

5.	 the level of realism or authenticity required. 

Thus, if detection of abnormal findings and diagnostic 
o 
~	 

accu racy are to be assessed, real pa tients are needed ando 

this is true for advanced level trainees whose exam technique 

alone cannot be used as a surrogate for accurate bedside 

diagnoses. 
o Another method that can be used to assess clinical skills .... 
.... 
o	 in practice is the mini-Cf'X which consists of short bedside 

interactions of trainees observed and graded by faculty 

(Norcini er al. 200.3). These can be formative and 

surrunative. Unfortunately, the quality of any assessment is 

dependent on faculty skills in history and physical exam, 

demonstration, observation, assessment and feedback and 

this has been a subject of some concern (Holmboe 2(04). 

For all these reasons, staff development is crucial and 

institutions need to make an investment in the selection 
and tra ining of their core clinical faculty as has been 

done very well by the University of Washington (Goldstein 

et al. 2005) 

lip 11 

Staff development: Teach the teachers clinical skits 

It has been said that 'To advance the art and science in clinical 
examination. the equipment a clinician most needs [0 improve 

is himself.' 
Several investigators have reported rhar the clinical skills of 

trainees has declined since the 197005 (Kern er al. J985; 

Mangione et a!. 1995; Mangione 1999, 2001; Vukanovic-Criley 

er al. 2(06), it becomes evident that these generations of 
trainees now turned faculty are teaching newer generations. 

Further, increasing pressures on faculty and curricular time 
may be leading to decreased attention to rhe teaching of the 
physical examination as well as decreased opportunity for 
faculty to improve their own skills. Cox states that since a 

major task in clinical teaching is to help students collect clinical 

evidence, teachers must be skilled in demonstrating how to do 
it (Cox 1998). To become skilful, each teacher must practise 

demonstration. To improve their skills teachers need to be 

observed during their teaching and provided with feedback on 

their effectiveness. And to be confident of the outcomes of 

effective demonstration, teachers must be sure that trainees 
have learned. 

Providing periodic faculty development sessions to 

enhance their bedside teaching skills and to update them on 

new information about the utility (or lack of utility) of specific 

physical examination manoeuvres and findings would be very 

useful (Anderson et a1. 2001). Residency program directors, 

chief residents. and other key clinical teachers should be 

encouraged to participate. Developing resident skill .in 
physical diagnosis is critical, as they are the principal teachers 

of medical students and they need to be able to model these 

skills for students. 

lip 12 

lnteqrate into tile institutional values 

Clinical teachers often perceive that in the current culture 

of academic medical institutions, teaching is an activity 

without commensurate rewards, financial or non-financial, 

and teaching is often the ball that is dropped before clinical 

work or research. Overcoming the cultural barriers to 

teaching requires a department or institution-wide initiative 
(Anderson et al. 2(01). Although this cannot be expected to 

occur overnight, a faculty leader can promote innovative 

solutions with the support of the department chair, the medical 

school dean's office, and residency or clerkship directors. 

Medical schools should reward the teacher of physical 

diagnosis by acknowledging teaching efforts through personal 

recognition awards, salary as well as time allocated to enable 

faculty to reach. 
They should also provide protected time and administrative 

support to the directors of physical exam courses. Faculty 

should be given time to teach by commensurate reduction of 

their clinical duties during the course. They should be 

rewarded for physical diagnosis teaching by including this 

activity in consideration of promotion decisions. Institutions 

could create awards that specifically recognize faculty or 

residents with outstanding physical diagnosis skills and make 

available funds for purchasing physical diagnosis teaching 
materials such as CD-ROMs, simulators, audiotapes, and 

Videotapes. Finally, faculty with an interest in research in 
physical diagnosis should be supported and encouraged with 
start.-up funds 

Conclusion 

Physical examination is a key aspect of patient-physician 
interactions and a valuable contributor to accurate clinical 

diagnosis. There are many innovative ways to teach PE and it 

can be taught in a time efficient manner. Rather than being a 
barner to improving clinical skills, technology can actually 

help establish accuracy of physical exam. The medical 

community should continue 1:0 study the precision of clinical 

findings and elisc'arc! [hose exam manoeuvres thar do not 
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contribute to patient diagnosis. Instnuticns should ele-vate the 

value of clinical skills teaching, appoint and fund core faculty 

to teach and provide staff development [0 llnprcwc both 

faculty physical exam skills as well oS their PEx te'/C'ling Skills. 

Diligent attention to teaching PEx exam may reverse rhe irend 

of deficient clinical skills among generations of medical 

trainees and put the patient back into patient care. 
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Abstract 
Teaching in the clinical environment is a demanding, complex and often frustrating task, a task many clinicians assume without 

adequate preparation or orientation. Twelve roles have previously been described for medical teachers, grouped into six major 
tasks: (1) the information provider; (2) the role model: (3) the facilitator; (4) the assessor; (5) the curriculum and course planner; 
and (6) the resource material creator (Harden & Crosby 2000). 

It is clear that many of these roles require a teacher to be more than a medical expert. In a pure educational setting, teachers 

may have limited roles, but the clinical teacher often plays many roles simultaneously, switching from one role to another during 
the same encounter. The large majority of clinical teachers around the world have received rigorous training in medical knowledge 
and skills but little to none in teaching. As physicians become ever busier in their own clinical practice, being effective 
teachers becomes 1110re challenging in the context of expanding clinical responsibilities and shrinking time for teaching (Prideaux 
et al. 2000). Clinicians on the frontline are often unaware of educational mandates from licensing and accreditation bodies as well 
as medical schools and postgraduate training programmes and this has major implications for staff training. lnstirutions need to 
provide necessary orientation and training. for their clinical teachers. This Guide looks at the many challenges for teachers in the 
clinical environment, application of relevant educational theories to the clinical context and practical teaching tips for clinical 
teachers. This guide will concentrate on the hospital setting as teaching within the community is the subject of another AMEE 

guide. 

Introduction 

Teaching in the clinical environment is defined as teaching 

and learning focused on. and usually directly involving, 

patients and their problems (Spencer 2003). The clinical 

environment consists of inpatient, hospital outpatient and 

community settings, each with their own distinct challenges. 

It is in this environment that students learn what it means to 

be a real doctor. Skills such as history taking, physical 

examination, patient communication and professionalism are 

best learned in the clinical setting, medical knowledge is 

directly applied to patient care, trainees begin to be 

motivated by relevance and self-directed learning takes on 

a new meaning (Spencer 20(3). Teaching in the clinical 

setting often takes place in the course of routine clinical care 

where discussion and decision-making take place in real 

time. Often the teaching will centre on an analysis of actual 
patient care that the student has undertaken. This is the most 
common pa ttern for postgraduate trainees. Undergraduate 
students benefit from additional sessions specifically planned 
for teaching. These sessions may take place in the ordinary 

clinical environment and make use of the pauents who are 
opponunistically available. They may on the other hand be 

highly structured with particular patients brought up espe
cially for the session. 

The word 'doctor' is derived from the Latin docere, which 
means 'to teach' (Shapiro 200l). Clinical reachers have a dual 

role in medicine, t.o provide patient care and to teach 
(Prideaux et al. 2000; Irby & Bowen 2004). Though all 

doctors are usually well prepared for their clinical roles, few 
are trained for their teaching roles (Steinert 2005). Clinical 

teachers take their role as teachers of future generations of 
doctors seriously and with enthusiasm. Yet, most lack 
knowledge of educational principles and teaching strategies 

thus may be inadequately prepared for this additional 

professional role (Wilkerson & Irby 1998). It has simply 
been assumed that professionals who have graduated 

from medical schools/colleges and undergone 
postgraduate training can automatically starr teaching the 
day after they graduate. Due to advances in education 
such as new methods of [caching and learning, a 
more student-centred teaching, competency based assess
ment and emphasis on professionalism; educators today 

are required to have an expanded toolkit of teaching skills 
and clinical expertise (Harden & Crosby 2000; Searle et al. 
2(06) 
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Clinical teaching overview 

What makes a c'lnical teacher excellent? 

Many investigators have examined the qualities that learners 

value in their clinical teachers. Irby & Papadakis (2001) 
summarized these and list rhe skills that make a clinical teacher 

stand out (see Box 1) 

Problems with clinica: teaching 

John Spencer has listed common problems with clinical 
teaching in his article on learning and teaching in the clinical 
environment published in (he British Medical Journal's ABC 

of learning and reaching in medicine series (Spencer 2003), 

The following are examples of such challenges, though by 
no means a complete list: 

•	 lack of clear objectives and expectartons, 
•	 teaching pitched at the wrong level; 
•	 focus on reca 11 of facts rather than problem solving; 
•	 lack of active participation by learners; 

:3'18 

Box 1. Skills that make a clinical teacher excellent 

Exce:lent clinical teachers: 

•	 sharea passicn for teaching: 

•	 are clear, organized, accessible, supportive and compassionate; 

•	 are able to establish rapport; provide direction and feedback; exhibit 

integrity and respect for others; 

•	 demonstrate clinical competence; 

•	 utlhse planning and orienting strategies; 

•	 possess a broad repertoire of teaching methods and scripts; 

•	 engagein self-evaluation and reflection; 

•	 draw upon multiple forms of knowledge, the}' target their teaching to 
the learners' level of knowledge. 

Box 2. Challenges of clinical teaching 

•	 Time constraints 

•	 Work demands - teachers maintain other clinical, research or 
administrative responsibilities while being called upon to teach 

•	 Often unpredictable and difficult to prepare for 

•	 Engaging multiple levels of ,earners (students, house officers etc) 

•	 Patient related Challenges; short hospital stays; patients too sick or 

unwilling to participate in a teaching encounter 

•	 Lack of incentives and rewards tor teaching 

•	 Physical c;lJnical environment not comfortable to!" teaching 

F'Om Focus group discussions of Clinical faculty in the Department of 
Medicine at Boston University Sd'lOol of Medicine 

•	 inadequate direct observation of learners and feedback; 

•	 insufficient. time for reflection and discussion, 
•	 lack of congruence with the rest of the curriculum. 

Challsnqes for teachers in the ciinical environment 

Teaching in the clinical environment comes with its own set 
of unique challenges (Spencer 2003); some key ones are listed 
in Box 2. 

Despite the numerous challenges noted, many clinicians 
find practical solutions to overcome (hem and excel in their 

dual role as clinician and teacher The remainder of this guide 
focuses on practical educational strategies that clinicians can 
use while teaching in the clinical environment from technical 
skills to a scientific and professional approach to their 
teaching. 

Generai teaching models for leaching in any 
cUrical setting 

Two models of clinical teaching have been successfully used 
in faculty development. of clinical reachers. Both models are 
behaviour based and can be adapted by clinical teachers to all 
clinical settings. The first is (he Stanford Faculrv Development 
model for clinical teaching and the second is the Microskills 

of teaching model, also known as the one-minute preceptor. 



Stanford taculty development modo: for 
clinical teaching 

A popular model for teaching improvement. has been the 
seven-category framework of analysis developed by the 
Stanford Faculty Development Centre. This comprehensive 
framework is outlined in the article by Skeff (1988). In 
addition, this seven-category framework has been validated 
by work at. the University of Indiana which resulted in a 26 

item questionnaire	 rhar can be used to evaluate teaching 
(Litzelman et al. 1998) Although it provides a categorical 
framework for evaluation and analysis of teaching, the power 
of the model is most effectively demonstrated in hands-on 
seminars in which faculty are enabled to both understand 
and	 apply this method of analysis to their teaching. This 
model described all clinical teaching as fitting into seven key 
categories, lists key components under each category and 
further describes specific teaching behaviours under each key 
compone nt, 

The categories are as follows. 

(1) Promoting ~l	 positive learning climate: The learning 
o 
o	 climate is defined as the tone or atmosphere of the 
N 

teaching setting including whether it is stimulating, and 
whether learners can comfortably identify and address 
their limitations. It sets the stage for effective teaching 

N 
n and learning. 
n 
o	 (2) Control of session: This refers to the manner in which 

the reaching interaction is focused and paced, as 
influenced by the teacher's leadership style. lt reflects 
the group dynamics, which affect the efficiency and 
focus of each teaching interaction. 

(3)	 Communication of gO<11s: This includes establishment as 
well as explicit expression of teachers' and learners' 
expectations for the learners. Setting goals provides a 
structure for the teaching process, guides teachers in 
planning the teaching and provide a basis for 
assessment. 

(4)	 Promoting understanding and retention. Understanding 
is the ability [0 correerly analyse, synthesize and apply 
whereas retention is the process of remembering facts 
or concepts. This category deals with approaches 
teachers can use to explain content being taught and 
have learner meaningfully interact with the content, 
enabling them to understand and retain it. 

(5)	 Evaluation: It is the process by whim the reacher 
assesses the learner's knowledge, skills and attitudes, 
based on educational goals previously established. It. 
allows the teacher to know where the learner is and 
helps them plan future reaching as well as assess 
effectiveness of teaching. Evaluation can be formative 
to assess ongoing learner's progress towards educa
tional goals or summative for final assessment to judge 
learner's achievement of goals. 

(6)	 Feedback: Feedback is the process by which the 
reacher provides learners with information about their 
performance for potential improvement. It provides an 
educational loop through which the teacher can guide 
learners to usc the evaluation of their performance to 
reassess attainment of goa Is. 

(7)	 Promoting self-directed learning. Teachers achieve this 
by facilitating learning imriatcd by learner's needs, 
goals and interests. It stresses the importance of 
acquiring skills to equip the learner to continue 
learning beyond the time of formal education. 

The one-minute preceptor 

The 'Microskills' of teaching, also called the one minute 
preceptor because of the short time available for teaching in 
the clinical environment, provides a simple framework for 
daily teaching during patient care (Neher er al. 1992). It is most 
relevant to teaching postgraduate trainees but the steps also 
apply to the longer encounters that are specifically focused on 
teaching for undergraduates. These steps can be used to 
structure effective short clinical teaching encounters rhat last 
five minutes or less as well as to address problems that arise. 
The original microskills model uses a five-step approach. 

Step .1. Getting a commitment: The teacher encourages 
learners to articulate their opinions on the differential 
diagnosis and management rather than giving their own 
conclusions and plans. The teacher must create a safe learning 
environment so that learners feel safe enough to risk 
a commitment - even if it is wrong. 

Step 2. Probing for supporting evidence: TIle teacher 
should encourage learners [0 'think out loud' and give their 
rationale for the commitment they' have just made to diagnosis, 
treatment, or other aspects of the patient's problem. Teachers 
should either validate learners' commitments or reject them 
gently jf flawed. 

Step 3. Teaching general rules: Teachers can guide learners 
to understand how the learning from one patient can be 
applied to other situations. The learner is primed for new 
information mel' can apply to a given patient as well as future 
patients. If the learner has performed well and the reacher has 
nothing to add, this microskiil can be skipped. 

Step 4. Reinforcing what was done wcll: It is appropriate to 
usc this microskill every time the trainee has handled a patient 
care situation well. Effective reinforcement should be specific 
and behaviour based and not vague. Positive feedback also 
builds the trainee's self-esteem. 

Step 5. Correcting mistakes: Negative or constructive 
feedback is often avoided by clinical teachers, but this is 
vital to ensure good patient care. Encouraging self-assessment 
is <J good way to have the learners realise their mistakes 
themselves and if they have idenrified their errors, they can be 
given positive feedback on their self-reflective capabilities. 
If the teacher has to point out mistakes, this must be specific, 
timely and based entirely behaviour based. 

Applying the Dundee outcomes 
model in clinical teaching 

It has been stated that the medical profession needs to think 
more seriously about training their reachers and a framework 
for developing excellence as a clinical educator is needed 
(Hesketh er al. 2(01). Harden et .11. (999) had previously 
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proposed a 3-circle learning outcomes model to classify skills 

and abilities that doctors must possess, The Dundee outcomes 

model offers a user-friendly approach to communicate 

learning outcomes and was adapted to describe outcomes 

for medical teachers (Hesketh et al. 2(01), We usc this model 

in describing outcomes expected of a clinical teacher, moving 

from technical competencies to meta-competencies within 

each Circle (Figure 1), 

0)	 The inner circle refers to the fundamental tasks that 
clinical teachers should be able to perform compe

tently; doing the right thing, 
(2)	 The middle circle represents the reacher's approach to 

clinical teaching with understanding and application of 

relevant learning theories; doing the thing right. 
(3)	 The outer circle represents the development of [he 

individual through a professional approach to teaching 
in the clinical environment; the right person doing it. 

The baSIC 
tasks a 0 

N	 clinical,. leacher must 
~ perform
" ..,"	 The clinical · teacher's 
N approach to 
.-< teaching 
;:: The clinician 

as a u 
professional'" teacher-;;; 

,C 
,Q 
cr 
'" 
.~ 
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E. · 
c•

,. 
lJl 

'0

·•'0~ 
"•0 
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Adapted from Harden et at. 1999 

Figure 1. The Dundee 3-cirde outcomes model. 

In applying the three-circle outcomes 1110dcl for teachers in 

the clinical environment we have attempted to keep these 
outcomes clear and unambiguous, specific, manageable 
and defined at an appropriate level of generality (Harden 

ct al, 1999) (see Box 3), 

Circle one: what the clinical 
teacher should be able to do 
(doing the right thing) 

We list the following tasks as essential for reachers in 
the clinical environment: time efficient teaching, inpatient 

teaching, outpatient teaching, bedside teaching, assessment 
of learners in the work setting and giving feedback. 

Time efficient teaching 

Irby & Bowen (2004) described a 3-step approach for time 
efficient teaching in the clinical environment. All three steps 
described can be adapted equally well to a one-hour session 
as a lO-rninute teaching session, 

Planning. Advanced planning C8n achieve the following: 

•	 sharpen expectations; 
•	 clarify roles and responsibilities; 
•	 allocate time for instruction and feedback; 
•	 focus learners on important priorities and tasks. 

The planning stage includes communicating expectations to 
learners, soliciting learners' goals, creating a safe and 
respectful learning environment, selecting appropriate patients 
for the teaching and priming learners about the goals of the 
session, 

Teaching. Distinguished clinical teachers draw upon a 
repertoire of teaching strategies to meet the needs of their 

learners and selectively use any or all of the following five 
common teaching methods, 

•	 Teaching from clinical cases; combining simple discussions 
for novice learners with higher level discussions for more 
senior learners 

Box 3, Applying the three-circle outcomes model for teachers in the clinical environment 

Tasks of a clinical teacher (Doing the right thing) Approacll to teacl'ing (DOing the thing right) Teacher as a professional fTt1e rightperson 
doing it) 

•	 Time efficient teaching • Showinq enthusiasm for teaetling and • Soliciting feedback on teaching 
towards learners 

•	 Inpatient teaching • Understarxnnq leaming principlesrelevant to • Self-reflection on teaching stranqtns and 
clinical teaching weaknesses 

•	 Outpatient te"whing • Using appropriate teaching strategies for • Seeking professional developmentin 
different levels 01 learners	 teaching 

•	 Teaching at the beosroe • Knowing and applying principles of effective • Mentoring and seeking mentorinq 
feedback 

•	 ''''iark based assessmentof learners in • Modellinggood, professional behaviour • Engagingin educational scholarship 

clinicalsettings includrng evidence based patient care 

•	 PrOViding feedback • Graspingthe unexpected tea::hing moment 

3'iO 
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•	 Using questions to diagnose nor only learners' capacity for 
recall but also their analysis. synthesis and application 
capabilities 

•	 Using advanced learners to participate in the teaching 
•	 Using illness and teaching scripts. Examples of illness scripts 

include knowledge of typical symptoms and physical 
findings, predisposing factors that place the patient at 
risk and underlying pathophysiology. Teaching scripts 
commonly include: key points with illustrations, apprecia
tion of COI11mon errors of learners and effective ways of 
creating frameworks for beginners to build their own 'illness 
scripts'. 

•	 Acting as role-models at the bedside or in examination 
rooms 

Evaluating and reflecting. Observing learners directly is an 
important prerequisite for effective feedback. Feedback 
should be based on observed behaviours, include positive 
and negative feedback and teachers need to promote self
assessment by learners. These techniques are discussed 

~ 

o	 in greater depth later. 
o 

inpatient teClch'ng 

Ende (1997) wrote that the role of the inpatient teacher is one 
of the most challenging in medical education, that of a master, 
mentor, supervisor, facilitator, or all of the above. Inpatient 

" "	 teaching can be chaotic and frustrating, as students of varying 
levels of sophistication and interest tight off (or surrender to) 
interruptions and urges to sleep, while the attending physician 
holds forth on unanticipated topics, and about patients 
who may not be available. Despite the various challenges 
(see Box 4), he states that inpatient teaching can be riveting 

if; 
if the teachers follow some basic principles. Teachers should ". 'tr• U)! to facilitate knowledge acquisition by asking questions that 

o 

make learners think and reason rather [han recall facts. More ~ 
o 
Q importantly, knowledge should be applied to specific patients 

for clinical problem solving. Teacher.' should have some 
knowledge of different learning styles and adapt their teaching 

Box 4, Challenges of inpatient teaching 

Difficult to set teaching goals, unanticipated events occur frequently 

2.	 Ward team usually composed of varyrng levels of learners 

~l.	 Patients too sick or unwilling to participate in tile teaching encounter 

4.	 Patient stays are too short to follow natural ~listory of (lisease 

5.	 Teachers could compromise trainee..patient relationship i1 t~ley 

dominate the encounter 

6.	 Trainees and teachers fee: insecure about admitting errors in front of 
tile patient and the rest of the medical team 

7,	 Tendency by many clinical teacners to lecture rather than practise 

mteractwe teacliing 

8,	 Engaging all learners simultaneously can be difficuit 

9.	 Teachers need 10 pay close attention to learner fatigue, boredom 

and workload 

style to different leamers. Teachers can set a comfortable and 
safe learning environment in which they and the learners 
freely ask questions and are prepared to admit their limitations. 
Inpatient teams also need to behave as a reaching community 
where each member respecrs the other in order to maximize 
their learning. Teachers should learn to challenge their 
[camel's without humiliating them and provide support so 
[hal learning can be furthered. Ende suggests then in 
preparation for effective ward teaching, the teachers should 
ask themselves a set of questions before each teaching 
encounter. 

(1) What do you hope to accomplish? 
(2) What is your point of view? 
(3) How will your leamel's be engaged' 
(4) How will you meet the needs of each learner? 
(5) How will rounds be organized? 
(6) Are your rounds successful? 
(7) How will you make the time? 

Although these questions can be applied to any clinical 
environment, they are particularly apt for the inpatient 
setting where a little mental preparation goes a long way. 
Time constraints, varying leamer levels, unexpected teaching 
moment', presence or 
factored in while r.he 
questions. 

absence 
teacher 

of 
atte

the patient 
rnprs to an

can 
swer 

all be 
these 

Outpatient teaching 

Clinical teaching has recently been moving from the wards to 

clinics. In recent years, the outpatient clinics have become an 
integral venue to teach clinical medicine. \"{lith shorter hospital 
stays, it has become impossible for trainees to follow andlc:arn 
the natural historv of a disease from the inpatient environment. 
Outpatient settings provide one area where trainees can learn 
this, follow the patient over time and become involved in the 
psychosocial aspects of patient care (McGee & Irby 1997; 
Prideaux et al. 20(0). Outpatient clinics are exceedingly busy 
and chaotic settings with very short reacher-trainee interactions 
(see Box 5), Often, clinical teachers are providing direct 

Box 5. Challenges of outpatient teaching 

•	 Busy clinical setting 

•	 Teaching tirne often short, no time for elaborate tsacninq 

•	 No controlover distribution and orqaruzatronof time

•	 Attending to several patients at the same time with rnult.ple learners 

•	 Brie1 teacher-trainee interactions 

•	 Patient care oernards usually take priority and must be addressed 

•	 Multiple patient problems must be addressed srnurtaneously. so 
teachers cannot focus on one problem to teach 

•	 Learning and service take place concurrently 

•	 Organic and psychosocial problems are intertwined 

•	 Diagnostic questions often settled by 10110w up 01 empiric treatment 

•	 Teacher should be a guide and facilitator than information provider 
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patient care while supervising and trying to teach students and 

residents (Neher er aJ. 1992: McGee & Irby 1997). In a busy 

clinic. patients too may not be interested in being participants 

of a trainee-teaching encounter. Overall, service requirements 

outweigh teaching requirements thus making this an unC()T1

trolled teaching setting. Techniques originally described for 

effective inpatient teaching do not apply well to outpatient. 

teaching. The outpatient clinic promises many unique educa

tional opportunities including more complete observation 

of chronic diseases, closer relationships between teachers 
and learners, and a more appropriate forum for teaching 

preventive medicine, medical interviewing, and psychosocial 

aspects of disease (McGee & Irby 1997). 
McGee and Jrby describe practical tips for efficient teaching 

in the outpatient settings and they categorize these steps 
as follows. 

(1)	 Prepare for the visit: Orientate learners of the 

number of patients to be seen, rime to be spent with 

each patient il nd how to present patients succinctly. 
(2)	 Teach during the visit: Ask questions to diagnose the 

learner's knowledge and clinical reasoning, select 

a specific teaching point in each case, model good 

physician-patient interactions, observe at least in part 

Iearner-paticnt interactions and provide timely and 

specific feedback. 

(3)	 Teach after the visit: Answer questions that arise from 

specific patient problems, clarify what learners did not 

understand, refer to literature and create leading 

assignments. 

Wolpaw et al. (200.3) describe a model for learner-centred 8. 
E. outpatient precepting where learners are equal if not 
~ the leaders of the teaching interaction. They applied the 

mnemonic SNAPPS to this model. The six steps of the SNAPPS 
model are described below. 

(1)	 Summarize briefly history and exam findings: 

The learner obtains a history, performs an appropriate 

examination of a patient, and presents a concise 

summary to the supervisor. The summary should 

be condensed to relevant information because the 

preceptor can readily elicit further details if needed. 
(2)	 Narrow [he differential diagnosis: For a new patient 

encounter, the learner may present two or three 

reasonable diagnostic possibilities. For follow-up or 

sick visits, the differential may focus on why 

the patient's disease is active, what therapeutic inter
ventions might be considered, or relevant preventive 
health strategies. 

(3)	 Analyse the differential diagnosis: In this step, the 

learner should compare and contrast diagnostic possi
bilities with evidence of clinical reasoning. 
This discussion allows the learner to verbalize his or 

her thinking process and can stimulate an interactive 

discussion with the preceptor. This discussion also 
helps clinical teachers to diagnose the level of their 

learners and thus plan further teaching accordingly. 
(4)	 Probe the preceptor by asking questions about 

uncertainties. difficuities, or alrernauve approaches 

This step is the most unique aspect of the learner
driven model because the learner initiates an educa

tional discussion by probing the preceptor with 

questions rather than waiting for the preceptor to 
initiate the probing 01·the learner. The learner is taught 

to utilize the preceptor as a knowledge resource that 

can readily be accessed. 

(5)	 Plan rnanagernenr for the patient's medical issues. 

The learner initiates a discussion of patient manage

ment with the preceptor and must attempt either a brief' 

management plan or 

This step asks for a 

but encourages him 

readily as a rich 

experience. 

suggest specific interventions. 

commitmcnr from the learner, 

01 her to access the preceptor 

resource of knowledge and 

(6)	 Select a case-related issue for self-directed learning. 

The learner may identify a learning issue at the end of 

the patient presentation or after seeing the patient with 
the preceptor. The learner should check with the 

preceptor to focus the reading and frame relevant 
questions.. 

Teaching at the bedside 

It has been stated that since clinical practice involves the 

diagnosis and management of problems in patients, teaching 

of clinical medicine should be carried out on real patients with 

real problems (Nair et a1. 1997\ There are many skills that 

cannot be taught in a classroom, particularly the humanistic 

aspects of medicine (Nair cr a1. 1997; Rarnani 2003) 

and require the presence of a patient, real or simulated. The 

patient's bedside, however. appears to be one of the most 

challenging settings for clinical teachers. Although many 
clinical teachers find this an intimidating mode of teaching 

that bares their own deficiencies, they need to realize that all of 

them possess a wide range of clinical skills that they can teach 

their [unior and far less experienced tra iuees (Rarnani et a1. 

2003). Some common sense strategies combined with faculty 
development programmes at individual institutions can over

come some of this insecurity and promote bedside rounds, 

which can be educational and fun for teachers and learners 

alike. Teachers' insecurities can be classified into 2 major 
domains (Kroenke 2001} 

•	 Clinical domain: Teachers may feel insecure about their 
knowledge being up to date. 

•	 Teaching domain: Teachers often feel intimidated by having 

to teach a heterogeneous group of learners who are busy 
and frequently sleep deprived. 

Twelve practical tips have been described to help case teacher 
discomfort at the bedside and promote effective bedside 
teaching (Rarnani 200.3). 

en	 Preparation: Teachers need to familiarise themselves 

with the clinicai curriculum, auempt to diagnose 
different learner levels and improve their own clinical 
skills . 
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(2)	 Planning; Endc (997) suggests that all clinical 

teachers should ask themselves the following questions 
prior to a reaching encounter and try to answer them: 

a.	 What do you hope 1'0 accomplish? 

b.	 What is your point of view? 

c.	 How will your learners be engaged? 

d.	 How win you meet the needs of each learner? 

e.	 How will rounds be organized' 
f.	 Are your rounds successful? 

g.	 How will you make the time? 

(3)	 Orientation: Teachers should obtain objectives of 

learners, assign roles to each of the team members, try 
to engage everyone and establish team ground rules. 

(4)	 Introduction: The ream of doctors need to be intro

duced to patients and patients should be oriented about 

the nature of the bedside encounter; e.g. Patients need 

to be told that the encounter is primarily intended for 

teaching and that certain theoretical discussions may 

not be applicable to their illness. 

(S)	 Interaction; The clinical teachers should serve as role'"o 

N 
o	 models during their physician -patient interactions and 

teach professionalism and a humanistic bedside 

manner. In addition, teachers should model team 

work and promote positive team interactions including 

professional interactions with nursing and other ancil
o 
~	 

lary staff. 
(6)	 Observation. Teachers need nor pur on a show at the 

bedside and dominate the 'bedside encounter (Kroenke 

20rH). Observing the trainees' interaction with the 
patient at the bedside can be very illuminating and2. 

E. these observations can be used to plan future teaching 

"" rounds. 
(7)	 Instruction: Clinical teachers should avoid asking the 

trainees impossible questions ;1I1d 'read my mind' types 

of questions (LaCombe 1997; Kroenke 20(1) and 

actively discourage one-upmanship among learners. 

Admitting one's own lack of knowledge might allow 

trainees to admit their limitations and ask questions. 
Teachers can role model their willingness to learn by 

being prepared to learn from trainees. 

(8)	 Summarise: Learners would find ir beneficial if reachers 

summarize what was taught during that encounter. 

Patients also need a summary of rhe discussion, what 

applies and what does not apply to their illness and 

management. 

(9)	 Debriefing: Time is needed for learners to ask questions 

and teachers to make clarifications and assign further 

readings 
(10)	 Feedback: Teachers can find out from learners what 

went well and what did not and give positive and 
constructive feedback to learners. 

(11)	 Reflection: Reflections about the bedside encounter 

coupled wit.h learner feedback can help teachers plan 

the next encounter. 
(12)	 Preparation for the next encounter should begin with 

Insights from the reflection phase. 

Work based assessment of learners in the 
clinlcai cenvlronrnent 

Assessment plays a major role in the process of medical 

education. in the lives of medical students. and in society by 

certifying competent physicians who can take care of the 

public. Society has the right to know that physicians who 
graduate from medical school and subsequent residency
training programmes are competent and can practise their 

profession in a compassionate and skilful manner (Shumway 

& Harden 2(03). Miller (990) proposed his now famous 

pyramid for assessment of learners' clinical competence 
(Figure 2) At the lowest. level of the pyramid is knowledge 

Daily patient care: 
assessed by direct 
observation in clinical 

settings (Performance) 

Demonstration of elinicat 
skills: tested by OSeE, clinical 

Shows how exams etc (competency) 

Application of knowledge: 
Knows how tested by clinical problem 

solving etc 

Knows Knowledge: tested 
by written exams 

Adapted from Miller (1990) 

Figure 2. Miller's pyramid of assessment. 
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(knows). followed by competence (knows how), performance 
(shows how), and action (docs) The clinical environmenr is 

the only venue where the highest level of the pyramid can be 
regularly assessed. 

Studies have indicated that performance in high stakes 
examinarions do not accurately reflect what doctors do in 
actual patient care (Ram et a!. 1999; Rethans et al. 2002). 

Patient outcomes are the best measures of quality to assess 
leamel's in the clinical settings (Norcini 2003), but these are 
often difficult to ascertain due to factors such as case mix. case 
complexity. nature of the clinical team and other intangible 
factors. Assessment in the workplace is quite challenging as 
patient care takes top priority and teachers have to observe 
firsthand what the learners do in their interaction with patients 
and yet be vigilant that patient care is of the highest quality. 

Performance outcomes. Norcini (2003) states that the princi

pal measures of performance in the ciirucai environment 
include patient outcomes, process of care and volume of 
services doctors provide. 

•	 Patient care outcomes include morbidity and mortality, 
physiological outcomes such as blood pressure or diabetes 
control, clinical events such as stroke or heart attack and last 
bur. not least patient satisfaction and experience with care. 

•	 Process of care includes such factors as patient screening, 
preventive services provided, disease specific measures 
such as HbA1C for diabetes, aspirin prescription after a 
heart attack etc. 

•	 Patient volume refers to features such as number of hip 
replacements performed by orthopaedic surgeons or 
cardiac catheterizations performed by cardiologists. 
Volume, in general, correlates with skill and patienr 
morbidity and mortality, but does not always equal high 
qua lity patient care, 

Clinical teachers should gain familiarity with an ourcomes 
based assessment method appropriate to their own environ
ment (CANNJEDS, ACGME, LCME etc.). 

Rethans et al. (2002) emphasize that the distinction 
between competency-based and performance-based methods 
is important and propose a new model, designated the 
Cambridge Model, which extends and refines Miller's pyramid. 
It inverts his pyramid, focuses exclusively on tbe top [\'0.'0 tiers, 
and identifies performance as a product of competence, the 
influences of the individual (e.g. health, relationships), and 
the influences of the system (e.g. facilities, practice rime). The 
model provides a basis for understanding and designing 
assessments of practice performance. 

Assessment methods. In the clinical environment, faculty call 
readily assess any of the performance measures described 

above that relate directly to patient care. In these settings, 
trainees' clinical skills can be assessed outside a simulated or 
test. environment; skills such as patient communication, 
physical examination, clinical reasoning. 'case presentation 
and notes, team work, commurucation with clinical and nOI1
clinical staff and professionalism. Methods of assessment 
include examining case records and notes for evidence of 
diagnostic thinking, listening to case prcscntauons, but the 

.~5,j 

most important method of assessment for clinical teachers 
would be direct observation. Without observing trainees at 
work and ar the bedside, teachers cannot gather accurate data 
to provide appropriate feedback. 

Giving foedback 

In the clinical environment it is vital to provide feedback to 
trainee, as without feedback their strengths cannot be 
reinforced nor can their errors be corrected (Ende 1983). It is 
a crucial step in the acquisition of clinical skills, but cliruca) 
teachers either omit to give feedback altogether or the quality 
of their feedback does not enlighten the trainees of their 
strengths and weaknesses. Omission of feedback can result 111 

adverse consequences, some of which can be long term 
especially relating to patient care, For effective feedback, 
teachers need to observe their trainees during their patient 
interactions and not base their words on hearsay. Feedback 
can be formal or informal, brief and immediate or long and 
scheduled, formative during the course of the rotation or 
surnmative at the end of a rotation (Branch & Paranjape 2002). 

Wby L, feedback needed? Feedback is essential for a student 
or mtern to gain an insight into what. they did well or poorly 
and the consequences of those actions, If educational goals 
had been established ahead of the teaching encounter or 
period, feedback is essential to examine accomplishment or 
lack thereof of stated goals, re-establish new goals and make 
action pla ns to address them (Ende 1983), It tells the learners 
where they are in comparison to where they ought to be and 
where they should go. Feedback, when well done, also 
promotes self-reflection and self-assessment, which are valu
able traits for lifelong reaming. 

Barriers to feedback. One of the biggest hurdles to giving 
feedback is lack of direct observation of trainees by teachers 
(Ende 1983). Clinical competence cannot be assessed by 
written exams, self-report or third party observation, rather this 
needs to be observed directly by clinical teachers. Teachers are 
also very hesitant to provide negative feedback and frequently 
avoid it altogether although this can have adverse conse
quences on patient care, Trainees, on the other hand, may 
view negative feedback as a personal attack. Teachers need to 

establish a positive learning environment in which errors arc 
acknowledged and feedback is expected and accepted. 
Frequently, feedback is non-specific and unhelpful to learners, 
e.g, 'good job', 'bad patient communication', etc. 

Circle 2: how the clinical teacher 
approaches their teaching 
(doing the thing right) 

Siiowing enthusiasm for toachinq and 
towards learners 

The starting point for any good teacher must be enthusiasm for 
the subject being taught. This has to be complemented by 
an eagerness to transmit this enthusiasm to others, which 
,,\"ill necessarily result in a positive attitude to learners. 
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Enthusiasm for the subject is usually accompanied hy a sound 
knowledge of the subject and a desire to learn more about it, 

borh of which are pre-requisite for successful teaching in 
higher education. However, while enthusiasm. knowledge and 

a desire to learn more are necessary for successful teaching 
they are not sufficient. Teaching is a professional discipline 
with its own theoretical background and its own recognised 

techniques. A good teacher must have and apply a working 
knowledge of both techniques. 

Understanding leaminq principles relevant 
to clinical teaching 

Pedagogy uersus androgogy. Much of our approach to 

teaching and learning is based on studies in children at 
school and is therefore termed pedagogy. The content of 
!eaming is defined by a syllabus and the method of learning is 
laid down by a curriculum, Both of these may be developed 
by the individual teacher but are likely to have been laid 
down by a central authority. The pace of learning is dictated 
by the teacher. Knowles (1990) studied adults enrolled 
at evening classes in New York and realised that their 
approach to learning was different. He coined the term 
androgogy to cover this approach. The content of the 
student's studies is dictated by perceived need; the method 
of learning is selected by the learner and the pace of learning is 

dictated by the learner. From his observations Knowles 
derived a set of Principles of Adult Learning which are now 
Widely regarded as crucial to the design of any course for 

adults (Box 6). 

Learning theories. Theories of learning may be neurobiolo
gical or behavioural. From a pragmatic educational viewpoint 
the most useful at present are the behavioural theories. These 
can be broadly classified as individualistic (based on 
psychological approaches) and social constructivist (based' 
on sociological approaches). While some of the proponents of 
each theory will claim that their insights arc the only valid 

approach, the practical educator can draw lessons hom all of 
them. lr is important to recognise that. the theories are 
attempting to describe what actually occurs in learning rather 

than what ought to occur. 

Box 6. Principles of adult learning 

Adults: 

• have 3 specific purpose in mind; 

• are voluntary participants in learning; 

• require meaningand relevance; 

• requireactiveinvolvement in learnlnq; 

• need clear goals and objectives; 

• need feedback; 

• need to be reflective. 

Knowles (1990) 

Psychological theories. Learning and me11l01Y. There is an 
extensive literature on learning and memory. There appears to 
be a consensus that different models apply for the learning of 
knowledge and the acquisition of skills. Clinical teaching musr 
deliver both modalities. 

Thc first stage of acquiring knowledge is the activation of 
prior knowledge. This is followed by the acquisition of new 
knowledge. The new knowledge is incorporated into the 
memory through rehearsal which is more effective if it is done 
to a third patty. The final stage of the learning process is 
elaboration. This may rake the form of transforming the 
information into a different format e.g. summarizing words as a 
chart or diagr-am; comparing and contrasting new information 
with old; or drawing inferences and conclusions from the total 
information (Bransford et al. 1999). A slightly different. 
articulation of this process is Schmidt's Information 
Processing '111eo1Y which emphasises the link between the 
remembering of the new material and the prior knowledge 
that has been activated which he describes as encoding 
specificity (Schmidt 1983). 

The commonest model used to describe the acquisition of 
skills is the conscious-competence model. This mode! is 

widely used in management training but no-one is entirely 
clear where it originated. Four stages of ability arc described, 
as described in Box 7. 

A fifth stage has been suggested which can be thought of as 
reflective competence. It is often the case that the person who 
is operating at the level of unconscious competence is unable 
to teach Others the skill. The person who has reflective 
competence is able to perform the task without conscious 
thought bur can if necessary analyse what they are doing in 
order to teach the skill to someone else (Chapman 2007). 

Self-determination theory. It is self-evident that students' 
learning is affected by their motivation. Williams et al (999) 
suggest that the nature of the motivation is important. 
According to self-determinauon theory there are t\VO primary 
kinds of motivation - controlled and a utonomous. Controlled 
motivation is brought about by external pressures (other 
people's expectations; rewards and punishments) or by 
internalized beliefs about what is expected. In contrast. 
autonomous motivation occurs when individuals see rile 
materia! to be learnt as intrinsically interesting or important. 
Controlled motivation leads to rote-learning with litde 

Box 7, The conscious-competence model 

Unconscious incompetence TI'"'18 subject is not aware of 1he skil' in 
question 

Consciousincompetence The subject is aware of tM skill and 

recognizes the need to acquire it 

Consciouscompetence The subject has acquired the skill lout 

needs to focus their attention011 its 
performance 

Unconscious competence The subject has achieved masteryof the 
skill and can perform it without 
conscious thought; other tasks can 

be performed at the same time 
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integration of the material into the student's long term values. 
Autonomous motivation, among other benefits, leads to 
greater understanding, better performance, and greater feel

ings of competence. In addition, students who are encouraged 
to develop an autonomous approach to learning are more 
likely to act in ways that promote the autonomy of their 

patients. 

Experiential learning. Most inf0Il11a I reaming is based on 

experience. Kolb (984) described the process by which this 
occurs in his learning cycle. Learning occurs when an 

individual reflects on an experience. On the basis of this 
reflection, the individual will develop a working theory 
(although they may not fully articulate it), which will lead 

them to take a certain course of action. That action wil] rcsulr 

in a further experience and so the cycle continues with a 
steady accumulation of useful knowledge. The cycle can be 
entered at any point. For example, an individual may be told 
about a theory and take action without having had previous 

experience of the particular situation. Different individuals will 

have different preferences for the starting point depending on 
~ 

o 
o their learning style (see below). 

Sociological theories. Situated learning Vygotsky, the 
Russian educational psychologist, postulated on the basis of 
his study of school children that learning was socially 
determined and resulted from the interaction of the child 

with those around her. He observed that if a child has adult or 

peer support she can solve problems that she is incapable of 

solving unaided. This difference between aided and unaided 
performance he called the zone of proximal development and 
suggested that. it is here that learning takes place. In other 
words, interaction with others is essential to learning 

(Vygotsky 1978). 

Communities ofPractice. Clinical activity usually takes place 
in reams. Such teams are important nor only for the delivery of 
care but for the continuing professional development of the 

team members. Functional teams form communities of practice 
in which the individual members support one another. It is a 

feature of such groups that knowledge and skills are rapidly 

disseminated throughout the group. This may be through 

formal structures such as seminars bur is more likely to be 
through the informal day-to-day contact between members. 
Lave & Wegner (991) suggest that learners or apprentices are 

legitimate peripheral participants in such groups. Although 
they' have yet TO achieve full membership of the group [hey arc 
allowed to take part in the activities of [he group and in that 
way they also acquire the knowledge that is inherent in the 
group. Eventually, they will be absorbed into the grOLlp and 
accepted as a full member of the group. This transition is often 
marked by ceremony such as passing (he final examination. 

Reflective practice. At first sight, reflective practice might 
seem to be an individualistic learning method rather than a 
social one. However, Schall 0995J identified that reflection is 
much more effective when conducted with it mentor making it 
a social activity. He describes rwo fOITI1S of reflection: 
reflection in action which rakes place during an activity . 
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and reflection on actjon which takes place once that anion has 

been completed. Both are important adjuncts to learning. 

Learning styles. It is apparent that different individuals have 

different approaches to learning. There have been a variety of 

attempts to describe these different approaches or learning 

style. Some classifications focus on the cognitive aspects of 

learning, some focus on the modalities of learning preferred by 
the learners: a third group focus on the outcomes of [he 

learning. 

Cognitioe approach - Honey and Mumford Learning Style 
Inventory. The Honey and Mumford Learning Style 
Inventory is widely used in management training. It is based 
on Kolb's learning cycle and identifies four main learning 

styles (Honey & Mumford 1.992). 

•	 Pragmatists prefer to learn directly from experience 
•	 Reflectors prefer to learn by reflecting on [heir experiences 
•	 Theorists prefer to learn by developing explanations and 

working theories 

•	 Activists prefer to learn by involvement in activity. 

No individual has a single preferred style of learning but each 
individual will display the learning styles to differing degrees. 

Modalities oflearning-: insual-auditory-hinaestbetic learning 
style. A potentially more useful learning sryle questionnaire is 
the visual-audirorv-kinaesthetic (VAK) questionnaire which is 

widely used in schools. The emphasis is on the subject's 
preferred modality for acquiring material to be learnt. 

•	 Visual learners prefer material that is delivered through 
visual media. This includes written and graphic material but 
also electronic visual media. 

•	 Auditory learners prefer the spoken word to visual material. 
•	 Kinaesthetic learners Jearn best when the learning involves 

them in physical activity. 

Learners will usually display a mixture of the three learning 

styles although one may predominate. 

Outcomes of learning - deep/superficial teaming. The 

desired goal for learning is that the learners should achieve 

understanding of rhe subject. This is called deep learning. 
When the amount of material to be learnt is too great. or where 
the assessment of the learning is based purely on recall, 

learners will display superficial learning. Experienced students 
will identify those aspects of the material presented which 
need to be understood for future use and those which will 
merely need to be recalled for the purposes of assessment. 
They will adopt a deep learning approach for the former and a 
superficial Jeaming approach for the latter. This combined 
approach is described as strategic learning (Newble & 

Entwhistle 1986\ 
The teacher's goal must be to develop deep learning 

Because students have differing patterns of learning styles, 
the material to bc learnt must be presented in a variety of 
ways. Patient..centred teaching involves all modalities of the 
VAK approach as the student will observe the patient. hold 
conversations with the patient and the instructor and will 
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carry out physical activity in examining the patient and 

carrying out clinical procedures. It L< also evident that 

patient-centred teaching will give the student experience.. 

as a result of activities rhar they undertake. The teacher 

needs to encourage reflection on what has taken place 

linked to a discussion of the theoretical background to the 
case. 

Using appropriate 'earninQ strategies for different 
levels of reamer 

Approaches to teaching in the clinical setting will differ 

according to the level of the students being taught. 

Undergraduates are likely to be taught in sessions specifically 
dedicated to this end. Postgraduate trainees may well be 

taught in the course of routine service delivery. In any clinical 

teaching session it is important that [he teacher has clear goals 

and objectives for the session. If the teacher is unsure what 

they are trying to achieve, the students will not be able to 

identify the purpose of the session. This will conflict with the 
m 
o principles of adult leaming. o 
N 

Motivation is rarely a problem with students in the clinical 

setting. Failure to engage with the student is more likely to be a 

result of poorly constructed teaching sessions rather than 

N student motivation. This is often due to the selection of 
n 

n 
o inappropriate goals for the session. 

The purpose of the session will differ depending on the 

level of the student. The underlying teaching methods can be 

the same. The new undergraduate who is developing the a11 of 

history taking will require dilferenr goals from the senior 

postgraduate student who is learning the nuances of managing 

variants of the same disease. Both can be taught on the same 

patient by focusing on different learning tasks. It is not a good 

idea 10 try to teach both at the same time as they have different 

goals and objectives. 

The session should start with establishing what the student 

already knows relevant to the patient'.. presentation and this 

should include their understanding of the scientific back

ground as well as the clinical a.specls. Failure to establish the 

students starting point is another common reason for the 

failure of the student to engage in a teaching session. The topic 
chosen by the teacher may be too advanced or too elementary 

for the group of students being taught. In either case the 
student will have difficulties. 

The students should be active participants in the session 
Merely telling the students the teacher's view of the situation 

or having them observe the expert in action does not lead 
to deep learning. The students should be permitted to carry 

out relevant components of the clinical task and then be 

engaged in active discussion. In this way the full range of 

different learning styles can be accommodated. Dialogue 
with the student is an important part of clinical teaching. 

Attention should be paid to probing the students' under
standing rather than their simple abihtv to carry out a 
mechanical task or recall isolated facts. The questions '~rhy' 

and 'So what' are an essential pan of the clinical reachers 

armamentarium. This will encourage the elaboration stage of 
learning. 

Knowing and applying principles of giVing teodback 

Feedback should provide the student with the opponunuy to 

reflect on their performance and its possible consequences. It 

can guide the student'S future learning by identifying their 

strengths and weaknesses (Sender Liberman et al 2005), The 

principles of giving feedback have been well-rehearsed by a 

number of authors. These principles include the use of 

mutually agreed upon goals as a guide ro the feedback; 

addressing specific behaviours not general performance; 

reporting on decisions and actions not on one's interpretation 

of the student's motives; and using language that is non.. 

evaluative and non judgemental (Ende 198.3). These attri .. 

butes have been found empirically to be valued by trainees 

(Hewson & Lirtle 1998). Feedback may be corrective (when 

the student's performance has been inadequate) or reinfor

cing (well the student has done well) (Branch & Paranjape 

2002). feedback may be formal or informal. In the clinical 

teaching setting timely, informal feedback is highly valued by 
the students, 

The first requirement of feedback is that the student has a 

clear concept of the objective they are trying to attain. 
feedback can then inform how close they have come to 

achieving that target and ideally what they need to do 

differently in order to achieve the target. Direct observation 

of the performance is necessary if feedback is I'D be effective. 

The objective may be a behaviour such as a clinical skill or a 

cognitive process such as interpreting a history. 

At the simplest level feedback informs the student that 

they have either succeeded or failed at the task. This is 

common in licensing examinations where thc candidate 

knows either that they have passed or failed bur is not told 

why. In the clinical setting it would be more usual for the 

student to be told that their performance was inadequate and 
then a demonstration given of how it should have been 

done. Once again the student is not offered an analysis of 

what they did wrong. This approach does not provide the 

best opporrunity for the student to learn and is more akin to 

evaluation than feedback. 

Learning is assisted when both rhe strengths and the 

weaknesses of the student's performance are identified and 

discussed. Feedback is not evaluation and therefore should not 

use judgemental language or make personal remarks. The 

emphasis should be on reponing the observed behaviours and 
rhinking and should be detailed and specific rather than 
general. It is a good technique to start with self-assessment as 

many astute learners usually identify their errors and the 
teacher can help make plans to correct those errors and 

reinforce their strengths. It is often the case that the student's 

judgement of their performance is harsher than the reacher's 

and it is important. to reassure the student that they have done 
well. 

Clinical learning often takes place in a group environment. 

In this setting it is helpful to involve the other members of the 
group in the informal feedback process. They often have 

valuable insights into why their colleague behaved as she did 

and, in addition, they will learn the process of constructive 

feedback. More formal summative feedback should be given 
in private at a mutually agreed time. 
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Above all feedback should be constructive. This docs not 
mean that the student's performance cannot be criticized but 
when there are deficiencies the feedback should include 

suggestions for making improvements. 

Role modeiiing 

An important part of clinical reaching is the development of 
the professional role in the students. Both trainees (Brownell & 

Cote 2001) and faculty (Wright & Carresc 2002) agree that the 
observation of role models is the most important component in 
this process. This fits well with the theories of sima ted learning 
and communities of practise discussed previously. If positive 
messages are to be transmitted consistently it is essential that 
teachers reflect on their own attitudes and behaviours (Kenny 
& Mann 2003). Modelling life long learning requires that rhe 
teacher is willing to admit ignorance and prepared to learn 
from the students. Good doctor-patient relationships and 
evidence based clinical practice are other areas where the 
teacher's behaviour will reinforce (or undesirably contradict) 
their formal teaching. 

o '" o 
N 

'Grasping the unexpected teaching moment' 

Unpredictability is one of the attractions of clinical practice. 
There are occasions when ir is better to abandon the carefully 
constructed teaching plan and seize the opportunity which 
suddenly presents itself. After all, the unexpected will be what 
excites you and you are likely to transmit that excitement to 

the students. A sound grasp of the theoretical approaches to 
teaching are no substitute for enthusiasm for the process of 
teaching and for the subject that is being taught. 

A key prerequisite for using the unexpected teaching 
moment most efficiently is a teacher's willingness to admit 
their errors or limitations, thus allowing learners to admit their 
own without an a climate of humiliation. 

Circle 3: the clinician as a 
professional teacher (the right 
person doing it) 

Even if a teacher can master all the technical competencies 
listed in the inner circle, emotional and attitudinal 
competencies such as self-awareness, self-regulation, motiva
tion, empathy and social skills are required to achieve 
excellence (Harden er al. 1999). 

\V'e hsr the following "5 essential Circle 3 tasks for 
clinical teachers by which they may become the 'right persons 
doing it'. 

• Soliciting feedback on reaching 
• Self-reflection 
• Professional development in teaching 
• Mentoring 

SoliciUng "feecJtJ(lCt< on teaching 

Most clinical teachers go about their business of teaching with 
very little feedback on their strengths and weaknesses as a 

358 

teacher. Frequently. [he only evaluations on their teaching are 
from learners and these too may be few and far between. 

Some institutions have adopted a coaching or consulting 

service for teachers, but these perta in more to classroom 
teaching or small group teaching rather than teaching in the 

clinical environment. More institutions should adopt a 36()
degree method for evaluating their clinical teachers rather than 
depend on incomplete and ineffective evaluations from 
learners alone These may include measures such as learners' 

performance and progress as a proxy for teaching impact, 
video recording of teaching sessions with reflection and 
feedback, teacher self reports, peer observations etc. 

In the face of overwhelming cxpecrations at work, clinical 
faculty rarely ask for feedback on their teaching from learners 

or peers The clinical environment adds an additional twist by 
the all-important focus on patient care and safety. Thus, 
frequently the emphasis is on the patient and their manage
ment and the teaching strategies are all but forgotten. In the 
event that a reacher asks their learners for feedback, learners 
hesitate to offer it as there may be some anxiety about their 

0,,'11 evaluations by their teachers. Those learners that offer 
feedback give non-specific, vague feedback that teachers 
cannot readily assimilate or apply in their future teaching 

encounters. 
Teachers should be encouraged to seek feedback on their 

teaching from peers and learners. staff development should 

train teachers in efficienrlv obtaining feedback and last but not 
least a leaching consulting or coaching service developed by 
insututions for clinical teachers would help improve teaching 

skills of individual teachers as well as the institution as 
a whole. Trainees too can benefit from coaching and 
encouragement on providing useful feedback to their teachers. 

SeJ-rotlecton 

Reflection 11l medicine has been defined as consideration of 
the larger context, rhc meaning, and the irnplicauons of an 
experience or action (Branch & Paranjape 2002) and when 
used properly allows for the growth of the individual. It has 
also been stated that professionals must distinguish themselves 
from technicians by awareness of the larger context of their 
work using this knowledge for lifelong learning and not 
limiting themselves to performing specific tasks (Schon 1987; 
]983). One might therefore assume that reflection, so essential 
to educating physicians, is even more crucial for clinical 
teachers to adopt a professional approach to their teaching, 
namely be the right person doing it. 

Both phases of reflective practice (Kaufman 2003), reflec
tion in action which occurs immediately and reflection on 
action which occurs later. are readily applicable to clinical 
teachers. 

Fryer-Edwards cr al. (2006) have suggested three key 
teaching skills that illustrare learner-centred, reflective 
teaching practices and provide a framework for teachers 
with both cognitive and affecuve components Although 
these reaching practices were developed for communication 
skills training. they are readily applicable to any clinical 
environment. 
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•	 Identifying a learning edge' Teachers work with learners to 
identify their teaming edge, which is the place where they 
find learning challenging, but not overwhelming. 

•	 Proposing and testing hypotheses: Teachers formulate 

hypotheses on issues such as barriers or facilitators to 
learning for individual learners, learning needs, emotional 

responses to patients or the rest of rhe team and apply 
teaching strategies ro test these hypotheses. 

•	 Calibrating learners' self-assessments: This involved 
learners thinking out aloud their self-assessment, values 
and beliefs and using these insights to stimulate further 
reflection. 

Professional development 

Medical education has traditionally had little input from trained 

educators. In the past, a high level of clinical competence and 
experience was considered sufficient to be a good clinician 
educator, now it is increasingly recognized that reaching itself 

is a skilled profession. The British General Medical Council in 
m its publication: Tomorrouis Doctors, includes rhe following
o 
N 
o arrributes of a practitioner (General Medical Council 2002). 

•	 Recognition of the obligation to teach others, particularly 
doctors in training. 

•	 Recognition that teaching skills are not necessarily innate 
but can be learned. 

. 
• Recognition that the example of the teacher is the most 

powerful influence upon the standards of conduct and 

a
.c practice of trainees. 

Most clinical faculty receive little or no explicit training in how2. 
e to teach, or in Theories and processes of teaching. Yet, they are 
~ expected to help their trainees master medical knowledge, 

clinical skills and acquire a habit of lifelong learning. In the 

changing world of medicine, clinical teachers need to perform 

rime-efficient ambulatory and inpatient reaching, while their 
own clinical workload keeps increasing. For teachers to 

succeed at their teaching tasks, faculty development is 
essential (Wilkerson & Irby 1998). Faculty development also 

helps teachers build important professional relationships with 
peers and mentors within and outside their institutions and 
contribute positively to academic advancement overall 
(Morzinski & Fisher 2002). 

Summary of professional development programmes. 
Common faculty development formats include train the trainer 
workshops or seminars, short courses developed by individual 

institutions, sabbaticals, part time or full time fellowships, 
scholars programmes and educational workshops at confer
ences (Mcl.eod et al. 1997; Steinert 1993; 2005; Steinert et al, 
2006). 

Workshops. The prototypical faculty development pro
gramme is a short, focused series of workshops, most of 
which focus on practical teaching skills development and the 
educational strategies directly applicable to those teaching 
skills. Studies demonstrate that such programmes serve a 
variety of purposes including improving attitudes, self-efficacy, 
augmenting self-assessed and actual usc of specified teaching 

concepts: facilitating faculty's ability to recognize reaching 

deficiencies; and increasing knowledge of teaching principles 
and leaching ability. 

Fellou'ships. In parr-time fellowships, faculty spend limited 
time training at. another institution and then work on 

educational projects at their home institution. Combining the 
training with the practical application of knowledge and skills 

at home institutions, such fellowships tea ch the theory and 
practice of critical faculty teaching skills. Full-time fellowships 
are designed to prepare the fellows to be full-time medical 

educators. Although they include teaching skills, they also 
emphasize other important educator roles such as educational 
research and educational leadership. 

Teaching scholars programmes. Innovative formats have 
been developed to link workshops into a more comprehensive 

programme to target a broader range of outcomes (Gruppen 
et aL 2003). As a result, some institutions have designed 
teaching- scholars programmes for their faculty. These 
programmes are usually a year long and serve as an immersion 

experience for clinical educators and most require their 
'fellow' to complete some educational project. The Teaching 

Scholars Programme for Educators in the Health Sciences at 
McGill University (Steinert ct al. 2003) and the Medical 

Education Scholars Programme (MESP) at the University of 

Michigan Medical School (Gruppen et al. 2003) were designed 

to create leaders in medical education. These programmes 

train faculty to provide curriculum design, improved teaching, 
educational research, and instinuional leadership. 

Courses at conferences. Many conferences hosted by pri

mary care societies as well as conferences organized by 

medical education organizations provide a number of courses 

which focus on teaching and education. These courses range 

from 90 minute courses to all day courses. Examples of such 
conferences include the annual conferences of the AAMC, 

AMEE. Society of General Internal Medicine, Association of 
Teachers of Family Medicine and the Ottawa conferences. 

Co-teaching or peer coaching. In this model, paired physi

cians focus on developing their teaching skills while sharing 
the clinical supervision of trainees (Orlander et a!. 2000). 
Through teaching, debriefing and planning, co-teachers gain 
experience in analysing teaching encounters and develop 
skills in self-evaluation. Typically, a junior faculty or fellow is 
paired with a senior faculty educator who helps the 'trainee' 
teacher reflect on his/her reaching session. 

Educational content, The content of staff educational devel

opment programmes can be classified under the following key 

categories 

•	 Teaching skills: Teaching skills sessions are designed to 

help participants identify their own needs with respect to 
teaching skills, and then to practice these skills and receive 
feedback from colleagues and the faculty (Pololi et aL 
2001). Typical topics included in staff educational develop

ment include: interactive lecturing, small group discussion. 
case based teaching. giving effective feedback, promoting a 
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positive learuing climate, communication of goals. evalua
tion of learners, ambulatory and inpatient teaching and 
physician patient communication, learner- centred learning. 

leaching evidence based medicine, stimulating self-directed 

learning, bedside teaching, ere 
•	 Educational leadership: This is a higher level of educational 

development of staff. Having acquired rhe basic reaching 

skills, some educators go on to become educarional Ieaders. 
Examples of topics on the leadership track include: 

mentonng skills, curriculum development and reform, 

leadership and management of work teams, running 
effective meetings, small group leadership, time manage

ment, instituting change, cost-effectiveness etc 
•	 Miscellaneous: Additional skills include learning about 

instrucrional technology, using computers in clmica: reach
ing and diversity for the learning environment. 

Steinert (Z005) has described in depth the reasons and goaLsof 

staff development for clinical teachers and also summarized 

types of professional development resources available. 

Mentorinq 

Several literature reports indicate that menroring is a useful 

tool in the academic progression of professionals with many 
successful academicians attributing their growth and success at 
least partially to their rnenroring relationships. It has also been 
said that good mentors help their proteges achieve their 
professional goals more expeditiously. The medical world has 
well-established research ruenroring programmes, but formal 
mentoring programmes for clinical teachers are scant ro non
existent. Mentors can provide guidance, support or expertise 
to clinicians in a variety of settings and can also help teachers 
to understand the organisational culture in which they work 

and introduce them to invaluable professional networks 

(Walker et al.. 20(2). 

Most successful clinical educators have achieved their 

success by a trial-and-error approach, seeking multiple senior 
educators' advice and mentoring on their growth as educators 
or just talking to their peers. If educating is to be a skilled and 

scholarly task, educators need mentoring. The ultimate 
evidence of a clinical teacher being a professional would be 
if they themselves start mentoring their junior or pee:' 
colleagues who wish to achieve professional success in 
teaching. 

EnQaging in educational scholarship 

For clinical teachers to attain the highest level of profession
alism in education and advance academically as educational 

innovators and leaders, scholarship is essential. Education 

becomes scholarship when it demonstrates current knowledge 
of the field, invites peer review, and involves exploration of 

students' learning. Furthermore, educational work should be 
made public, available for peer review and reproduced and 
built on by others (Glassick 2000). Glassick also described six 
essential criteria of scholarship. 

0) Clea r goa is 

i. The purpose of the work is clearly Slated 
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ii.	 The goals and objectives are realistic and 

achievable 
iii.	 The work addresses an important question or need 

(Z)	 Adequate preparation 

i.	 Mastery and understanding of current knowledge 

in the field and acquisition of skills to carry OUl lhe 
work 

ii.	 Identifying and obtaining the resources needed to 

complete the work 

(3)	 Appropriate methods 

i.	 Using and applying appropriate methods to 

achiev-e the Slated goals 
ii.	 Modification of methods ro deal with changing 

circumstances 

(4)	 Significant results 

i.	 Achievement of the stated goals and objectives 
ii.	 The work should add to the Held and open up 

additional areas for further exploration 

(5)	 Effective presentation 

l.	 Using suitable: style and organization to present the 

work at appropriate venues 
ii.	 Presentation of results with clarity and integrity 

(6)	 Reflective critique 

i.	 The scholar critically evaluates his or her own work 
ii.	 The scholar uses evaluations to improve the quality 

of future work 

Points for reflection 

0)	 How can change be sustained - Change in teaching 
skills as well as change in attitudes towards teaching? 

Other educators have shown thar a one-shot approach to 
educational development does not sustain change and staff 
development should be longitudinal. Moreover, the educa

tional environment and institutional attitudes towards teaching 
need to change in order that teaching skills are considered as 
valuable as research skills in academia. 

(2)	 Can improving clinical teaching skills and excellence in 

clinical care co-exist? How can teaching initiatives be 
reconciled with the demands of service? 

Clinicians face increasing pressures in their clinical practice 
and the volume of patients they care for keeps increasing. 
Time to see patients keeps shrinking and has often been stated 
as one of the foremost barriers to clinical teaching. 

Departments and institutions ITIUSL see high quality teaching 
as one of their core values: maybe create a core group of 
faculty who would be responsible 1<)]' much of the teaching. 

(3)	 Does improvement in clinical teaching matter to patient 
care? If teaching skills improve, what is the impact on 
patient management, safety and satisfaction? 

This is an area that has not been investigated extensively and is 
a difficult area to research. Regardless, unless medical educators 
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Box 8. Practical strategies to achieve Circle-3 clinical teaching outcomes: The teacher as a professional-II 
(the right person doing it) , 

Teaching objectives
 

Do you establish teaching goals tor different types ot clinical encounters?
 

Did you cornrrnmicate your tsachinq goals to the learners?
 

Did you elicit goals of the iearners?
 

Teaching methods
 

What teaching methods did you use and were tlley success'u' (demonstrating. observing, questioning, role-rno<.1eIOng)?
 

Dc you use tne same teaching strategies for all learners or do you change your methods for different learner levels and skills?
 

Feedback
 

Did you give feedback?
 

Did you ask for learners' teeoback on your teachinq?
 

Planning for the next encounter
 

Have you used reflective critique of your teachlnq (from self-assessment Or peer or learner feedback) to change your teaching methods?
 

Professional development
 

Have you attended courses, studied educational Iiteratu:'8 or held discussions with other teachers to improve your teaching skills?
 

Are you planning to engage in the scholarship at teacninq, study tile Impact 01your interventions?
 
m 
o 
o 
N 

M 
o 

demonstrate that improved teaching leads to improved patient 
outcomes, the public and other stake holders may not see the 

value of allocating dedicated time to teaching. 

(4)	 How should teachers be evaluated - \Xfhat outcomes 

should be measured and who should evaluate them? 

Most clinical teachers are evaluated by their trainees, often 
irregularly and inconsistently. Frequently trainee evaluations 
are subjective and cursory, thereby of little help [Q teachers 
who wish to improve their teaching skills. Trained peers, 

acting as coaches, may be one of the more useful ways to 
evaluate teaching, but time needs to be set aside for this 

coaching model. Microteaching or videotaping of teaching 
encounters can be invaluable in allowing self-assessment of 
teaching, but can this be carried out in the clinical 
environment? 

(5)	 How can institutions and departments elevate the value 
of clinical teaching - The hidden curriculum, reward its 
teachers and nurture educational leaders? 

In the clinical world, research accomplishments are often held 
in higher esteem than educational achievements. Expanding 
academic tracks, staff development, rewarding teachers and 
establishing clear criteria by which educators can be promoted 
are possible ways to elevate the value of teaching within 
institutions and departments. 

>(6)	 Teaching clinical skills, bedside tcaching do they 
really matter? Can technology answer all diagnostic 
questions? 

For better or for worse, technology is here to stay in medicine. 
Clinical teachers can model appropriate usc of technology 
in making the best clinical decisions and teach trainees 
the respective value of clinical data and laboratory data in 
patient care, Educators can further usc technology to 

demonstrate the precision of clinical signs, discarding those 
that of little value. 

(7)	 How can a clinical teacher set educational 
objectives when much of the learning is opportunistic? 
How can teachers respond to the unexpected teaching 
moments? 

Teaching in the clinical environment is beset by frequent 
unexpected teaching challenges, Questions arise from patients 
or trainees that teachers are unprepared to answer; patient 
mood or severity of illness can displace preset teaching 
objectives. Setting a positive educational environment where 
teachers are willing to admit their limitations, show willingness 
to learn from trainees and are prepared to set aside their 
teaching objectives while grabbing the unexpected moment 
and doing opportunistic teaching are some strategies to 
overcome these challenges, 

(8)	 How should teachers inform and orient patients about 
the teaching nature of the session - Are patients 
benefiting from the teaching? 

If physicians are to learn from direct. patient care, patients 
should be fully engaged in the teaching encounter. Several 
reports state that most patients enjoy participating in clinical 
teaching. A few common sense strategies can maximise their 
impact, introductions. orientation of patients, professionalism, 
patient education etc, to name a few. 

(9)	 How can a clinical teacher target their teaching 
to multiple levels of learners and keep them all 
engaged? 

A typical clinical team often consists of multiple levels of 
trainees from early students to senior house officers and 
beyond, Clmicians are often intimidated by having to engage 
all levels during their teaching encounters. Some wavs to 
achieve this successfully include: giving assignments for 
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trainees to prepare ahead of time, allocating specific tasks at 

the bedside and using senior trainees to participate in the 

teaching. 

Quotes for Teaching in the Clinical 
Environment 

Summary: Teaching in the clinical environment is a demand
ing, complex and often frustrating task, a task many 

clinicians assume without. adequate preparation or' 

orientation. 

Introduction: Due to advances in education such as new 
methods of teaching and learning, a more student-centred 
teaching, competency based assessment and emphasis on 
professionalism; educators today are required to have an 
expanded toolkit of teaching skills and clinical expertise 

General Teaching models: Two models of clinical teaching 

have been successfully used in faculty development of 
clinical teachers. Both models are behaviour based and 
can be adapted by clinical teachers to all clinical settings. 

Stanford Model: Although it (the Stanford model) provides a 
'"o 
o categorical framework for evaluation and analysis ofN 

teaching, the power of the model is most effectively 

demonstrated in hands-on seminars in which faculty are 

enabled to both understand and apply this method of 
N analysis to their teaching. rl 

o 
rl 

One minute preceptor: The 'Microskills' of teaching, also called 

the one minute preceptor because of the short time 
available for teaching in the clinical environment provides 

a simple framework for daily teaching during patient care. 
Applying the Dundee model: It has been stated that the 

medica! profession needs to think more seriously about 

training their teachers and a framework for developing 
excellence as a clinical educator is needed. 

Time efficient teaching: Irby & Bowen (2004) described a 

3-step approach for time efficient teaching in the clinical 

environment. All three steps described can be adapted 

equally well to a one-hour session as a lO-minute teaching 

session. 
Inpatient teaching. Endc (997) wrote that the role of the 

inpatient teacher is one of the most challenging in medical 
education, that of a master, mentor, supervisor, facilitator, 

or all of the above. 
Outpatient teaching: In recent years, the outpatient clinics 

have become an integral venue to teach clinical medicine. 
With shorter hospital stays. it has become impossible for 
trainees to follow and learn the natural history of a disease 
from the inpatient environment. 

Teaching at the bedside: It has been stated that since clinical 
practice involves the diagnosis and management of 
problems in patients, teaching of clinical medicine should 
be carried our. on real patients with real problems (Nair 

et al. 1997). 
Work based assessment: Assessment plays a major role in the 

process of medical education, in the lives of medical 
students and in society by certifying competent physi
cians who can take care of [he public. Society has the right 
to know that physicians who graduate from medical 
school and subsequent residency-training programmes are 
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competent and can practise their profession in a 

compassionate and skilful manner. 

Giving feedback: It (feedback) is a crucial step in the 

acquisition of clinical skills, but clinical teachers either 

omit to give feedback altogether or the quality of their 

feedback does not enlighten the trainees of their strengths 
and weaknesses. 

How the teacher approaches their teaching: The starting point 

for any good teacher must be enthusiasm for the subject 

being taught. This has to be complemented by an 

eagerness to transmit this enthusiasm to others, which 

will necessarily result in a positive attitude to learners. 
Learning and memory: There is an extensive literature on 

learning and memory. There appears to be a consensus 
that differentmodels apply for the learning of knowledge 

and the acquisition of skills. Clinical teaching must deliver 
both modalities. 

Learning styles: It is apparent that different individuals have 

different approaches to learning. There have been a 

variety of attempts to describe these different approaches 
or learning style. Some classifications focus on the 

cognitive aspects of learning; some focus on the mod

alities of learning preferred by the learners; a third group 

focus Of! the outcomes of the learning. 

Knowing and applying feedback These principles of feedback 

include the use of mutually agreed upon goals as a guide 

to the feedback; addressing specific behaviours not 

general performance, reporting on decisions and actions 

nor. on one's interpretation of the student's motives; and 
using language [hat is non-evaluative and non

judgemental. 
Role modelling: An important part of clinical reaching is the 

development of the professional role in the students. Both 

trainees and faculty) agree that the observation of role 

models is the most important component in this process. 
Soliciting feedback on teaching: Teachers should be cncour .. 

aged to seek feedback on their teaching from peers and 

learners, staff development should train teachers in 

efficiently obtaining feedback and last but not least a 
teaching consulting or coaching service developed by 

institutions for d.inical teachers would hel p improve 

teaching skills of individual teachers as well as the 
institution as a whole 

W'orkshops: The prototypical faculty development programme 

is a short, focused series of workshops, most of which 

focus on practical teaching skills development and the 
educational strategies directly applicable to those teaching 
skills. 
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Summary. Background: Previous studies of anticoagulation 
for atrial fibrillation (AF) have predominantly occurred in 
academic settings or randomized trials, limiting their general
izability. Objective: To describe the management of patients 
with AF anticoagulated with warfarin in community-based 
practise. Methods: We enrolled 3396 patients from 101 com
munity-based practises in 38 states. Data included demograph
ics, comorbidities, and International Normalized Ratio (lNR) 
values. Outcomes included time in therapeutic INR range 
(TTR), stroke, and major hemorrhage. Results: The mean 
TTR was 66.5%, but varied widely among patients: 37% had 
TTR above 75%, while 34% had TTR below 60%. The yearly 
rates ofmajor hemorrhage and stroke were 1.90per 100person
years and 1.00 per 100 person-years. Four percent of patients 
(n = 127) were intentionally targeted to a lower INR. and 
spent 42.7% of time with an INR below 2.0, compared to 
18.8% for patients with a 2.G-3.0 range (P < 0.(01). Mean 
TTR for new warfarin users (57.5%) remained below that of 
prevalent users through the first six months. Patients with 
interruptionsofwarfarin therapy had lower TTR than all others 
(61.6% vs. 67.2%, P < 0.(01), which corrected after deleting 
low peri-procedural INR values (67.0% vs. 67.4%, 
P = 0.73). Conclusions: Anticoagulation control varies widely 
among patients taking warfarin for AF. TTR is affectedby new 
warfarin use, procedural interruptions, and INR target range. 
In this community-based cohort of predominantly prevalent 
warfarin users, rates of hemorrhage and stroke were low. The 
risk versus benefit ofa lower INR target range to offset bleeding 
risk remains uncertain. 
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Introduction 

The number of individuals with atrial fibrillation (AF) in the 
United States is projected to reach 7.5 million by the year 2020 
[I]; many European countries can expect similar increases in the 
prevalence of AF due to aging of the population. Warfarin has 
been shown in randomized trialsto reduce the risk of stroke in 
AF by 68% [2]. However, the effectiveness of warfarin is 
challenged by its variable dose response, narrow therapeutic 
window, and the need for frequent monitoring of the Interna
tional Normalized Ratio (INR) [3]. Previous observational 
studies have explored anticoagulation care predominantly within 
the setting of large anticoagulation clinics [4-7], but little is 
known about anticoagulation care in community-based practise. 

The objective of the Anticoagulation Consortium to 
Improve Outcomes Nationally (ACTION) Study was to better 
define patterns of care in community-based practise related to 
stroke prevention in AF, including use of lower INR target 
ranges and their effect on anticoagulation control. Ranges of 
1.5-2.5 and 2.G-2.5 have been recommended as a possible 
strategy to offset bleeding risk, particularly among high-risk 
elderly patients and high-risk patients receiving antiplatelet 
agents in addition to warfarin following coronary intervention 
[8,9]. To date, there are no prospective studies documenting the 
effect of lower INR targets on percent time in the therapeutic 
INR range (ITR). However, previous studies do suggest that 
low INR values may confer an increased risk of stroke without 
reducing bleeding risk [10,11], raising concerns about this 
strategy. Other unreported areas of interest included frequency 
of INR testing, proportion of patients in community practise 
with stable INR control, time course to achieve control in 
patients new to warfarin, and effect of interruptions of therapy 
on INR control. A better understanding of these issues would 
provide for a more informed interpretation of time-in-range 
analyses, particularly in an era of quality measurement. 
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Methods 

Patients and practise sites 

Methods for the study have been described in detail elsewhere 
[12,13]. Physician practises that were registered users of 
CoumaCare'" software (Bristol-Myers Squibb, Princeton, NJ, 
USA) were invited to participate. Coumacare'" was freely 
available and widely used to assist with patient tracking, data 
entry, and record keeping, but did not include dosing 
algorithms or other forms of decision support. Coumaf'are'" 
provided a unifonnity of data structure among the sites that 
made our study possible at a time when only 18% of US 
medical practises had an electronic medical record [14]. 

In total, 174 practises registered to participate and 101 sites 
had the technological capability and the review board approval 
necessary to proceed. All sites had at least one dedicated 
provider managing warfarin, usually within the setting of a 
community-based, physician group practise. For all centers, 
McKesson HBOC BioServices (Rockville, MD, USA), pro
vided on-site training about how to recruit patients, obtain 
consent, transmit data, and report adverse events in accordance 
with federal regulatory requirements. McKesson is an inde
pendent healthcare services company that provides biomedical 
support services to the United States Government, industry, 
universities, and contract research organizations. 

Patients were invited to participate by letter, clinic flyer, or in 
person (at the time of a routine appointment). To be eligible, 
patients hadto be 18 years ofage or older and provide written 
informed consent. In total, 6761 patients were enrolled in the 
ACfION study; enrollment began in April 2000 and follow-up 
ended in March 2002. The current report anaIyzes patients 
taking warfarin for AF, who represent 50.2% of the entire 
ACfION cohort. 

Data collected included demographic information, indication 
for anticoagulation, medical diagnoses, INR target range,INR 
values, warfarin dose, and patient management notes. Missing 
data fields and data entry errors were flagged and resolved 
directly with the sites by McKesson HBOC. Any interval of 
45 days or more without INR testing or any INR value> 10 or 
< 0.8 triggered a direct query from the data coordinatingcenter. 
Resolution of the flag relating to the INR testing interval 
required validation ofcontinued warfarin use and confinnation 
that the gap was not related to an adverse event. 

The study protocol was approved by the Western Institu
tional Review Board'" (WIRB~ of Olympia, WA, USA, and 
by local review boards where they existed. 

study variables 

Risk factors for stroke were extracted from the anticoagulation 
electronic record, and a CHADS2 stroke risk score was 
calculated for each patient [15]. TIR was calculated using 
linear interpolation, as described by Rosendaal et al. [16]. We 
also used the method described by Fihn et al. to calculate INR 
variability [4,17]. 

We defined a low INR target range as any range with an 
upper bound below 2.8. Visit text notes were reviewed for 
definitive evidence of new warfarin use upon study entry. 
Patients were considered new to warfarin if they had not yet 
taken any doses of warfarin as of the first clinic note, or were 
having their first INR measurement after starting warfarin. 
Frequency of testing was determined by calculating the mean 
interval between INR tests for each patient, excluding 
periods of 120 days or greater between INR measurements 
(periods when the patient was monitored elsewhere). All 
intentional interruptions of warfarin therapy for a procedure 
were documented through review of the anticoagulation 
clinic notes. 

Adverse events 

Ischemic stroke, systemic arterial embolism, and major hem
orrhage were the adverse outcomes of interest. Major hemor
rhage was defined as a fatal event, an event requiring 
hospitalization with transfusion of at least two units ofpacked 
red blood cells. or bleeding involving a critical anatomical site 
such as the cranium or the retroperitoneum. All patient 
progress notes were individually reviewed for evidence of 
adverse events; events were validated directly with the sites by 
McKesson. 

Statistical analyses 

We calculated TTR for each patient in the study and described 
the distribution ofTIR among patients. We described the INR 
control of patients with low INR targets compared to patients 
with an INR target range of 2'(~--3.0. We compared INR 
control of patients new to warfarin with the INR control of 
prevalent warfarin users, and described their progression 
toward stable control by week after inception of therapy. We 
also investigated the patient-level correlates of better or worse 
INR control, as measuredby TIR. 

We divided patients into four groups based on their mean 
interval between INR measurements and examined the 
relationship with TIR. We also examined the effect on TIR 
of excluding INR values within 14 days of a procedure. 
Finally, we computed unadjusted incidence rate ratios for 
ischemic stroke/systemic embolus and major hemorrhagic 
events, stratifying by INR target range, age ~ 80 years, and 
new warfarin status. 

Bivariate comparisons were performed using generalized 
estimating equations (GEEs), in order to account for intraclass 
correlation within sites of care. When appropriate, tests for 
linear trend were conducted across groups. Incidence rate 
ratios and their 95% confidence intervals (CIs) were conducted 
using a log-linear model (poisson regression). Because multiple 
INR values for each patient violate standard assumptions of 
independent observations, a comparison of frequencies across 
INR categories was conducted using Monte Carlo methods. 
AIl analyses were performed using the R statistical package, 
version 2.2 (R Foundation. 2007). 

© 2008 International Society on Thrombosis and Haemostasis 
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Table 1 Baseline patient characteristics stratified by International Nonnalized Ratio (lNR) target range and prevalent warfarin status 

Normal target INR Normal target INR 

Low target INR range - new starts range - prevalent users 

Parameter range (n = 127) (n = 165) (n = 3104) 

Mean age (SD) 
Female gender 

78.1 (8.I)t 
65 (51.2%) 

72.9 (9.9) 
68 (41.2%) 

74.0 (9.3) 
1300 (41.9%) 

Race/Ethnicity 
White 120 (94.5%) 153 (92.7%) 2909 (93.7%) 

Black 2(1.6%) 3 (1.8%) 42 (1.4%) 

Other 5 (3.9%) 9 (5.5%) 153 (4.9%) 

Coronary artery disease 58 (45.7%)* 57 (34.5%) 927 (29.9%) 

Stroke risk factors 
Age ~75 87 (68.5%)* 79 (47.9%) 1662 (53.5%) 

Diabetes mellitus 19 (15.0%) 23 (13.9%) 521 (16.8%) 

Hypertension 69 (54.3%) 94 (57.0%)* 1455 (46.9%) 

Heart failure 27 (21.3%) 32 (19.4%) 722 (23.3%) 

Prior stroke 13 (10.2%) 10 (6.1%) 2768 (10.8%) 

CHADS2 stroke risk score 
0 12 (9.4%) 27 (16.4%) 483 (15.6%) 
I 45 (35.4%) 59 (35.8%) 1087 (35.0%) 
2 41 (32.3%) 54 (32.7%) 914 (29.4%) 

3 17 (13.4%) 20 (12.1%) 424 (13.7%) 
4 or greater 12 (9.4%) 5 (3.0%) 196 (6.3%) 

"P < 0.05, compared to prevalent warfarin users. tP < 0.001, compared to prevalent warfarin users. 

three percent of the community-based sites were cardiology 
Results 

group practises. There were 2892 total person-years of follow
up. The mean age of participating patients was 74 years and 

Demographics and study groups 
41.9% were female (Table 1). 

Of the 6761 total patients enrolled, 3396 were taking warfarin There were 127patients (3.7%) with a low target INR range. 
for AF (50.2%) and constituted our study cohort. Patients These patients were not exclusively targeted below an INR of 
were drawn from lOt clinical practise sites within 38 states of 2.0; 111 (87%) had an upper bound of 2.5, 2.6, or 2.7 and only 
the United States. Ninety-eight of the sites were community 16 (13%) had a target range of 1.5---2.0. Patients with a low 
based office practises (98.5% of patients) and three sites were INR target range were older (78 vs. 74 years, P < 0.001) and 
designated anticoagulation clinics (1.5% of patients). Forty- more likely to have coronary artery disease (45.7% vs. 29.9%) 

Table 2 Warfarin management and anticoagulation control, stratified by International Normalized Ratio (INR) target range and prevalent warfarin 
status 

Normal target INR Normal target INR 
Low target INR range - new starts range - prevalent users 

Parameter range (n = 127) (n = 165) (n = 3104) 

Follow-up and INR testing 
Mean days in database [SD] 355 (127) 222 (14O)t 332 (l3l) 
Mean number of INR values [SD] 16.2 (8.2) 15.9 (8.3) 16.3 (7.8) 
Mean INR values/month [SD] 1.40 (0.56) 2.76 (1.38)t 1.60 (0.83) 

Intentional interruptions of warfarin 3.2 4.1 3.5 
for procedures per 100 patient-months 

Frequency of INR by categoryj 
1.9 or less 851 (42.8%) 801 (30.9%) 10767 (21.6%) 
2.0-3.0 992 (49.9%) 1358 (52.4%) 31059 (62.0%) 
3.1-3.9 114 (5.7%) 289 (J 1.1%) 6399 (12.8%) 
4.0 and above 32 (1.6%) 144 (5.6%) 1830 (3.7%) 

Time in INR target range 
Time below range (%) 42.7%t 27.9%t 18.8% 
Time in range (%) 52.5%t 57.5%t 67.5% 
Time above range (%) 4.8%t 14.6% 13.6% 

INR variability 
Mean INR value 2.15t 2.41* 2.47 
Standard deviation 0.53* LOOt 0.68 

"P < 0.05, compared to prevalent warfarin users. tP < 0.001, compared to prevalent warfarin users. tP < 0.001 via Monte Carlo. 

© 2008 International Society on Thrombosis and Haemostasis 
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compared to patients with an INR target range of 2.0-3.0. 
Patients newly starting warfarin (n = 165) were similar to 
prevalent users in terms of age and CHADS2 score. 

INR control in patients with a low target INR range 

Patients with INR targets below the standard range spent 
42.7% of time with an INR below 2.0 (fable 2), compared 
to 18.8% for patients with the standard target range 
(P < 0.(01). The mean INR value among patients with a 
low target range was 2.15, significantly lower than patients 
with a standard target range (2.47). Conversely, the low 
target group spent less time with an INR greater than 3.0 
(4.8% vs. 13.6%, P < 0.(01). 

INR control in patients new to warfarin 

Compared to prevalent warfarin users with normal target INR 
ranges, patients new to warfarin (fable 2) had lower TIR 
(57.5% vs. 67.5%, P < 0.(01), more time in the subtherapeu
tic range (27.9% vs. 18.8%, P < 0.(01), and underwent more 
frequent testing (2.76 INR measurements per month vs. 1.60, 
P < 0.(01). Table 3 shows the time to stable INR control over 
the first six months of therapy, compared with prevalent 
warfarin users. At six months, the INR control of the new 
warfarin group had yet to match that of the prevalent warfarin 
group. 

Time in therapeutic INR range among the entire cohort 

As is customary when calculating TIR [16], we did not 
interpolate between INR values separated by more than 
56 days; 5.2% of person-time was not interpolated for this 
reason. For the entire cohort, the mean TIR was 66.5% 
(standard deviation 19.9%; median 68.3%, interquartile range 
54.7-81.2%). TIR varied greatly among patients: 37% of the 
cohort achieved 75% or greater TIR ('excellent'), 29% had a 

Table 3 Percentage of International Normalized Ratio (lNR) values in 
the target range by consecutive week and month of warfarin therapy. The 
first four weeks are calculated separately only for the new starts group; 
beyond that, results are tabulated using 28-day months 

New starts (n = 165) All others (n = 3104) 

Number %INR Number % INR 
Week of ofINR values ofINR values 
study values in-range values in-range 

Index INR 165 21.2 3104 60.4 
Week I 200 40.0 
Week 2 166 48.2 
Week 3 127 51.2 
Week 4 III 55.0 
Month 2 324 56.5 4106 61.3 
Month 3 258 58.1 3888 61.1 
Month 4 224 54.0 3852 62.9 
Month 5 175 55.4 3618 63.3 
Month 6 146 54.1 3498 62.2 

Table 4 Descriptive statistics for patients with poor « 60%), good (~ 

75%), and excellent (> 75%) results for time in the therapeutic Interna
tional Normalized Ratio range (TIR) 

TIR 
TIR < 60% 60%-75% TIR > 75% 

Parameter (n = 1141) (n = 1009) (n = 1246) 

Mean age (SD) 73.8 (9.9) 74.5 (9.1) 74.2 (8.8) 

Female gender 46.5%t 42.6%· 37.9% 

Race/Ethnicity 
White 91.9%· 93.6% 95.4% 
Black 2.4%· 1.0% 0.8% 
Other 5.7% 5.5%· 4.7% 

Coronary artery 32.4%· 31.6% 28.3% 
disease 

Stroke risk factors 
Age ~75 53.5% 54.7% 53.4% 
Diabetes mellitus 17.5% 16.4% 15.9% 
Hypertension 47.2% 48.0% 47.8% 
Congestive heart 26.I%t 22.5% 20.5% 
failure 

Prior stroke 12.0% 9.1% 10.4% 
CHADS2 stroke risk score 

0 14.9% 15.8% 15.5% 
I 33.0% 34.7% 37.2% 
2 30.6% 29.7% 28.9% 
3 13.9% 14.9% 12.2% 
4 or greater 7.5% 5.0% 6.2% 

"P < 0.05, compared to >75% group. tP < 0.001, compared to 
>75% group. 

TIR between 60% and 75% ('good'), and 34% had a TIR of 
60% or less ('poor'). 

We compared demographics and comorbidities among these 
three groups with excellent, good, and poor TIR (fable 4). 
Mean age and CHADS2 risk score for stroke were similar in 
the three groups, but more patients with heart failure and/or 
coronary artery disease were among those with poor control. 
The group with excellent INR control had the lowest propor
tion of females (37.9%), followed by the good control group 
(42.6%), with the highest proportion of females in the poor 
control group (46.5%; P < 0.001 for trend). 

Frequency of INR testing 

The mean interval between INR tests among all patients was 
22.2 days (standard deviation 7.4). The relationship between 

Table 5 Time in therapeutic International Normalized Ratio (INR) range 
(ITR) and INR variability compared among groups stratified by mean 
interval between INR tests 

Mean interval 
between INR Number of INR variability 
tests (days) patients (%) TIR (95% CI)· (95% CI)· 

< 14 446 (13) 51.6% (49.7, 53.5) 1.22 (1.10, 1.33) 
14-20.99 1041 (31) 62.8% (61.7, 63.8) 0.90 (0.85, 0.96) 
21-27.99 1197 (35) 69.9% (68.9, 70.9) 0.53 (0.50, 0.55) 
>28 712 (21) 75.6% (74.1, 77.1) 0.33 (0.31, 0.35) 

"P < 0.001 for trend for both TIR and INR variability. 
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testing interval and INR control is illustrated in Table 5. A 
longer interval between tests was strongly associated with 
increased TTR and reduced INR variability (P < 0.001 for 
trend for both). In particular, patients with the longest intervals 
had the best control: 21% of patients averaged greater than 
28 days between INR measurements and had a mean TTR of 

75.6%. 

TTRand intentional interruptions of warfarin 

Twenty-eight percent (n = 946) of patients had at least one 
intentional interruption of warfarin for a procedure. A subset 
of these patients (n = 425, 13%) had at least one INR below 
1.5 recorded within 14 days of an interruption. These 425 
patients had a mean TTR of 61.6% compared to the mean 
TTR of 67.2% for the remainder of the study cohort 
(P < 0.(01). After deletion of all INR values within 14 days 
of a procedure, mean TTR in the two groups was67.0% and 
67.3%, no longer a statistically significant difference 
(P = 0.32). 

Rates of adverse events 

There were 55 major hemorrhagic events during 2892.1 person
years ofobservation, providing an incidence rate of 1.90events/ 
100 person-years (95% CI 1.46-2.48). Six (11%) events were 
intracranial hemorrhages and 36 (65%) were gastrointestinal 
hemorrhages. Major hemorrhage (Table 6) occurred more 
frequently among patients who were ~80 years of age [unad
justed incidence rate ratio (IRR) 2.07; 95% CI 1.24-3.44] and 
among those with TTR less than 60% (unadjusted IRR 2.37; 
95% CI 1.17-4.79). The low INR target group experienced 
nearly twice the rate of major hemorrhage despite spending 
significantly less time with an INR greater than 3.0; however, 
this difference was not statistically significant. Patients new to 

Table 6 Incidencerates (IRs) and incidencerate ratios (IRRs) for major 
hemorrhage 

IRR 
Patient-years Major IR per 100 (95% CI) 

Risk factor of follow-up bleeds person-years unadjusted 

Patient new to warfarin 
No 2798.2 53 1.89 
Yes 93.9 2 2.13 1.11 (0.27, 4.63) 

Low target range 
No 2780.6 51 1.83 
Yes 1l1.6 4 3.58 1.88 (0.66, 5.32) 

Age ~ 80 
No 2015.0 29 1.44 
Yes 876.4 26 2.97 2.07· (1.24, 3.44) 

TIR ranges 
TIR> 75% 1093.4 14 1.28 
TIR60-75% 917.3 14 1.53 1.20 (0.51, 2.81) 
TIR < 60% 881.4 27 3.06 2.37· (1.17,4.79) 

• P < 0.05 for comparison. TIR, time in therapeutic International 
Normalized Ratio range. 
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warfarin also appeared to be at higher risk of bleeding, but the 

difference was not statistically significant. 
There were 29 ischemic stroke/systemic embolic events 

among 2892.1 person-years, an incidence rate of 1.00 event/ 
100 person-years (95% CI 0.70-1.44). A limited number of 
events precluded a calculation of risk in subgroups. Of interest, 
among patients with a low target INR range, there were two 
stroke/embolic events in 111.6 patient-years, giving a crude 
incidence rate of 1.79 events/lOO person-years. The unadjusted 
incidence rate ratio for such patients, compared to all others, 
was 1.85, but the difference was not statistically significant 
(95% CI 0.42-6.60). 

Discussion 

Summary of main results and TTR variation among subieds 

We report the results of a large, nationally representative, 
community-based cohort study of anticoagulation manage
ment and outcomes in patients with AF. The mean TTR in our 
sample (66.5%) is similar to that achieved in clinical trials in a 
recent meta-analysis (66.4%) [18]. TTR varied widely among 
individual patients in our study, with approximately one-third 
of patients below 60% and one-third above 75%. This 
distribution is strikingly similar to that recently reported from 
the warfarin-treated patients in the SPORTIF (Stroke Preven
tion Using an Oral Thrombin Inhibitor in Atrial Fibrillation) 
trials: 33% below 60%,33% 60-75%, and 33% above 75%. 
These three groups were found to have different rates of 
adverse events such as hemorrhage and stroke [19].Similarly, in 
our study, the group with theworst control had a higher rate of 
major hemorrhage than the group with the best control 
(unadjusted IRR 2.37). 

The wide variability of TTR among patients in our study 
suggests that some patients have an easier time achieving and 
maintaining stable anticoagulation than others. It is important 
to note that age was essentially the same across these TTR 
groups, suggesting that the increased rate of hemorrhage 
among elderly patients is not a result of more erratic INR 
control. The finding that male gender is associated with higher 
TTR remains to be explored. Further study is needed to 
elucidate the ability of high-quality clinical management to 
minimize variability of TTR among patients. 

Patients with low target INR range 

One of our most striking results is that patients with a low 
target INR range spent 42.7% of time with an INR below 2.0. 
As noted earlier, only 13% of these patients had a designated 
target of 1.5-2.0. Despite less time with an INR > 3.0, these 
patients seemed to have a higher rate of bleeding than patients 
with normal target ranges, although this difference did not 
reach statistical significance. However, this reinforces the fact 
that thesepatients were indeed at elevated risk for bleeding, and 
underscores the complexity of managing anticoagulation in 
such patients. There also seemed to be a higher rate of 

© 2008 International Society on Thrombosis and Haemostasis 
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thromboembolic events in the low INR target group, but the 
difference did not achieve statistical significance, probably 
because of a limited number of events. However, we did show 
that patients with low target INR ranges spend a great 
proportion of time with an INR below 2.0. Given the known 
increase in the risk ofstroke when the INR is below 2.0 [10,11], 
patients and clinicians need to be cognizant of the potential 
trade-offs inherent to the use of a lower INR target range for 
stroke prevention in AF. 

Patients new to warfarin 

Our study helps to characterize the natural history of INR 
control in patients who are new to warfarin and suggests a 
persistent difference compared to prevalent warfarin users, 
even at six months post-initiation. This finding emphasizes the 
adherence and survivor biases that are intrinsic to longer-term 
use of warfarin and thus to cohorts of prevalent users. 

Frequency of INR monitoring 

We found that longer INR monitoring intervals were associ
ated with improved INR control. In the United States, clinical 
guidelines currently recommend that INR testing occur at least 
every 28 days for all patients [3,9], but such recommendations 
are based on expert consensus rather thanevidence. Our results 
suggest that clinicians are able to identify patients who can 
safely be tested less often, and call into question whether all 
patients must be tested with a fixed minimum frequency in 
clinical practise. Indeed, despite testing INR as seldom as every 
12 weeks [20], British patients achieve TIR results of 65-70% 
in usual practise [21,22]; these results are at least as good as 
those achieved with the more frequent testing intervals 
common in US practise. Rather than a fixed maximum recall 
interval, recall intervals might be tailored to recent INR control 
[17,23]. Some software programs already provide optimized 
recall intervals based on recent INR control, most notably the 
Birmingham Anticoagulation Program for Primary Care 
(BAP-PC) [24]. 

Effect of interruptions of warfarin therapy on measurement of 
TTR 

We found that measurement of TIR can be affected by low 
INR values because of intentional interruptions of therapy. In 
our sample, the deletion of INR values for 14 days before and 
after a procedure increased TIR from 62% to 67%, a clinically 
meaningful difference. This refinement improves the validity of 
TIR as a measurement of the quality of anticoagulation care, 
because the documentation of low INR values proximal to 
procedures does not imply poor care. 

Rates of stroke and hemorrhage 

The rates of adverse events in our study, 1.90 major hemor
rhage and 1.00 stroke/systemic embolus per 100 person-years, 

are similar to other, relatively recent studies ofpatients with AF 
taking warfarin. For example, among a large cohort ofpatients 
taking warfarin for AF from Kaiser Permanente Northern 
California, Go et al. [7) found rates of 1.52 and 1.17 for major 
hemorrhage and stroke/systemic embolus, respectively. How
ever, it should be noted that any cohort of predominantly 
prevalent warfarin users, such as ours, is enriched with patients 
able to tolerate warfarin therapy without complications, while 
patients newto warfarin may experience higher rates ofadverse 
events [25]. 

Limitations 

Our study has several limitations. First, the small number of 
stroke/systemic embolic events precluded a calculation of risk 
in key subgroups of patients. However, previous studies have 
already quantified the risk of stroke among many important 
subsets of patients [15]. Secondly, it is possible that healthier 
patients preferentially gave informed consent to participate in 
this study. However, the distribution of stroke risk factors 
and rates of adverse events (stroke, major hemorrhage) are 
similar to those found in previous studies [7), suggesting that 
our patients are representative. In addition, our finding that 
34% of patients spent 60% or less time in the therapeutic 
range argues against biased patient selection. 

Conclusions 

Anticoagulation control in our cohort of community-based 
patients with AF was similar to participants in clinical trials, 
but the TIR of individual patients varied widely. Further 
studies are needed to investigate patient-level and site-level 
determinants of TIR. Our results concord with those of 
previous studies [7), suggesting that among prevalent users of 
warfarin, rates of major hemorrhage and ischemic stroke are 
low. Our study also highlights the complexity of antithrom
botic management among patients deemed to be at highest risk 
of hemorrhage. Optimal management of these patients has yet 
to be determined. 
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Appendix 

The following practises and directors participated in the study 
(the sites are listed in decreasing order of number of patients 
enrolled): Lutheran General Hospital, Niles, Illinois---W. Fried, 
M. Pubentz; Physicians, Inc., Lima, Ohio-D. Parker; Idaho 
Cardiology Associates, Boise, Idaho-F. Badke; North Clinic, 
Robbinsdale, Minnesota-V. Krug; Rockwood Clinic P.s., 
Main, Spokane, Washington-J. S. Pennock; Wenatchee Valley 
Clinic, Wenatchee, Washington-R. Kirby Primm, L. Vaughn; 
Framingham Heart Center, Framingham, Massachusetts---J. 
Dangel, S. R. Hewett; Clinic Pharmacy Consultants-Brainerd 
Medical Center, Brainerd, Minnesota-B. Twarnley, R. Soren
son; Woodland Healthcare, Woodland, California-L. Smith, 
T. Fajerson; Cardiology, PC, Syracuse, New York-So ODon
nell; Health Care American Corp, Bradenton, Florida-i-C. 
Hoffman; DuPage Medical Group, Department ofCardiology, 
Winfield, Illinois-e-N. Kinsley; Camino Medical Group, Sun
nyvale, California-S. Edwards; Ohio Valley Heartcare, Evans
ville, Indiana-L. Janeira, J. Robb; Desert Medical Group/ 
Oasis IPA, Palm Springs, California-H. F. Bellaci, J. Bellaci; 
Anchor Health Center, Naples, Florida-M. Means; Sutter 
Gould Medical Foundation, Modesto, California-J. E. Baker; 
Hannibal Clinic Inc., Hannibal, Missouri-L. Chalton; Sara
toga Cardiology, Saratoga Springs, New York-R. Sheldon, D. 
Kandath; Lima Memorial Hospital, Lima, Ohio-e-C. L. 
Thompson, J. Recker, Staten Island University Hospital, Staten 
Island, New York-M. Howard; Jacksonville Cardiovascular 
Clinic, Jacksonville, Florida-R. A. Benson; River Valley 
Healthcare, Silvis, Illinois-s-K. Carroll; Family Physician 
Incorporated, N. Canton, Ohio-H. Marshall; Internal Med
icine of Northern Michigan, Petoskey, Michigan-P. D. 
Blanchard; Redmond Internal Medicine, Redmond Ore
gon-D. Palmer, C. Gangan; Grove Hill Medical Center, 
New Britain, Connecticut-M. S. Werner, Olean Medical 
Group, Olean, New York-H. D. Storch, T. L. Buzzard; 
Internal Medicine Associates of Greenville, Greenville, South 
Carolina-J. S. Moore; Magan Medical Clinic, Covina, Cali
fornia-R. Sakamoto; Owatonna Clinic-Mayo Health Sys
tem, Owatonna, Minnesota-T. Price; Dearborn Cardiology, 
Dearborn, Michigan-S. Dabbous; Westchester Medical 
Group, White Plains, New York-B. Newman; Central Car
diology Medical Clinic, Bakersfield, California-W. Nyitray; 
Salem Clinic, Salem, Oregon-M. Smith; East Carolina Uni
versity, Greenville, North Carolina-s-C. Estrada; Northwest 
Primary Care Group, Milwaukie, Oregon-D. McAnulty, P. 
Devisser; The William W Backus Hospital, Norwich, Connect
icut-S. Johnson; Jefferson City Medical Group, Jefferson City, 
Missouri-e-C, Balcer; Saint Louis University Department of 
Neurology, St Louis, Missouri-s. Cruz-Flores, E. Holzemer; 
Wellspan Health, Yorktowne, York, Pennsylvania-J. D. 
Horton; Mercy Medical Center, Canton, Ohio-M. Cudnik; 
Cardiovascular Group, Lawrenceville, Georgia-B. Craig
Allen; Asheville Cardiology Assoc, Asheville, North Caro
lina-W. Wharton, A. Moser; Cardiac Consultants Chartered, 
Bethesda, Maryland-L. Chappell; Valley Care Health System, 
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Pleasanton, California-N. Huynh; Bloomington Hospital, 
Bloomington, Indiana-K. Kalotta; Samaritan Anticoagula
tion Service, Corvallis, Oregon-R. Stockberger; Covenant 
Clinic, Waterloo, Iowa-D. Kohls; Dartmouth-Hitchcock 
Nashua, Nashua, New Hampshire-L. Cook; Cardiology 
Consultants, PC, Hamden, Connecticut-A. M. Radoff; Sev
enth Avenue Family Health Center, Fort Lauderdale, Flor
ida-J. Berges; Diagnostic Cardiology, P.A., Jacksonville, 
Florida-P. D. Kuhlman; Norlanco Medical Associates, Eliz
abethtown, Pennsylvania-J. Rittenhouse; University ofTexas 
Medical Branch, Galveston, Texas-H. von Marensdorff; Bend 
Memorial Clinic, Bend, Oregon-M. Hegewald; Memorial 
Primary Care Center, Hollywood, Florida-J. Beck; Batey 
Cardiovascular Center, Bradenton, Florida-D. Calabrila, E. J. 
Sanchez; Western Montana Clinic, Missoula, Montana-W. B. 
Bekemeyer, D. Ramsey; Winona Clinic, Winona, Mione
sota-L. Tschumper; Cardiac Consultants, Lancaster, Penn
sylvania-M. Lesko; Hattiesburg Clinic, Hattiesburg, 
Mississippi-A. J. Jackson; Bryn Mawr Medical Specialist 
Association, Bryn Mawr, Pennsylvania-H. Mayer; River 
Valley Healthcare, Moline, Illinois-B. Cady; Cardiovascular 
Group, Snellville, Georgia-L. Lesser, Medicor, Bridgewater, 
New Jersey-P. Saulino, C. Hartpence; Bond Clinic, PA., 
Winter Haven, Florida-P. Lundsford. K. Bhatia; University of 
Cincinnati-Phannacy Anticoagulation Services, Cincinnati, 
Ohio-J. McQueen; Senior Healthcare Center, Gainesville, 
Florida-M. L. Breeser; North Canton Medical Foundation, 
North Canton, Ohio-H. M. Schenker; Manor Family Health 
Center, Millersville, Pennsylvania-J. Ichter; Cardiology Asso
ciates of Central Florida, Ocala, Florida-L. McDaniel; 
Cardiovascular Associates Ltd, Chesapeake, Virgina-S. R. 
Jones; Woodburn Medical Clinic, Woodburn, Oregon-F. 
Golden; Rockwood Clinic North, Spokane, Washington--e. 
Laudenbach, J. S. Pennock; Wachspress, Shatkin & Rainear, 
Vineland, New Jersey-L. Assink; Chambersburg Hospital, 
Chambersburg, Pennsylvania-D. Grant; Wellspan Pharmacy
Dallastown, Dallastown, Pennsylvania-To G. Williams; Pul
monary& Critical CareAssociates, Ypsilanti, Michigan-W. F. 
Patton; Island Cardiac Specialist, Mineola, New York-s-P. 
Ragno; Portland Cardiovascular Institute 2, Portland, Ore
gon-R. Chelfky; River Valley Healthcare ACS, Bettendorf, 
Iowa-W. Langley; Consultants in Cardiology, Farmington 
Hills, Michigan-G. M. McKendrick; Portland Cardiovascular 
Institute 1, Portland, Oregon-R. Chelfky; Cleveland Clinic 
Florida, Weston, Florida-B. Fernandez; BiState Medical 
Consultants, St Louis, Missouri-P. M. Stein. c. B. Lomnel; 
Medical Consultants, PC, Muncie, Indiana-J. Bow; Cardio
vascularAssociates ofSouth Florida, Coral Gables, Florida-J. 
S. Palmer; Parkway Cardiology Associates, Oak Ridge, Ten
nessee-S. Cooke; Northwest Georgia Diagnostic Clinic, 
Gainesville, Georgia-J. Jackson; Cardiovascular Associates, 
Kingsport, Tennessee-L. H. Cox; Heart Place, Dallas, 
Texas--e. N. Bowers; Rockwood Clinic, Spokane, Washing
ton-s-C. Laudenbach; J. S. Pennock; Delaware Heart Group, 
Newark:, Delaware-C. Bowens; Abilene Diagnostic Clinic, 
Abilene, Texas-P. Howard. 
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BACKGROUND: The term “clinical inertia” is used to
describe the failure to manage a chronic condition ag-
gressively enough to bring it under control. The under-
lying mechanisms for clinical inertia remain poorly
understood.

OBJECTIVE: To describe one potential mechanism for
clinical inertia, seen through the lens of clinician re-
sponses to a computerized hypertension reminder.

DESIGN: Cohort study.

PARTICIPANTS: A total of 509 hypertensive patients
from 2 primary care clinics in urban Veterans Health
Administration (VA) Medical Centers. All patients had
elevated blood pressure (BP) values that triggered a
computerized reminder. Given a set of possible responses
to the reminder, clinicians asserted at least once for each
patient that medication adjustments were unnecessary
because the BP was “usually well controlled”.

MEASUREMENTS: Using recent BP values from the elec-
tronic medical record, we assessed the accuracy of this
assertion.

RESULTS: Inmost instances (57%), recentBP valueswere
not well controlled, with the systolic BP (56%) much more
likely to be elevated than the diastolic BP (13%). Eighteen
percent of recent systolic BP values were 160 mmHg or
greater.

CONCLUSIONS: When clinicians asserted that the BP
was “usually well controlled”, objective evidence fre-
quently suggested otherwise. This observation provides
insight into one potential mechanism underlying clinical
inertia.

KEY WORDS: hypertension; ambulatory care; informatics; quality of

care; chronic disease.
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BACKGROUND

The term “clinical inertia” is used to describe the failure to
manage a chronic condition aggressively enough to bring it under
control.1 Numerous studies have shown that more aggressive
management improves control of hypertension,2,3 diabetes,4,5

and hyperlipidemia.6 While attempts to reduce clinical inertia
have had some success,7,8 a fuller understanding of the context
in which it occurs might help in designing better interventions.

The Veterans Health Administration (VA) has several comput-
erized reminders, which are aimed to assist providers in
adhering to guideline-recommended care for common medical
conditions.9–11 One reminder focusing on improving care for
hypertension not only prompts clinicians to address uncon-
trolled hypertension, but also collects data regarding the clinical
decision-making process.12 We used data from two VA primary
care clinics to evaluate the concordance of electronically
recorded blood pressure (BP) values with claims that the BP is
“usually well controlled”. In so doing, we used the computerized
hypertension reminder as a window into the cognitive processes
underlying clinical inertia.

METHODS

Patient Sample

Our sample was drawn from a larger study of VA patients with
hypertension, conducted between 1/1/02 and 4/21/04.13 All
patients had diagnoses of hypertension, defined by International
Classification of Diseases (ICD-9) codes, on at least 2 occasions
in 2001 at the primary care clinics of 2 urban tertiary care VA
Medical Centers. There were 3 clinics in the original study13; the
current analysis includes the two sites that employed the
computerized hypertension reminder. These 2 clinics employed
many clinicians: 41 clinicians wrote at least 200 prescriptions
for antihypertensives at 1 site, and 39 clinicians at the other site.
The study was approved by all applicable Institutional Review
Boards.

The VA Hypertension Reminder

The VA hypertension reminder was designed to help clinicians
provide guideline-concordant care.12,14 When themost recently
recorded BP is 140/90 mmHg or above, including BP values
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recorded just before opening the electronic medical record
(EMR), the reminder prompts clinicians to adjust the medica-
tion, to intervene in some other manner, or to supply a reason
for not intervening (Table 1). Recording a repeat BP below140/90
turns off the reminder until a subsequent BP becomes elevated,
but this is not recorded as a reminder response.

Although it is possible to respond to the reminder by rec-
ommending lifestyle changes to the patient, we examined only
responses relating to increasing medical therapy or justifying a
decision not to do so. Specifically, we focused on 1 response:
“Medication change not warranted due to: Patient usually has
well controlled BP on current therapy.” Because some patients
hadmultiple reminder responses during the study, we analyzed
the first time a clinician claimed that a patient’s BPwas “usually
well controlled”.

Analyses

When clinicians asserted that the BP was “usually well con-
trolled”, we examined themost recent BP value before the day of
the reminder resolution, using data from the vital signs module
of the EMR. To the extent available, we similarly examined the
most recent 3 BP values and the final BP value recorded during
the study. When there were multiple BP measurements on the
same day, we used the value with the lowest systolic blood
pressure. We reasoned that most clinicians are prepared to
accept the lowest BP measurement on a given day. All analyses
were conducted using SAS 9.1 (SAS Corporation, Cary NC).

RESULTS

Table 1 shows the frequency of each possible response to the
computerized hypertension reminder. The most common re-
sponse to the reminder was to adjust themedications (46%); the
next most common was to assert that no medication adjust-
ment was needed because the BP was “usually well controlled”
(27%). This assertion that the BP was “usually well controlled”
was made at least once for 509 patients (32% of 1,580); these
509 patients constituted our study sample. Of these 509
patients, the vast majority (477 [94%]) had at least 1 BP value
of 140/90 mmHg or higher recorded in the EMR on the day of
the reminder resolution.

The mean age of these 509 patients was 67 years (standard
deviation 10.7) with 97%male. Black patients comprised 47% of

the sample andWhite patients the remainder. The sample had a
high burden of comorbid illness: 52% had hyperlipidemia, 45%
coronary artery disease, 40% diabetes, 20% cerebrovascular
disease, 15% renal disease, and 14% congestive heart failure.
Only 15% of patients had none of these comorbid conditions,
and 28% had 3 or more of them.

Table 2 shows the most recent systolic and diastolic blood
pressure (SBP and DBP) values before the day of the reminder
resolution. Using a criterion of 140/90 mmHg or greater to
represent uncontrolled BP,14,15 such BPs were uncontrolled in
285 patients (57%). It wasmuchmore common for the SBP to be
uncontrolled than the DBP.

This phenomenon was not limited to the single BP value
before the day of the reminder resolution. For example, among
the 468 patients (92% of 509) who had at least 3 BP values
before the day of the reminder resolution, 2 of the previous 3 BP
values were uncontrolled in 34%, and all 3 were uncontrolled in
26%. BP values after the date of the reminder were similarly
likely to be uncontrolled. Three hundred and forty-nine (69% of
509) patients had at least 1 “final” BP value on a later date than
the reminder resolution (a median of 184 days later); of those,
56% had an SBP of 140 mmHg or greater, with 13% at
160 mmHg or greater.

Table 1. Responses to the Computerized Hypertension Reminder

Response Number Percent

Medications adjusted or initiated 942 46
Refuses medication adjustment 50 2
Patient being evaluated/referred for resistant or secondary HTN 37 2
Medication change not warranted due to: Patient usually has well-controlled BP on current therapy 555 27
Medication change not warranted due to: Patient has been non-adherent to current Rx regimen 226 11
Medication change not warranted due to: Patient’s current therapy is appropriate based on concomitant risk factors
and/or other comorbidities

74 4

Medication change not warranted due to: Patient has had unacceptable side effects from previous attempts at more
intensive therapy

12 1

Medication change not warranted due to: Patient has limited life expectancy 6 0.3
Medication change not warranted due to: Other 172 8

Distribution of responses to the computerized hypertension reminder in 2071 separate care episodes for 1,580 patients with elevated blood pressure. The
wording is copied verbatim from the text of the reminder; response options related to lifestyle interventions are excluded. Because it was possible to give
multiple simultaneous responses, percentages do not add up to 100%.

Table 2. Blood Pressure Measurement Preceding the
Computerized Reminder (n=509)

Blood Pressure Measurement Number of Patients (%)

Systolic Blood Pressure (mm/Hg)
<140 225 (44)
140–149 120 (24)
150–159 72 (14)
160–179 75 (15)
180+ 16 (3)

Diastolic Blood Pressure (mm/Hg)
<90 444 (87)
90–99 49 (10)
100–109 10 (2)
110+ 5 (1)

An elevated blood pressure value activated a computerized hypertension
reminder for 509 patients. In response, their clinicians stated that
medication adjustments were unnecessary because the blood pressure
was “usually well controlled”. This table shows, for these 509 patients,
the blood pressure value prior to the day of the reminder resolution. One
patient had no previous blood pressure values.
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DISCUSSION

In response to a computerized BP reminder, clinicians in our
study frequently asserted that medication adjustments were
not necessary because the BP was “usually well controlled”.
This claim was often in conflict with recorded vital signs from
the EMR, especially with regard to the SBP. Many patients also
had uncontrolled BP at the end of the study, suggesting that
their BP control did not improve over time. Several possible
reasons for the discrepancy between physician responses to a
computerized reminder and recorded vital signs are discussed
below.

1) Clinicians may not accurately recall recent BP values.
Part of the theory of clinical inertia is that clinicians have
unrealistic assessments of recent control.1 This may take
the form of selective recall of controlled BP values as op-
posed to uncontrolled ones. Berlowitz et al.2 have document-
ed that patients may have many visits with uncontrolled BP,
but relatively few where the therapy is increased. It is
possible that the reminder could be redesigned to combat
this tendency to misinterpret recent BP trends, to the extent
that it exists, by explicitly reminding clinicians of recent BP
values.

2) Clinicians may not be aware of or agree with consensus
guidelines regarding BP targets.
Two important reasons why clinicians may not accept or
observe clinical practice guidelines are unfamiliarity or
disagreement with the guideline.16 Hyman and Pavlik
have shown that clinician thresholds for the treatment of
hypertension are higher than the consensus guideline of
140/90 mmHg, that many clinicians are not familiar with
such guidelines, and that familiarity with the guidelines
predicts more aggressive treatment.17 Oliveria et al.18 have
also demonstrated that clinicians are frequently willing
to accept BP (especially SBP) in excess of guideline-
recommended target values. In our study, if VA guidelines
had categorized an SBP of 149 mmHg as “well controlled”,
this would have reduced the proportion of patients whose
most recent BP was “uncontrolled” by almost half.

3) Clinicians may have access to data not available from the
vital signs module of the EMR.
For example, clinicians might have access to the results of
home BP monitoring, or might have recorded repeat vital
signs in their free-text clinical notes as opposed to the vital
signs module of the EMR, from which our BP values were
drawn.

Several limitations of our study should be noted. First, we
used a population of patients from two urban VA primary care
clinics. Our patients were predominantly male and had a high
burden of comorbidity, which may affect the generalizability of
our results. Second, as noted above, clinicians may have
documented additional BP values in their clinic notes, but not
in the vital signs package of the EMR. However, Borzecki et al.19

have shown that the addition of chart reviews to automated data
does not affect conclusions in VA studies of hypertension.
Finally, clinician response to the reminder was not mandatory;
our sample represents only the subset of patients whose
clinicians chose to resolve the reminder.

In summary, providers’ perceptions that patient BPs are
“usually well controlled” are frequently in conflict with objective
data from the EMR, especially regarding systolic BP. Future

studies should examine whether patient or provider character-
istics predict clinician perceptions of BP control independently
of recent BP values. It is likely that inaccurate recall of recent BP
values and unawareness of or disagreement with clinical
practice guidelines are contributing factors. For some clini-
cians, interventions that target these phenomenamay be useful
in improving patients’ BP control.
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Abstract

The goal of this study was to examine the association between interpersonal violence exposure and utilization of alcohol treatment after
medical hospitalizations among adults with alcohol dependence. We analyzed data collected from a prospective cohort of 238 adults with
alcohol dependence who were inpatients in a large urban hospital. Participants who reported interpersonal violence victimization had
1.6 times the odds (adjusted odds ratio = 1.64, 95% confidence interval = 0.92–2.91) of receiving alcohol treatment during the year after
hospitalization compared to participants with no violence exposure. Recent (past 3 months) exposure to violence was not more strongly
related to receipt of treatment than any lifetime violence exposure. Results suggest that a history of interpersonal violence victimization may
be associated with an increased odds of alcohol treatment utilization following a medical hospitalization. Therefore, clinicians should be
optimistic about identifying and referring patients who have experienced interpersonal violence to alcohol treatment. Moreover, given the
potentially high prevalence of interpersonal violence exposure among inpatient populations at large urban hospitals, alcohol treatment
providers should develop methods to address both alcohol dependence and violence recovery. © 2008 Elsevier Inc. All rights reserved.
Keywords: Interpersonal violence; Alcohol dependence; Trauma; Substance abuse treatment
1. Introduction

It is well documented that adult alcohol treatment services
utilization is influenced by multiple individual and institu-
tional factors, including the severity of dependence, physical
and mental health status, socioeconomic status, ethnicity,
gender, cognitive ability, marital and employment status, and
⁎ Corresponding author. Boston University School of Public Health,
Talbot Building, 253 West, 715 Albany Street, Boston, MA 02118, USA.
Tel.: +1 617 414 1385.

E-mail address: erothman@bu.edu (E.F. Rothman).
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the availability of services (Arroyo, Westerberg, & Tonigan,
1998; Edlund, Belin, & Tang, 2006; Green, Polen,
Dickinson, Lynch, & Bennett, 2002; Kertesz et al., 2006;
McAuliffe & Dunn, 2004; Sakai, Ho, Shore, Risk, & Price,
2005; Satre, Knight, Dickson-Fuhrmann, & Jarvik, 2004).
The relationship between trauma exposure and substance
dependence is well established (Farley, Golding, Young,
Mulligan, & Minkoff, 2004; Ullman, Filipas, Townsend, &
Starzynski, 2006), and research demonstrates that the
prevalence of lifetime exposure to trauma (e.g., physical or
sexual abuse) is high among substance-dependent patients in
treatment, with estimates ranging from 37% to 47% for

mailto:erothman@bu.edu
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lifetime physical and/or sexual abuse exposure (Dunn, Ryan,
& Dunn, 1994; Easton, Swan, & Sinha, 2000; Pirard,
Sharon, Kang, Angarita, & Gastfriend, 2005). However, it is
not known whether adult survivors of interpersonal violence
victimization who have alcohol dependence are any more or
less likely to utilize substance use treatment services or
programs (e.g., detoxification, counseling, or self-help) than
those with dependence and no exposure to interpersonal
violence victimization. Interpersonal violence exposure may
be positively associated with treatment and self-help
utilization, as trauma exposures including violence have
been found to be positively related to increased use of
medical services (Liebschutz, Geier, Horton, Chuang, &
Samet, 2005; Rosenberg et al., 2000) and correlated with a
decreased likelihood of alcohol treatment dropout or under-
attendance (Copeland & Hall, 1992; Easton et al., 2000). On
the other hand, exposure to interpersonal violence may lead
to self-medication with alcohol for trauma-related symptoms
and could interfere with help seeking for and receipt of
alcohol treatment. It is important for substance abuse
treatment professionals to know if survivors of interpersonal
violence are as likely or more likely to follow through on
clinician referrals to treatment programs or services than
other patients who screen positive for dependent drinking.
This information could be used to build the case in favor of
consistent screening and referrals among general patient
populations where the co-occurrence of multiple types of
psychological disorders resulting from trauma is prevalent,
and patients may otherwise be presumed to be unlikely or
incapable of making behavioral changes (e.g., “lost causes”).
Substance abuse treatment providers may be able to form
new and more effective alliances with hospital-based health
care providers who serve populations where experiences of
interpersonal violence victimization are prevalent if the
likelihood that survivors will follow through on clinician
referrals to substance abuse treatment is established. There-
fore, the goal of the present analysis was to assess whether
lifetime exposure and recent exposure to four specific forms
of interpersonal violence were associated with the utilization
of alcohol treatment services after hospitalization among
medical inpatients identified by screening as having alcohol
dependence. To our knowledge, this study is the first to
examine the relationship between interpersonal violence
exposure and alcohol-dependence-related help seeking
among a general patient population.
2. Materials and methods

This study was a secondary analysis conducted using data
collected prospectively for a randomized, controlled effec-
tiveness trial of an alcohol screening and brief intervention in
a large urban teaching hospital. The study was approved by
the Institutional Review Board of the Boston University
Medical Center. The results of the trial are described
elsewhere (Saitz et al., 2007).
2.1. Participants

Between February 2001 and June 2003, all hospital
medicine inpatients ages 18 years and older whose
physicians did not decline the research contact were
approached by trained research associates and invited to
participate in screening (N = 7,824). Patients who were
fluent in English or Spanish and gave verbal consent
completed a screening interview to determine their
eligibility (N = 5,813). Eligibility criteria included
current (past month) drinking of risky amounts (defined
for eligibility as N14 standard drinks per week or ≥5
drinks per occasion for men and N11 drinks per week or
≥4 drinks per occasion for women and people ≥66
years), a Mini-Mental State Examination score of ≥21,
consent to participate in two follow-up contacts asso-
ciated with the study, and no plans to move away from
the area during the upcoming year. Of the 986 identified
eligible inpatients drinking risky amounts, 341 provided
written informed consent and enrolled in the clinical trial
(35%). Because only people with alcohol dependence
would be expected to utilize alcohol treatment programs
or helping services, the current analyses are restricted to
that sample.

2.2. Procedure

Eligible participants were interviewed at three time
points over a 1-year period, at baseline, 3 months
following baseline, and 12 months following baseline.
Interviews took place in-person, with the exception of 11%
of the 3-month and 13% of the 12-month follow-ups that
took place by telephone.

2.3. Measures

2.3.1. Dependent variable
To assess alcohol treatment utilization, at the 3- and

12-month follow-up assessments, patients were read a
series of six questions. These six questions elicited
information about patients' use of various forms of alcohol
and drug assistance, as well as mental and physical health
care services, in the past 3 and 12 months, respectively.
For the present analysis, we defined “treatment” broadly,
beyond formal specialty treatment, and included in our
definition forms of assistance such as hospital detoxifica-
tion; all other detoxification programs; residential alcohol
or drug treatment; living in a halfway house; counseling or
therapy; attendance at self-help, mutual-help, or 12-step
meetings (e.g., Alcoholics Anonymous); or counseling
from an Employee Assistance Program. The definition
excluded the brief intervention provided by the clinical
trial. A positive response to any of the alcohol treatment
questions at either the 3- or 12-month assessment was
classified as receipt of alcohol treatment during the year
following medical hospitalization.



Table 1
Characteristics of medical inpatients with alcohol dependence, by lifetime
exposure to interpersonal violence victimization (N = 238)

Characteristics

Total
(N = 238),
n (%)

With violence
exposure
(n = 183), n (%)

Without violence
exposure
(n = 55), n (%) p

Gender .0186
Male 169 (71.0) 123 (67.2) 46 (83.6)
Female 69 (29.0) 60 (32.8) 9 (16.4)
Ethnicity .7865
Hispanic 20 (8.4) 15 (8.2) 5 (9.1)
Non-Hispanic 218 (91.6) 168 (91.8) 50 (90.9)
Race .8643
White 85 (35.7) 68 (37.2) 17 (30.9)
Black 116 (48.7) 87 (47.5) 29 (52.7)
Employed (past 3

months)
.8527

Yes 76 (31.9) 59 (32.2) 17 (30.9)
No 162 (68.1) 124 (67.8) 38 (69.1)
Homeless

(≥1 night,
past 3 months)

.0591

Yes 72 (30.3) 61 (33.3) 11 (20.0)
No 166 (69.7) 122 (66.7) 44 (80.0)
Age (years) .1466
18–25 11 (4.6) 9 (4.9) 2 (3.6)
26–35 32 (13.4) 28 (15.3) 4 (7.3)
36–45 91 (38.2) 73 (39.9) 18 (32.7)
≥46 104 (43.7) 73 (39.9) 31 (56.4)

Note. Data are from 238 patients, at baseline.
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2.3.2. Independent variable
Our primary independent variable of interest, exposure to

interpersonal violence, was a binary variable created from
four separate questions asked at baseline that solicited
information about lifetime and recent experiences with (a)
family or partner physical violence, (b) stranger-perpetrated
violence (i.e., robbing, mugging, or physical attacks), (c)
sexual assault, and (d) rape. These four questions were
selected from the 31 items used to assess trauma exposure in
the Women, Co-occurring Disorders, and Violence Study
(McHugo et al., 2005) and are modified versions of items
from the Life Stressor Checklist-Revised (Wolfe & Kimer-
ling, 1997). The content validity of these questions has been
determined to be good, and the reliability of these four
questions has been assessed in a sample of women with
substance abuse disorders and has been found to be
adequate (κ values = .52–.63; McHugo et al., 2005).
Individuals who reported that they had experienced any one
of the four interpersonal violence victimization exposures at
any point during their lives were classified as having
lifetime interpersonal violence exposure. These individuals
were asked follow-up questions to determine when these
experiences had occurred. For example, they were asked,
“How old were you when this first happened?” and to
distinguish the effects of recent (defined as occurring in the
past 3 months) and lifetime experiences of trauma, we also
categorized subjects into three groups: any interpersonal
violence exposure within the past 3 months (i.e., recent
exposure), any lifetime exposure but no recent exposure,
and never exposed.

Covariates included in the analyses were randomization
group, age, gender, White race versus other race, home-
lessness and employment status, posttraumatic stress dis-
order (PTSD) symptoms, and the frequency and number of
alcohol-related consequences or problems. All covariates
were assessed at baseline, self-reported and assessed through
single questions, with the exception of PTSD symptoms and
severity of alcohol dependence. PTSD was assessed via the
civilian PTSD symptom checklist (PCL-C), which is a valid,
reliable 17-item self-report symptom scale whose score
corresponds to the Diagnostic and Statistical Manual of
Mental Disorders, Fourth Edition diagnosis of PTSD (Blake
et al., 1995; Blanchard, Jones-Alexander, Buckley, &
Forneris, 1996). The severity of alcohol consequences or
problems was measured via the Short Inventory of Problems
(SIP) total score (Miller, Tonigan, & Longabaugh, 1995).
Time since baseline was also included as a covariate in all
adjusted regression analyses.

2.4. Data analysis

Study data were analyzed using SAS/STAT software
versions 8.2 and 9.1.3 (SAS Institute, Inc., Cary, NC).
Frequencies and proportions were used to describe the study
sample. Bivariate associations between baseline charact-
eristics and treatment utilization were assessed using a
chi-square test. We used generalized estimating equations
(GEE) with a logit link function to assess the association
between trauma and treatment utilization, adjusting for
randomization group, age, gender, race, homelessness, and
employment status. The GEE approach was used to account
for the correlation due to repeated measures from the same
subject over time. The empirical standard errors from the
GEE approach were used for all analyses. Models did not
include variables that were highly correlated with each other
(correlations N.40) to minimize the potential for collinearity.
PTSD symptoms (PCL-C score) and severity of alcohol
problems (SIP score) were not included as covariates in the
primary regression models because these factors were
expected to be in the causal pathway between interpersonal
violence exposure and treatment utilization rather than
confounders. To further assess this relationship, we fit
secondary models that included these variables as covariates
to assess whether their inclusion strongly attenuated the
effect of violence exposure. PTSD symptoms and severity of
alcohol problems were included separately in models as they
were found to be highly correlated (correlation coefficient =
.55). All analyses were conducted with two-sided tests and a
significance level of .05.
3. Results

Of the 341 subjects enrolled in the randomized clinical
trial, 261 (77%) had alcohol dependence. Of these, 238
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(91%) had follow-up data on treatment utilization at the 3- or
12-month time points and comprised the final sample for
analysis. Subjects (N = 238) were primarily male (71%), and
most subjects were not Hispanic (92%) and unemployed
(68%; Table 1). Thirty percent of the sample reported that
they were homeless, which means having had at least one
night in a shelter or street in the past 6 months.

There was an exceedingly high prevalence of interperso-
nal violence victimization among this sample. At the time of
hospitalization (i.e., baseline), 77% of the inpatients with
alcohol dependence reported at least one experience of
interpersonal violence victimization in their lifetimes. Of
those who had been victimized, 46% reported family or
partner physical abuse victimization, 57% reported expe-
riencing stranger-perpetrated violence, 29% reported having
been sexually assaulted, and 22% reported a history of rape.
The risk for violence exposure was slightly elevated among
females (relative risk = 1.19, not shown).

One year after hospitalization, 56% of all alcohol-
dependent patients identified through clinician screening
reported having used any alcohol treatment program or
service in the past 12 months. The unadjusted analysis
revealed that participants who reported any lifetime
history of interpersonal violence victimization, including
physical abuse, stranger-perpetrated violence, sexual
assault, or rape, had almost twice the odds (odds ratio
Table 2
Use of alcohol treatment services by medical inpatients with alcohol dependence d
violence (n = 230)

Type of interpersonal violence n
Use of alcohol
treatment servic

Any violence (composite)
Yes 188 57
No 42 42
Physical abuse b

Yes 118 61
No 109 47
Stranger-perpetrated violence c

Yes 144 60
No 86 46
Sexual assault or rape (composite)
Yes 87 64
No 143 49
Sexual assault d

Yes 78 64
No 152 49
Rape e

Yes 67 69
No 163 49

Note. Analyses are based on data from 230 subjects and 430 observations across
a Controlling for randomization group, age, gender, White race, time since b
b Response to “Have you ever been physically abused—for example, hit, cho

in a closet, tied up, or chained—by someone you knew well such as a parent, si
c Response to “Have you ever been robbed, mugged, or physically—not sex
d Response to “Have you ever been touched or made to touch someone else in

yourself or someone else?”
e Response to “Have you ever had sex because you felt forced in some way
⁎ p b .05.
⁎⁎ p b .01.
[OR] = 1.88, 95% confidence interval [CI] = 1.08–3.28)
of treatment utilization in the year following medical
hospitalization compared to participants with no lifetime
history of violence exposure (Table 2). When specific
types of interpersonal violence were assessed individually,
a higher odds of treatment utilization was consistently
observed for those who had experienced each of the four
forms of violence as compared to those who had not, and
the effect was strongest for rape (OR = 2.23, 95% CI =
1.23–4.05; Table 2). A similar effect was observed in the
adjusted models. In the multivariable regression model
adjusting for randomization group, age, gender, race,
homelessness, and employment status, the odds of
treatment utilization were higher for those with any
lifetime history of violence exposure compared to those
with no such exposure (OR = 1.64, 95% CI = 0.92–2.91),
although the difference was not statistically significant at
the p b .05 level (Table 2). A lifetime history of being a
victim of stranger violence remained significantly related
to treatment utilization in the adjusted analysis (OR =
1.70, 95% CI = 1.03–2.80); however, the effect of the
other forms of violence victimization was attenuated and
no longer statistically significant. To explore our post hoc
hypotheses that PTSD, the severity of drinking problems,
or both were potential mediators of the relationship
between any lifetime violence exposure and treatment
uring the year following hospitalization, by lifetime exposure to interpersonal

es (%)
Unadjusted
OR (95% CI)

Adjusted OR
(95% CI) a

1.88 (1.08–3.28) ⁎ 1.64 (0.92–2.91)

1.72 (1.07–2.76) ⁎ 1.48 (0.89–2.45)

1.68 (1.05–2.70) ⁎ 1.70 (1.03–2.80) ⁎

1.87 (1.12–3.12) ⁎ 1.54 (0.88–2.68)

1.81 (1.06–3.09) ⁎ 1.46 (0.84–2.55)

2.23 (1.23–4.05) ⁎⁎ 1.67 (0.85–3.28)

the 3- and 12-month assessments.

aseline, homelessness, and employment.
ked, burned, or beaten—or severely punished—for example, locked up, shut
bling, boyfriend, or girlfriend?”
ually—attacked by a stranger or someone you did not know well?”
a sexual way because you felt forced in some way or threatened by harm to

or threatened by harm to yourself or someone else?”



Table 3
Use of alcohol treatment services by medical inpatients with alcohol dependence during the year following hospitalization, by recent and lifetime interpersonal
violence exposure (n = 230)

Type of interpersonal violence n
Use of alcohol
treatment services (%)

Unadjusted
OR (95% CI)

Adjusted OR
(95% CI) a

Any interpersonal violence (composite)
In the past 3 months 30 59 2.11 (0.90–4.95) 1.38 (0.56–3.45)
Any lifetime exposure,
but not in the past 3 months

158 57 1.84 (1.04–3.24) ⁎ 1.68 (0.94–3.02)

Never 42 42 1.00 (referent) 1.00 (referent)
Physical abuse
In the past 3 months 14 61 1.73 (0.54–5.51) 1.12 (0.34–3.72)
Any lifetime exposure,
but not in the past 3 months

104 60 1.71 (1.05–2.80) ⁎ 1.50 (0.90–2.54)

Never 109 47 1.00 (referent) 1.00 (referent)
Stranger-perpetrated violence
In the past 3 months 16 57 1.69 (0.65–4.38) 1.15 (0.41–3.24)
Any lifetime exposure,
but not in the past 3 months

128 60 1.68 (1.03–2.74) ⁎ 1.80 (1.07–3.02) ⁎

Never 86 46 1.00 (referent) 1.00 (referent)
Sexual assault
In the past 3 months 7 64 1.52 (0.34–6.69) 1.13 (0.25–5.19)
Any lifetime exposure,
but not in the past 3 months

69 63 1.80 (1.03–3.13) ⁎ 1.47 (0.82–2.64)

Never 152 49 1.00 (referent) 1.00 (referent)
Rape
In the past 3 months 13 76 3.08 (0.81–11.73) 2.19 (0.56–8.55)
Any lifetime exposure,
but not in the past 3 months

54 68 2.08 (1.10–3.96) ⁎ 1.56 (0.75–3.28)

Never 163 49 1.00 (referent) 1.00 (referent)

Note. Analyses are based on data from 230 subjects and 430 observations across the 3- and 12-month assessments.
a Controlling for randomization group, age, gender, White race, time since baseline, homelessness, and employment.
⁎ p b .05.
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utilization, we fit additional regression models that
included each of these variables separately. Both PTSD
symptoms and drinking problem severity attenuated the
OR corresponding to the primary predictor of interest
(violence exposure) by more than 10%, as would be
expected if they were mediators of the relationship
between violence exposure and treatment utilization.

In adjusted analyses assessing the impact of recent
interpersonal violence victimization on treatment utilization,
ORs for all categories of interpersonal violence were N1,
although none reached statistical significance (any inter-
personal violence OR = 1.4, physical abuse OR = 1.1,
stranger-perpetrated violence OR = 1.2, sexual assault OR =
1.1, rape OR = 2.2; Table 3). Only recent exposure to rape
produced a clinically important increase in the odds of
treatment utilization (Table 3). ORs were larger for lifetime-
but-not-recent interpersonal violence for all categories
except rape (recent rape OR = 2.2, lifetime-but-not-recent
rape OR = 1.6; Table 3).
4. Discussion

Prior research indicates that trauma survivors are more
likely than people who have not experienced trauma to
receive medical services and are less likely to drop out of
substance use treatment (Copeland & Hall, 1992; Liebschutz
et al., 2005; Rosenberg et al., 2000). Consistent with these
studies, we observed an association, with moderate effect
sizes, in the relationship between interpersonal violence
victimization and subsequent utilization of alcohol treatment
services after hospitalization among medical inpatients with
alcohol dependence. In addition, these findings were
consistent with a mediating effect of both PTSD symptoms
and alcohol problem severity, which other research has also
detected (Breslau, Davis, & Schultz, 2003).

There are at least three possible explanations for the
association between interpersonal violence victimization and
increased alcohol treatment utilization. First, it is plausible
that the violence victimization preceded PTSD, that PTSD
influenced drinking problem severity among survivors, and
that the severity of alcohol dependence and consequences
brought these individuals into more frequent contact with
health professionals and services than individuals who were
never victimized. Alternately, patients who experience
violence and suffer from PTSD may, as a result, experience
problems in multiple areas of their lives simultaneously,
which may bring them into contact with providers more
frequently than individuals in the general population. This
disproportionate contact with providers may result in a
greater number of referrals to substance abuse treatment.
Finally, evidence suggests that assessment for an alcohol
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problem may prompt all alcohol-dependent patients to reflect
on their alcohol use, seek help, and decrease consumption
(Kypri, Langley, Saunders, & Cashell-Smith, 2007). Patients
who have experienced an interpersonal violence trauma
during their lives may be particularly primed to react to an
assessment, as compared to other alcohol-dependent patients.

This comparison of alcohol treatment utilization among
those with recent (past 3 months), lifetime, and no violence
victimization exposure suggested that for most types of
interpersonal violence experiences, lifetime rather than
recent events may be stronger predictors of alcohol treatment
utilization in the year following a medical hospitalization,
with the exception of rape. In this sample, individuals who
had been raped within the 3 months prior to hospitalization
had higher odds of using alcohol treatment at the 12-month
follow-up than individuals who had been raped during their
lifetimes (but not within the prior 3 months). These findings
raise several questions for additional research studies with
larger samples. For example, it would be beneficial to
understand whether there is a “critical window” for alcohol-
dependent rape survivors in the immediate aftermath of the
trauma that is not necessarily present for other survivors of
violence (e.g., survivors of muggings, sexual molestation, or
physical assault) and whether rape functions as a cue to help
seeking among alcohol-dependent individuals in a way that
other forms of violence victimization do not.

Clinicians should recognize that hospitalization may
represent a particular opportunity to begin addressing alcohol
dependence. Substance abuse treatment professionals can
help tailor treatment services so that they address both trauma
and alcohol dependence simultaneously. Both substance
abuse treatment and health care providers should recognize
that patients may be more receptive to substance abuse
treatment than treatment for their traumatic experiences
because they may feel less stigma, shame, and guilt about
being alcohol dependent than having experienced the abuse
or violence (Gibson & Leitenberg, 2001; Street, Gibson, &
Holohan, 2005); they may not recall the traumatic event
(Halligan, Clark, & Ehlers, 2002); or they do not consider the
interpersonal violence to be an important determinant of their
own mental health (Lab & Moore, 2005).

More research is needed to clarify why individuals
reporting no exposure to interpersonal violence may be less
likely to initiate and utilize treatment services than those who
are survivors of violence and whether additional motivational
intervention techniques should be developed to increase
treatment utilization among the former subgroup. Moreover,
education of clinicians in substance use treatment and
medicine should emphasize that trauma survivors are not at
all “hopeless” or “lost causes” in terms of their capacity to
follow through on referrals to treatment. On the contrary,
despite the multiple challenges that they face, these results
suggest that survivors of interpersonal violence victimization
may be more likely than other patients to seek help and utilize
alcohol treatment services pursuant to a hospital-based
alcohol screening.
The results of this study are subject to three main
limitations. First, treatment utilization data were self-
reported. It is possible that violence survivors were more
likely to recall and report past month treatment utilization
than patients who had not experienced interpersonal
violence, although the likelihood of differential reporting
is small. Moreover, our definition of “treatment” might
not have captured all forms of alcohol treatment.
However, a strength of our study is that we used a
broad definition of treatment, including common forms of
treatment not typically captured in treatment databases
(e.g., mutual and self-help groups and Employee Assis-
tance Programs). Second, the sample size was small and
may have limited our ability to detect differences in
treatment utilization among patients by specific type of
violence exposure, particularly in adjusted analyses and
analyses of recent violence. Furthermore, although many
of the associations in adjusted analyses were not
statistically significant, all tested associations (adjusted
and unadjusted) had OR point estimates greater than 1.
Third, our results may not be generalizable to populations
other than inpatients of large academic hospitals in
urban settings.

Despite these limitations, our results are encouraging with
regard to the likelihood that patients who have faced
adversity during their lifetimes, including rape and physical
assault, will have the capacity to seek and engage in alcohol
dependence treatment and may do so after clinician contact
while in the general health care system.
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and alcohol dependence disorders (2). In 2001, 
over 1,700 college students died of alcohol-re
lated unintentional injuries, while 11% were 
non-fatally injured because of their drinking 
(3). As many as 31% of U.S. college students 
meet diagnostic criteria for alcohol abuse; 6% 
are alcohol dependent (4). 

The prevention of both unhealthy alcohol 
use and its consequences are important public 
health objectives (5). Harmful alcohol-related 
behaviors can significantly compromise the 
health and safety of both individual drinkers 
and their communities. Among college stu
dents, for example, heavy drinking predicts un
safe sex, physical and sexual assault, criminal 
violations, physical and cognitive impairment, 
and interpersonal and academic problems (6,7). 

The age offirst drink (AFD) is an established 
<D 

"' risk marker for future alcohol-related prob.. .... 
lems. AFD is related to high alcohol consump
tion among high school, college, and adult 
populations (8-11), plus specific negative alco
hoI-relatedconsequences such as unintentional 
injury (12), physical fighting (13), drug use 
(14), unsafe sex (15), driving after drinking, 
and accepting rides from intoxicated drivers 
(16). One study suggests that the relationship 

N between AFD and alcohol dependence holds 
.~ " 
!". 

even among a subset ofdrinkers with a current '" 
pattern of unhealthy alcohol use (17). 

Evidence about the potential contribution of 
AFD to alcohol-related problems among col
lege students with unhealthy alcohol use could 
inform preventionefforts in two ways: (1) AFD 
may be a useful marker for identifying high
risk students who need intervention, and (2) ex
isting interventions for college students may be 
strengthened by addressing age ofdrinking on
set and the alcohol use trajectories of early on
set drinkers. To our knowledge, no prior study 
has investigated AFD as a correlate of alco
hol-related consequences among college stu
dents with unhealthy alcohol use. The goal of 
the present study was to investigate the rela
tionship between AFD and a broad range of 
possible negative alcohol-related outcomes us
ing a sample of first-year students attending a 
single U.S. university. 

METHODS 

Sample 

In October 2004, all first-year students ages 
18 years or older at a large university in the 
Northeast were sentemail invitations to partici
pate in an online health survey. The survey was 
the first part of an intervention study designed 
to test the efficacy of a web-based brief inter
vention to reduce alcohol use; results of the in
tervention study are available elsewhere (18). 
The findings reported here are unrelated to the 
intervention. Study protocols were approved 
by the Institutional Review Boards at both the 
study site and Boston University Medical Cen
ter. 

Procedure 

The dean of students informed students 
about the study via email. The study team sent a 
second email with a website link to the online 
survey. Non-respondents received two fol
low-up reminderemails. All respondents were 
eligible for prize drawings for $50 or $100 gift 
certificates or a personal music player. Partici
pant anonymity was maintained by not linking 
student responses to any identifiers and by di
reeting respondents who completed the survey 
to a separate website where they could enter 
their email address for notification ifthey won a 
prize. 

Questionnaire 

We employed a 44-item online survey in
strument. In the following order, students were 
presented with questions about their age and 
sex, six questions about various health behav
iors (e.g., exercise, sleeping, smoking); 13 
items about alcohol use, including the to-item 
Alcohol Use Disorders Identification Test 
(AUDIT) (19) and three original alcohol-use 
questions; four demographic questions (ethnic
ity, race, height and weight); one question 
about the age of first drink (AFD); and one 
questionabout family history ofproblemdrink
ing. A subset of respondents who scored 8 or 
greater on the AUDIT were also presented with 
13 questions about alcohol-related conse
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quences from the Young Adult Alcohol Prob
lems Screening Test (YAAPST), described in 
greater detail below. 

All alcohol-related questions are described 
in greater detail below. Respondents who an
swered the question "Do you smoke ciga
rettes?" affirmatively were classified as smok
ers. Respondents' average number of hours of 
sleep per night was assessed by asking, "On a 
typical night during the past month, how many 
hours did you usually sleep?" 

Age ofFirst Drink 

Age of first drink (AFD) was assessed 
o "' through a single item: "Abouthow old were you ;;:
 .. when you had your first drink of alcohol, other
 
§,., than a few sips?" This item has been used to as
'" sess the age of drinking onset on national sur'" 

veys and has adequate test-retest reliability 
(kappa =0.72) (11). Response categories in
cluded "I never drank," "21 or over," each age 
from 12-20 years old, and ages 10-11,6-9, and 
1-5. Those who reported never drinking (n = 
402) were removed from the analysis, and the 
remainder were classified as "ever drinkers." 
Among ever drinkers, respondents who indi
cated that they first began drinking at least once 
a week at age 13or younger were classified as 
"early onset drinkers"; those who began to do 
so at ages 14 or older were classified as "later 

>. onsetdrinkers." Age 14 was selected as a cutoff 
III in order to be consistent with prior studies 'tl 

~ ..
o 

on AFD and negative alcohol-related conse
i quences (12,17). 
o 

" 
Dependent Variables:
 
Alcohol Use and Consequences
 

Alcohol Use
 

Survey respondents completed the AUDIT, 
a lO-item scale frequently used to identify un
healthy alcohol use. Three additional alcohol 
use questions were also added to this section of 
the survey: (1) "On how many days do you 
drink alcohol in a typical week?", (2) "Thinking 
about the pastmonth, how many times have you 
had 4 (for women) or 5 (for men) drinks on a 
given occasion?" and (3) "Thinking about the 
past month, what are the most drinks you've 

had on anyone occasion?" For AUDIT items, 
respondents who answered "monthly," 
"weekly," "daily or almost daily" were com
pared to those who answered "less than 
monthly" or "never." The AUDIT has good va
lidity and reliability with both non-college and 
college populations (20-24). Using a cutoff 
score of 8 or greater, the AUDIT can correctly 
identify 97% ofpeople who have an alcohol use 
disorder (23). Thus, respondents who scored 8 
or higher on the AUDIT items were classified 
as having unhealthy alcohol use, and those who 
scored less than 8 as non-hazardous drinkers 
(25). 

Negative Alcohol-Related Consequences 

Respondents who scored 8 or higher on the 
AUDIT were directed to complete 13 addi
tional items taken from the Young Adult Alco
hol Problems Screening Test (YAAPST). The 
YAAPST, which also has good validity and in
ternal consistency (26,27), asks respondents to 
report whether they have experienced each of 
26 negative alcohol-related consequences in 
the past year. We selected 13 of the questions 
for the survey, excluding items that we antici
pated would be either common or exceedingly 
rare among college students. Examples are: 
"Have you participated in drinking contests or 
drinking games (e.g., 'quarters, chugging con
tests, 'progressive parties')?" and "Has a doc
tor ever told you that your drinking was harm
ing your health?" Examples ofYAAPST items 
that we used are: "Have you driven a car when 
you knew you had too much to drink to dri ve 
safely?" and "Have you felt very sick to your 
stomach or thrown up after drinking?" The 
YAAPST uses multi-point response scales, but 
for this analysis we collapsed the responses into 
two categories to indicate presence vs. absence, 
consistent with some prior studies (e.g., Kahler 
et al., 2004). 

Statistical Analyses 

All analyses were carried out using SAS/ 
STAT software version 8.2 (SAS Institute Inc., 
Cary, NC). First, we compared demographic 
characteristics (sex and race), AUDIT scores, 
and two health behaviors (average hours of 
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sleep per night and smoking) for early and later 
onset drinkers. Next, among students with un
healthy alcohol use (AUDIT ~ 8), we calcu
lated the proportion of early and later onset 
drinkers who reported experiencing each ofthe 
13negati vealcohol-relatedconsequences from 
the YAAPST. Bivariatecomparisons were per
formed with two-sample t-tests for continuous 
variables and chi-square tests for categorical 
variables. We fit logistic regression models ad
justing for sex and race to examine associations 
between AFD and the 13 YAAPST items. 
Two-tailed significance tests were conducted, 
with alpha set at 0.05. 

'" o 
o 
N 

RESULTS 

'" N Characteristics ofthe Sample a> 

'" 

Fifty-five percent of 4,008 eligible first-year 
students participated in the survey (n =2,194). 
Ofthese, 402 reported never having drunkalco
hol and were excluded from the analyses, re
sulting in a final sample of 1,792 ever drinkers. 
Characteristics of these students appear in Ta
ble 1. The mean age of the respondents was 18 

years. Males were slightly underrepresented 
among the sample compared to the entire 
first-year class (36% vs. 40%, respectively). 
The distribution of race and ethnicity among 
the sample was comparable to that of the 
first-year class. Approximately 74% of the 
sample described themselves as White (Non
Hispanic), 2% as Black (Non-Hispanic), 7% as 
Hispanic, and 18% as another race/ethnicity. 

Early Onset ofDrinking 

Fourteen percent of ever drinkers reported 
that they had their first drink prior to age 14. 
More early onset drinkers (55%) than later on
set drinkers (34%) were male, and more early 
onset drinkers (10%) than later onset drinkers 
(6%) were Hispanic (see Table 1). Early onset 
drinkers were approximately 1.5 times more 
likely than later onset drinkers to exhibit un
healthy alcohol use (AUDIT =8), and 1.2 times 
more likely to have had 6 or more drinks on one 
occasion (76% vs. 61%, respectively). Early 
onset drinkers reported that they got somewhat 
less sleeppernight than later onsetdrinkers (6.3 
hours vs. 6.5 hours, respectively), and they were 

TABLE 1. Characteristics of the College Students with Ever Alcohol Use, by Early vs. Later Age of Drink
ing Onset (n == 1,792) 

>. 

'" -e 

All 
(n= 1.792) 

Early onset 
drinkers • 

Later onset 
drinkers .. 

x' •. p-value 

~ (n=258) (n= 1534) 
o 

i 
o 
" 

Sex 
Male 36% 55% 34% 

12.64, p<.OOI 

Female 64%, 45% 66% 

Race 8.31. p<.05 
White (non-Hispanic) 
Black (non-Hispanic) 

74% 
2% 

75%.,.1_'. 73% 
2% 

Hispanic 7% 1001. 6% 
Other 18% 13% 19% 

Current drinking behavior 
Unhealthy alcohol usc (AUDIT'? R) 36% 500/. 34% 25.98. p<.OOI 
Ever drink 6 or more drinks on occasion 63% 76% 61% 23.42. p<.OOI 

Other health status indicators 
Hours ofsleep per night (mean) 6.44 6.29 6.46 1.38. p<.OOll 
Current smoker 12% 21% 100/. 24.72. p<.OOI 
t Began drinking prior to age 14 
tt Began drinking at age 14 or older 
§ Two-sample independent r-tcsr, (df=116) comparing early and later onset drinkers 
• Chi-square test comparing early and later onset drinkers 
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more than twice as like!y as later onset drinkers 
to be smokers (21% vs. 10%, respectively). 

Unhealthy Alcohol Use and AFD 

Early onset drinkers were substantially more 
likely than later onset drinkers to report heavy 

and frequent drinking (see Table 2). Looking at 
the other alcohol use items, early onset drinkers 
were more likely to drink frequently (2 or more 
times per week); consume 7 or more drinks on a 
typical day when drinking; and drink heavily (6 
or more drinks on one occasion) on a daily or 
weekly basis, controlling for sex and race (see 

TABLE 2. Drinking and Alcohol Problems Among College Students Who Report Ever Drinking, by Early 
vs. Later Age of Drinking Onset (n :=: 1,792) 

AUDIT ITEMS 

t 1) How often do you have- a drink comeming 
a"'<>hol'!(2 or more limes per week) 

(2. How manydrink!'ii comainmg alcohol do you 
haw on a typica! .Ja)' when )'011 arc drinking'! (7

'" ormore drinksI'" 
(,l J How often do you have six. or more drinks 
nn one occasion? (weeki.>'. daity or almostduily) 

f4) How oflcn during fhC' la.s' )'ca, h.ne you 
found lhal you were not able 10 Slop drinking 
once you hat.!started? lrmlfl'h'y. w<l-kl)·.daily 
or almost daily) 

(5) How often during the las' war have vou 
faikd Iu do what wa." nomlallycxpc..~lcd·from 
you because of drinking'! (moolhl)'.weekly, 
daily' or almoS! .Jail)" 

(6, How often during the last year have you 
needed a tiTSI drinkin lhe morning 10 gel 

yourself goin~ after a heavy drinkingsession" 
(anyresponse other than "never"] 

(7) How oil e." during the laS! year haw you had 
a feeling of ~uilt or remorseaftcrdrinking'! 
lmonlhly. weekly. .Jaily or almost daily) 

I R) How often duringthelasl year have you 
been unable 10 remember what happened the 
nigh, before because you had been drinking'! 
[monthly, weekly, doily or .lInos' daily! 

19) l lavc you or someone else beeninjured asa 
resul. ofyour drinking',) (ever) 

1101 II..s a relative or fnend or a doctor or 
another health worker been concernedabout 
yourdrinkingor sugge~h.-d you cui down?rever) 

ADDITIONAL ITEMS 

In a typical week, drinks4-7 d.:1YS per week 

Drank heavily 10or rnore times Inthe pa~l 

munth 

'fad J2 vr snore drinkson one occasion in the 
past month 

All Early Later onset X· • Adjusted OR (95% cfj' 
(n=I.792) onset drinkers " 

drinkers' (11=1534) 
(n=2581 

34% 45% 1.67 (1.27-2.19) 

17% 29% p<,OOOl 

20% 30% IR% p<,OOOI 

91}0 5'% p<.OOO I 

4% R% 4% p<.OI 

5% 1% p<,OOOI 

5% 5% NS 

9% 15% 8% p<,OI 

14% 19% 13% p<,05 

50 /
'0 9% 4% p<,OOI 

3% 2% p<.OOI 

8% 15% p<.()QO! 

12% 19% 11% p<.OOOI 

2.03 (1.47-2.80) 

1.72 (1.26-2.34) 

1.89 (1.15-3.08) 

2.29 (1.35-3.91) 

4.75 (2.23-10.08) 

1.17 (0.65-2.12) 

1.83( 1.23-2.7 J) 

1.55 (I.09-2.20l 

2.31 (1.40-3.83) 

2.91 (1.57-5.38) 

2.05 (1.38-3.05) 

1.68 (1.16-2.44) 

§ l.ogislic n.1!:res...ion analysis thai included SC.'\ (male.female) and racetRI,a('k. Hispanic. other)a.' control variables 
t Began drinking pnor io age 14 
tt Degandrink in!!at age f4 or older 
" Chi-squarelest comparing early and lateronset drinkers 
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Table 2). Early onset drinkers were also more 
likely to report drinking 4-7 days per week, 
drinking heavily 10 or more times in the past 
month, and having 12 or more drinks on one 
occasion in the past month. 

Negative Consequences Experienced 
by Students with Unhealthy Alcohol Use 

Fully 36% of students who reported ever 
drinking were classified as having unhealthy 
alcohol use (AUDIT = 8). Past year negative 
drinking consequences were commonly re
ported by this group. For example, almost all of 
these students reported that they had experi

'"	 enced a hangover (89%) or felt sick or like o 

N 
o	 

throwing up as a result of drinking (81%) (see 
Table 3). Fully 44% reported having sex after ~ 

'"	 drinking that they later regretted, just under N 

'" one-third had driven while intoxicated during .. tn 

their lifetime, and 25% had missed work or '" 
school due to drinking. 

Among students with unhealthy alcohol 
use, AFD was associated with five of the 13 
YAAPST negative consequences, controlling 
for sex and race (see Table 3). Early onsetdrink
ers were more likely than later onset drinkers to 
have driven while intoxicated (40% vs. 30%, 
respectively); missed work or school due to 
drinking (32% vs. 23%, respectively); gotten 
into trouble at work or school due to drinking 
(15% vs. 6%, respectively); received lower 
grades than they should have due to drinking 
(17% vs. 9%, respectively); and developed a 
tolerance to alcohol (62% vs. 47%, respec
tively). Early and later onset drinkers were 
equally likely to report having experienced 
hangovers, having felt sick or throwing up due 
to drinking, having lost friends or had problems 
with their significantother due to drinking, hav
ing neglected work or people for two or more 
days, having had sex that they later regretted, 
having experienced "the shakes," or having 
ever felt that they needed or were dependent on 
alcohol (Table 3). 

DISCUSSION 

Among college students with unhealthy al
cohol use (AUDIT = 8), age offirstdrink (AFD) 
was associated with five out of 13 negative al

cohol-related consequences experienced in the 
past year, including driving while intoxicated, 
missing work or school due to drinking, getting 
into trouble at work or school, receiving lower 
grades due to drinking, and developing a toler
ance to alcohol. The alcohol-related conse
quences that did not appear to be associated 
with the AFD included two items that were 
highly prevalent (having experienced a hang
over and having felt sick or like throwing up) 
and four that were relatively rare (having lost 
friends, having neglected work or people for 
more than two days, having "the shakes," and 
having ever felt thatthey were dependent). Two 
additional consequences also did not appear to 
be associated with AFD in this subgroup (hav
ing had sex that was later regretted and having 
problems with a significant other due to drink
ing). 

Consistent with prior research, among ever 
drinkers, AFD was associated with unhealthy 
alcohol use and higher frequency and quantity 
of alcohol consumption (8,12,15). AFD was 
also associated with other health risks, includ
ing getting less sleep and cigarette smoking. 

Among ever drinkers, males and individuals 
reporting Hispanic ethnicity were more likely 
to report early AFD compared to females and 
non-Hispanics. While prior studies have found 
early AFD to be more prevalent among males,8 
we are not aware of another study that has re
ported higher incidence of early AFD among 
Hispanic college students. It should be noted, 
however, that our study population included 
only 125 Hispanic students attending a single 
university; additional studies using larger sam
ples drawn from multiple colleges are neededto 
investigate this association. 

Our findings suggest that AFD is a strong 
predictorof alcohol- related consequences even 
when the analyses are limited to those college 
students who exhibit unhealthy alcohol use. 
Additional research is needed to clarify why 
AFD is associated with negative alcohol conse
quences. One possibility is that early onset 
drinkers are more likely to put themselves in 
risky situations when drinking. Alternatively, 
early AFD may be part of a general pattern of 
risk-taking behavior related to sensation-seek
ing and poor impulse control. Another possibil
ity is thatAFD may be amarkerfor other factors 
that may also occur during early developmental 
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TABLE 3. Past Year Consequences of Drinking Among College Students with Unhealthy Alcohol Use:\: by 
Early vs. Later Age of Drinking Onset (n =650) 

All Earlyonset Later onset Adjusted OR' (95%CI)7:* 
PastYearConseguences (n~650) drinkers , drinkers "
 

(YAAPST ITEMS) (n~130) (n=520)
 

Have you ever gonen into trouble at \\ ork or 8% 15% 6% p<.OOI 2.79 (1.54-5.07)
 
school because of drinking'!
 

Have you ever received a lower grade on an 10% 17% 9% p<.OI 2.15 (1.24-3.73)
 
exam or paper than you should have because of
 
drinking"!
 

Ila\&: you en', found you neceded larger 50% 62% 47% p<.OI 1.91 (1.28-2.84)
 
amounts of alcohol to feel any' ctTcct ---or thai
 
youcould nolongergCI high ordrunk onthc
 
amount thai used to ge...you high or drunk'!
 

Ibn: you ever had "the shakes" alter sU.1pping 4% 5% 3% NS 1.83 (0.74-4.55)
 
or euning down on drinking f for exampJc. your
 
hands shakc so that your coffee cuprattlcs in
 
the sauceror you have trouble li~hling a
 
cigarette r!
 

Have you nut gone to work or missed class at 25% 32% 23% p<.05 1.67 (1.09-2.54)
 
school because of drinking, a hangover, or an
 
illness caused bydrinking?
 

I leave you driven a car when you knew you hall 32% 40% 30% p<.05 1.48 (0.99-2.21)
 
too much 10 drink to drive safely?
 

Has drinking ever gotten )'OU into sexual 44% 50% 43% NS 1.44 (0.98-2.13)
 
situ31ions that you later regretted'?
 

Has your drinking ever created problems 24% 27% 23% NS 1.3! (0.84-2.04)
 
between your boyfriem':girlfricnd hn spouse)
 
or another ncar relative"
 

Haveyouever 10Sl friends (including 5% 5% 5%. NS I. III (0.50-2.80)
 
boyfriends orgirlfriends) because ofyour
 
llrinking'!
 

Han: you ever fclt thai you needed alcohol or 10% 10% IO~/O NS 1.08 (0.57-2.06)
 
were dependent on alcohol?
 

Have )'OU ever neglected your obligations. your 11% 11% 11% NS 1.02 (0.55-1.90)
 
family. your work, or your schoolwork for two
 

or more da)'S in a lOW because of your
 
drinking?
 

Have yoo had a hangover (headache. sick 10 89% 88% X9% NS 0.92 (0.50-1.69)
 
your stomach) the morning after you have been
 
drinking?
 

Have youfelt very sick10 your stomach or IH % 80'% 81% NS 0.91 (0.56-1.48)
 
thrown up after drinking?
 
:I: Scored '" Konthe Alcohol Usc Disorders ldcntiflcation lesl(AUlJIT)
 
t Began drinking prior 10 age14
 
tt Began drinking atagc14lIr older
 
• Chi-square h:-sl comparing carl)' and later onset drinkers
 
~ logislic regression analysis Ihal included sex fn.1alcifemalc) and race (Black, Hispanic, olhen as ccenrol variables
 

stages (e.g., witnessing inter-parental violence, AFD, is an important factor for certain alco
experiencing child abuse, or associating with hol-related consequences. 
delinquent peers), or other problems that occur As other investigators have suggested, inter
early in life (such as conduct or behavioral dis ventions that make it more difficult for minors 
orders) that are also related to the negati ve con to obtain alcohol may increase the age ofdrink
sequences we investigated. It may also be that ing onset among some youth, decrease the 
duration of heavy alcohol use, independent of amount of alcohol that adolescents consume, 
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and ultimately help reduce hazardous drinking 
and negative alcohol-related consequences ex
perienced by college students (16). Additional 
research is also needed to evaluate whether 
behavioral interventions that delay AFD can 
prevent problematic drinking behavior and 
alcohol-related consequences during late ado
lescence and early adulthood. 

LIMITATIONS 

Five limitations should be noted. First, our 
sample was drawn from a single university in 
the Northeast, and the results may not be gen

o '" eralizeable to college students generally or to o 
N .. young adults who are not in college. That said, g the prevalence of unhealthy alcohol use was 
N '" similarto that seen at many othercolleges in the 
'" "' U.S.
:': 

Second, our response rate was 55 per
cent-lower than the ideal of?5% or higher (28), 
but on a par with response rates for major col
lege health surveys (l,29). It is possible that 
students with the earliest AFD and those expe
riencing the most severe alcohol-related conse
quences were disproportionately underrepre
sented in the sample. Ifthis were true, however, 
it would likely have biased our results towards 
the null, producing an underestimate of the true 
association between AFD and alcohol-related 
consequences. 

Third, we selected individual items from the 
YAAPST rather than use the entire measure. 
Studies of the YAAPST's reliability have been 
conducted on the instrument as a whole and not 
on individual items. We were interested only in 
achieving accurate self-report of specific con
sequences, however, and did not attempt to use 
summary consequence scale scores. 

Fourth, the study sample was limited to first
year students. Negative alcohol-related conse
quences may be more prevalent among sopho
mores, juniors, and seniors. Additional studies 
in this area should include all four classes. 

Fifth, our measure of AFD relied upon par
ticipant recall which is prone to error as time 
since the event increases (30). It should be 
noted, however, that our study offers an im
provement over some prior studies ofAFD that 
utilized samples of adults primarily older than 

college-age (e.g., Hingson et al., 2001; Hingson 
et al., 2005). Prospective, longitudinal studies 
would benefit the field. 

In conc1usion, our findings show that AFD is 
associated with several negative alcohol-re
lated consequences among college students 
with unhealthy alcohol use (AUDIT = 8). These 
results are consistent with prior research dem
onstrating that AFD predicts negative alcohol
related consequences among college students 
generally (15,16). To find that this relationship 
holds up even among a subgroup of high-risk 
and problem drinkers is striking. Investigators 
should seek to understand whether AFD is in 
and ofitselfacontributing factor to later adoles
cent and adult drinking patterns and behavior, 
or whether it is a marker for other factors that 
may also occur during early developmental 
stages. Educators and health behavior inter
ventionists should develop new strategies for 
reaching youth at high riskfor early initiationof 
alcohol use, and the efficacy of these interven
tions should be formally evaluated. Regardless 
of whether AFD is a direct contributor to later 
unhealthy alcohol use or a risk marker for "up
stream" causes, targeting youth at risk for early 
alcohol initiation for special programs and ser
vices may result in desired long-term reduc
tions in unhealthy alcohol use, alcohol depend
ence, and other alcohol-relatedconsequences. 
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gressive statin-based cholesterol-lowering therapy. Marchioli
et al8 found that omega-3 supplements produced similar reduc-
tions in mortality in the 11,323 patients of the GISSI-
Prevenzione trial, regardless of statin use. Omega-3 fatty acids
and statins are thought to improve cardiovascular prognosis
through different mechanisms of action. Statins do so largely
by lowering LDL-C levels, whereas omega-3 fatty acids have
neutral to adverse effects on LDL-C levels.9 Omega-3 fatty
acids confer cardiovascular benefits via enrichment of the cell
membranes with DHA and EPA, which increase arrhythmic
thresholds, improve arterial health, reduce platelet aggrega-
tion, and favorably alter autonomic tone. Statins and omega-3
fatty acids each reduce both triglyceride levels and inflamma-
tion and provide additive improvements in these parameters
when used in combination.9

The question regarding additive cardiovascular benefit in the
setting of current guideline-based cholesterol treatment holds
true for any therapy introduced and widely adopted before the
widespread use of statins. For instance, the benefits of aspirin
and β-blockers after myocardial infarction cannot be considered
irrelevant today simply because their confirmatory trials largely
predated the use of statins.

James H. O’Keefe, MD
John H. Lee, MD
Mid America Heart Institute
Kansas City, MO

Roberto Marchioli, MD
Laboratory of Clinical Epidemiology
Santa Maria Imbaro, Italy

Carl J. Lavie, MD
Ochsner Medical Center
New Orleans, LA

William S. Harris, PhD
Sanford Research/USD and

Sanford School of Medicine of the
University of South Dakota

Sioux Falls
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Poor Care, Not Poor Protocols,
for Alcohol Withdrawal

To the Editor: I applaud Hecksel et al1 for their study that
found that many general hospital patients were treated inap-
propriately for alcohol withdrawal syndrome (AWS). Some
patients had no recent alcohol use, and others who could not
communicate were treated with a strategy that requires com-
munication. However, the authors concluded that symptom-
triggered therapy (STT) may be inappropriate in medically or
surgically unstable patients or those with a history of alcohol
dependence. These conclusions (echoed in the article title)
cannot be drawn from their study. Because AWS occurs only
in people with alcohol dependence, surely that diagnosis can-
not preclude the use of STT. Furthermore, although alcohol
symptom scales and STT have been studied less in general
hospital patients than in patients in more specialized settings, I
agree with the editorialists who concluded that STT was not
inappropriate (“we doubt that the protocol itself is at fault”),
rather that care was being implemented inappropriately.2

There are 2 ways to treat AWS: STT or medications admin-
istered on a fixed schedule (FS).3  Administering medications
on an FS risks overdosing and underdosing but is often used to
ensure that patients receive at least some benzodiazepine,
often in settings in which close monitoring is impossible.
However, FS doses should be supplemented (or withheld) on
the basis of clinical status (ie, symptoms). Doses of STT,
which are delivered on the basis of symptoms, can be imple-
mented after an initial dose for an asymptomatic patient at
high risk of complications. These 2 treatments are the only
ones recommended on the basis of randomized trial results; no
alternatives exist. Given the reality that people with AWS
should be treated no matter their location, including in general
hospitals, treatment should be with STT or FS strategies. Both
approaches have limitations in general hospital patients, but
the need for patients to be “monitored more closely” or the
requirement of  “higher benzodiazepine doses” are both issues
that arise regardless of strategy. Neither proven approach
limits medication doses, and both should include frequent
monitoring (similar to blood sugar management in general
hospitals).

The editorialists suggested that AWS should be treated by
specialists, in part because protocols can fail in the hands of
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physicians from diverse specialties. I hope they are incorrect
because, if they are correct, general hospital care would need
to come to a screeching halt. About 13% of general medical
inpatients have current alcohol dependence.4 Specialty in-
volvement in every case of AWS is not feasible and is counter
to goals of care integration for these patients whose care is so
often fragmented. Generalist physicians must implement high-
quality care in hospitals for numerous common conditions,
including AWS. Evidence shows that they can do this (eg,
venous thrombosis prophylaxis).5 More importantly, they
must. We should not conclude that generalist hospital physi-
cians cannot appropriately implement AWS care, although I
agree with the authors that it has not yet been proved possible.
Evidence-based protocols, along with training and systems
that support good-quality care, will likely be required to
achieve optimal management of AWS. Although AWS proto-
cols may benefit from improvement, our patients will gain
more if we focus on better implementation of known effective
care.

Richard Saitz, MD, MPH
Boston University, Boston Medical Center
Boston, MA
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To the Editor: The article by Hecksel et al was a welcome and
critical review of protocol-driven treatment of alcohol with-
drawal.  The use of the Revised Clinical Institute for With-
drawal Assessment for Alcohol (CIWA-Ar) protocol was
found lacking both in its implementation and in its guidelines
for treatment.  More than half of the patients who were sub-
jected to the CIWA-Ar protocol were inappropriately se-
lected because they did not meet the inclusion criteria. More-
over, when appropriately selected, the protocol resulted in
less than optimal frequency of clinical assessment and inad-
equate benzodiazepine dosing. Unfortunately, the authors
did not address a remedy for such use of the CIWA-Ar
protocol. On the basis of their findings, I would not recom-
mend adoption of this protocol in our hospital or in any
medical/surgical hospital.

Denis Kennedy, MD
Memorial Health Care System
Chattanooga, TN

To the Editor: The recent study by Hecksel et al highlights a
major problem with any protocol for alcohol withdrawal—it
can be inappropriately applied to patients who do not actually
have alcohol withdrawal. We have certainly seen this occur in
our hospital, and strategies for minimizing the inappropriate
use of protocols are needed. However, we found aspects of the
authors’ methods and conclusions problematic.

The authors’ criteria for identifying “drinkers” are strict
and would likely err in categorizing some patients with sub-
stantial risk of developing alcohol withdrawal as “inappropri-
ate.” The authors required documentation of recent heavy
alcohol consumption (>4 drinks per day for men or >2 drinks
per day for women in the week before admission) and a history
of alcohol dependence or abuse. However, people with alco-
holism are notorious for underrepresenting the amount that
they drink and often conceal their drinking from their friends
and families, making collateral sources also unreliable. Ques-
tions about the quantity and frequency of alcohol intake are
known to be insensitive, detecting only 20% to 50% of pa-
tients with alcohol abuse or dependence.1 Beyond the diffi-
culties of quantifying alcohol use, the authors cited no lit-
erature to indicate that their thresholds of alcohol intake
differentiate patients who are at risk for withdrawal from
those who are not. Their criteria also excluded patients who
had been drinking heavily if they did not have a previously
documented history of alcohol abuse or dependence, the
absence of which certainly does not eliminate the risk of
withdrawal. Unfortunately, the authors describe all patients
not meeting their “heavy consumption” and “history
of…abuse” criteria as “nondrinkers,” which is misleading and
not likely to be true.

The authors required that “patients had to have the ability to
communicate meaningfully with nursing staff.” They did not
discuss how they determined from chart documentation
whether patients were communicating “meaningfully.” The
CIWA-Ar questions are not complicated, so some patients
could reasonably answer the yes/no CIWA-Ar questions and
still not be able to communicate “meaningfully” in other
respects. The authors also specified that patients who were
delirious were deemed “inappropriate;” this is confusing
since delirium can be part of alcohol withdrawal, and several
of the CIWA-Ar subscores grade the severity of symptoms
of delirium (such as orientation and clouding of sensorium,
agitation, tactile disturbances, auditory disturbances, and vi-
sual disturbances).

In their discussion, the authors write, “In general hospitals,
patients with a history of alcohol dependence are the most
likely to experience adverse events, such as DT [delirium
tremens] and withdrawal seizures, when receiving STT ac-
cording to the CIWA-Ar protocol.” This statement implies
that patients develop delirium tremens and seizures because
they are being treated with a CIWA-Ar protocol, which is
certainly not what the authors studied (for example, the au-
thors did not compare patients treated with a CIWA-Ar proto-
col with those managed with another strategy). The authors go
on to write “Such patients should be monitored more closely
and treated more liberally with benzodiazepines than the
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Abstract: Chronic disease (care) management (CDM) is a patient
centered model of care that involves longitudinal care delivery; 
integrated, and coordinated primary medical and specialty care; 
patient and clinician education; explicit evidence-based care plans; 
and expert care availability. The model, incorporating mental health 
and specialty addiction care, holds promise for improving care for 
patients with substance dependence who often receive no care or 
fragmented ineffective care. We describe a CDM model for sub
stance dependence and discuss a conceptual framework, the exten
sive current evidence for component elements, and a promising 
strategy to reorganize primary and specialty health care to facilitate 
access for people with substance dependence. The CDM model goes 
beyond integratedcase management by a professional, colocationof 
services, and integrated medical and addiction care-elements that 
individually can improve outcomes. Supporting evidence is pre
sented that: I) substance dependence is a chronic disease requiring 
longitudinal care, although most patients with addictions receive no 
treatment (eg, detoxification only) or short-term interventions, and 
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2) for other chronic diseases requiring longitudinal care (eg, diabe
tes, congestive heart failure), CDM has been proven effective. 

Key Words: chronic disease management, addiction, primary care, 
linkage, addiction treatment, chronic care model, recovery 

(J Addict Med 2008;2: 55-65) 

Substance (alcohol and drug) dependence is a chronic 
disease for which many affected adults receive no inter

vention or detoxification without subsequent treatment. Like 
other chronic diseases (eg, diabetes, congestive heart failure), 
substance dependence has no cure and is characterized by 
relapses requiring longitudinal care. Medical and psychiatric 
comorbidities are the rule rather than the exception. As a 
result, care delivery can be complex both for clinicians and 
patients. In the United States, systems of care for substance 
dependence (both alcohol and drug) are rarely integrated with 
those for medical and psychiatric iIIncsses. Specialty alcohol 
and drug treatment is efficacious, but many patients do not 
access available treatment for substance dependence prob
lems after detoxification or medical care. Others enter spe
cialty addiction treatment but do not receive medical or 
psychiatric care. Some have called to expand the frame of 
health services research on addictions to include services 
outside the specialty treatment sector, including behavioral 
care integrated into primary care.'>' 

Although primary care settings provide the venue for 
longitudinal, comprehensive, and coordinated care, their po
tential to effectively treat addiction and related comorbidities 
has not been realized; medical, mental health, and addiction 
treatment are not coordinated. Primary care settings, with 
reorganization and appropriate service elements, hold the 
promise of simultaneously improving physical and psychiat
ric health while decreasing substance dependence problems. 
Although chronic disease management-longitudinal care 
delivery linking, integrating, and coordinating primary and 
specialty health care-is effective for other diseases, it has 
not been described or studied for substance dependence. 

CHRONIC DISEASE (CARE) MANAGEMENT 
Chronic disease (care) management (CDM) is based on 

a chronic care model, as described by Wagner et a1. 4 - 6 

Chronic disease (care) management is a patient-centered 
model of care, which includes patient and clinician education, 
explicit evidence-based care plans, and expert care availabil
ity (Table I). In using the term "disease management," this 
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TABLE 1. Chronic Disease Management (CDM) Conceptual Elements and Potential Elements for Implementation 

CDM Conceptual Element Potential Implementation Elements 

Community resources 

Chronic disease as priority 

Self-management support 

Delivery system design 

Decision support 

Clinical information systems 

Case management; address social, legal, financial needs 

Focus on substance dependence as a chronic illness; explicit care plans 

Routine assessment and feedback; patient participation (collaborative care); behavior change; psychosocial support 

On-site service delivery (integrated and coordinatedcare); referral agreements; planned visits; lise of nonphysicians in 
multidisciplinary team; patient reminders; collaboration of addiction, medical and psychiatric physicians 

Specially expertise made accessible 

Electronic medical record; patient registry, monitoring of outcomes 

article is about health services based on Wagner's model and 
not about corporate programs that focus primarily on patient 
self-care and are implemented via telephonic contacts." 

COM CONCEPTUAL FRAMEWORK 
Many, including the Institute of Medicine (10M), have 

recognized the challenge of managing chronic conditions in a 
health care system designed to treat acute illness." In 1996, 
Wagner ct al. proposed a solution-COM4-6-based on a 
chronic care model. Chronic disease management is imple
mented by the following multidisciplinary team members: nurse 
clinical care managers with disease-specific skills to coordinate 
referrals, communicatc with clinical caregivers, and proactively 
follow patients; social workers to access community resources; 
and physician specialists. The U.S. Center for Medicare and 
Medicaid Services (CMS) and the National Committee for 
Quality Assurance (NCQA) have recognized the potential of 
CDM.911 Policy analysts have called for CDM to be integrated 
into primary care settings to avoid fragmented care. 12-\5 

We argue that chronic disease management could be 
applied to addiction for patients in the primary care setting, 
particularly those who are our-of-treatment." Of U.S. adults, 
23 million have substance dependence, costing society almost 
$300 billion each year, yet 90% of people with addictions are 
out-of-treatment because of individual barriers and a frag
mented treatment system. 16·-23 Thus, although addictions 
treatment is effective and reduces health care costs, its ben
efts are largely unreal ized. 

In addition to the chronic care model, 2 additional con
ceptual models support the categories and elements specified in 
a COM approach applied to addictions: D'Aunn024 and others' 
integrative linkages of health services, and Andersen' S25 behav
ioral model of health services utilization. 0'Ammo and others 
have proposed that stronger linkages between care systems and 
clinicians (eg, case management [CM]), "co located" services, 
more formal referral arrangements) can increase the likelihood 
of addictions treatment entry and completion.> Specialty sub
stance dependence treatment reduces the risk for relapse. Med
ical and psychosocial services can help to prevent relapse and 
can help decrease barriers to substance dependence treatment, 
but patients face substantial systemic and personal barriers to 
receiving these services, as well as in accessing addiction spe
cialty treatment (eg, insurance problems, personal disorganiza
tion, care systems focused on patients with one problem, privacy 
issues, bureaucracy, motivationj.w Integrative linkages can align 
these services. Stronger linkage mechanisms increase the prob

ability that patients will obtain needed services. The strongest 
linkage mechanism is on-site service delivery. To go beyond this 
structural solution. we conceptualize integrated, professionally 
delivered case management as a key component of CDM and as 
a health system-enabling resource as described in Andersen's 
model." This resource helps the patient to increase recognition 
of needs (eg, substance dependence treatment, attention to med
ical and psychosocial needs) and to improve the use of health 
services ("effective access") that improve health status, Fried
mann et a],27.28 reported that drug use decreased among addic
tion treatment patients who had comprehensive services 
matched with identified needs. TI1US, effective matching of 
service to need, one goal of COM, can be a useful addiction 
treatment practice. In addition to these common elements that 
address systems issues and health and social problems, CDM 
tailored for addiction would include individual addiction-spe
cific interventions. These elements arc chosen based on their 
proven efficacy, their appropriateness for patients who have not 
entered treatment, their compatibility with health care organiza
tion theories, and primary care setting constraints. These addic
tion treatment components are each supported by their own 
theoretical frameworks: motivational interviewing by theories of . 
behavior change29•30; case management by therapeutic alliance 
and enhancing receipt of needed services3J,32; medication by 
theories of neuronal receptor involvement in alcohol and drug 
dependencev->; complete health (medical, psychologic, social) 
and needs assessment, feedback, and advice delivered by an 
empathic clinician by the biopsychosocial model of addictions 
requiring pharmacotherapy, psychosocial support and services>: 
management of detoxification to avoid substance use to relieve 
withdrawal symptoms''<P; and relapse prevention in primary 
eare.38•39 Based on recent outcomes research, CDM for sub
stance dependence could base recommendations for self-help 
involvement on an egalitarian model (offer to all regardless of 
individual need factors) and a need-based model for additional 
services." 

Finally, researchers have made a case for extended recov
ery monitoring interventions for alcohol and drug disorders." In 
a randomized trial of patients with alcohol or cocaine depen
dence,3 months of weekly telephone monitoring was added to 
group counseling sessions started after completion of intensive 
outpatient treatment. Total abstinence was more common 2 
years later in the telephone monitoring group." Similarly, other 
researchers have noted benefits from "recovery management 
check-ups.':" 
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APPLICATION OF COM TO ADDICTIONS 
Wagner and colleagues proposed the chronic care 

model and the elements of effective chronic disease manage
ment (Table 1).4-6,43,44 How should these elements work if 
applied to addiction care? As shown in Figure 1:. in CDM, 
clinicians are expert, identify problems (disease of interest as 
well as medical social emotional), share information with 
patients and tea~h problem solving skills. Patients identify 
problems, set goals, and change behavior based on internal 
motivation. Multidisciplinary teams, including a nurse care 
manager, social worker and clinicians with expertise. in .the 
disease of interest, and expertise in common cornorbidities, 
can spend time with the patient, coordinate with primary care 
physicians (PCPs), address necessary releases of information, 
and facilitate specialist referrals, provide access to commu
nity resources, implement evidence-based protocols, encour
age self-management, and be proactive about follow-up. 
Information can be shared across team members, pnmary 
care clinicians, and specialists by using electronic records 
creating virtual colocation of care even when clinicians arc in 
separate physical locations. This same information, when 
aggregated in a registry, can support the attention of the team 
10 individual patients who have not received needed care and 
to clinical outcomes. In sum, an informed, motivated patient 
and a prepared, proactive team and delivery system lead to 
optimal chronic disease care and improved outcomes. 

How could CDM elements be implemented in primary 
care for addiction? Figure 2 categorizes the specific elements 
of a proposed CDM intervention for substance (alcohol or 
drug) dependence into 3 areas: systems; medical, psychiatric 
and social problems; and addiction specific components and 
related outcomes. The systems changes follow directly from 
the elements in Table I. 

This approach is needed in part because of the current 
fragmentation of the treatment system, a system that only 
infrequently incorporates efficacious treatment elements. Al
though addiction treatment services often exist, and may be 
available in the sense that services are covered by insurance 
or grant funded, many barriers still prevent most patients 
from accessing these services. In fact, specialty services are 
not truly accessible at the time or in the settings in which 
patients are present. Chronic disease management, involving 
strong linkages within and between systems of care, inte
grated case management, and known effective addictions 
treatment components delivered under one roof, is hypothe
sized to increase the likelihood that patients will access and 
receive effective treatment for substance dependence prob
lems, re-engage in care when they drop out, improve utiliza
tion of medical and other health services, and be less likely to 
suffer consequences of alcohol and drug use. These hypoth

eses are based on a careful review of the literature that we 
present in the section that f~lIows regarding t.be chronic 
nature of addiction, fragmentation of care, suboptimal access 
to effective addiction care, and evidence for the individual 
components of the proposed CDM model. 

ADDICTION: A CHRONIC DISEASE WITH
 
PSYCHIATRIC AND MEDICAL COMORBIOITY
 

Whereas current care utilization is episodic (ie, detox
ification only), the course of substance dependence often is 
chronic, particularly in people who seek and receive treat
ment. In a population-based sample, not a treatment sample, 
the mean duration of an episode of alcohol dependence was 
3.7 years, and 28% of people had more than I episode 
(average, 5 episodes)." As with chronic medical illnesses, 
addiction is associated with chronic physiologic changes, a 
relapsing course, no "cure," variable adherence to care, and 
the need for ongoing care. 46 ,47 In addition to social, legal and 
family consequences, medical, and psychiatric disorders (eg, 
depression) arc common (ie, 30-50%) and can be triggers for 
relapse. 38,48 - 54 When patients seek care for substance depen
dence, they are more likely than others to have mynad 
conditions: injury/overdose, anxiety, depression, psychosis, 
low back pain, headache, arthritis, asthma, acid-related peptic 
disorders, chronic obstructive pulmonary disease, hepatitis C, 
hypertension, alcoholic gastritis, diseases ofthe pancreas, and 
cirrhosis.v-" Because addiction can decrease medication ad
herence and other self-care, the care of these other medical 
and psychiatric conditions becomes more complex." 

FRAGMENTED ADDICTION TREATMENT 
Elements of the proposed model of CDM provide 

strategies to reduce entry barriers to effective addiction treat
ment and to promote continuous patient engagement in some 
level of care. The current treatment system is fragmented among 
acute medical and specialty alcohol and drug services with little 
coordination. 58 .- 6o Furthermore, few patients in recovery report 
having ever had formal treatmenr" and only 18% of adults with 
addiction report seeking mental health or addictions treatment 
annually." Detoxification is a possible entry point to the treat
ment system but the missing linkage from detoxification, not a 
treatment itself, to treatment is recognized at the national level.62 

Privacy protection may interfere with coordinating linkage be
tween treatment systems. However, the period after detoxifica
tion is a time of crisis during which mortality is substantial.s" 
Barriers to treatment entry and continuous care include patient, 
treatment program, and systems factors. True accessibility'" or 
"effective access?" is frequently missing, and only half of 
individuals entering treatment complete care episodes even 

Addiction 
patient with 
barriers to 
treatment 

COM·INTEGRATION, 
LONGITUDINAL CARE 

Addiction specific, medical, r-. 
psychiatric, & social services 

offered, facilitated. 
coordinated 

Treatment 
engagement -+ 

and 
adherence 

Improved 
addiction
related and 

overall health 

FIGURE 1. How chronic disease management (CDM) can improve health for people with addiction. 
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FIGURE 2. How chronic disease management (CDM) components address specific problems to lead to improved health. 

though current programs are generally short-term.« Low rates 
occur despite the fact that financial barriers may be low, addic
tion treatment often is available without health insurance," and 
persons with addictions generally live close to treatment pro
grams, an average of 3.2 miles, although this availability is not 
consistent." The treatment system may not be offering what the 
patient wants or can use. Patient factors include motivation, 
employment issues, attitudes, and bcliefs,68-71 and other cornor
bid medical and psychiatric problems can interfere with access 
to care. For example, a treatment program may preclude patients 
from concomitant use of psychiatric medication. These barriers 
can make "usual care," effectively no care, or, at best, subopti
mal care for alcohol and drug dependence, Elements of CDM 
have the potential to address many of these barriers (Table I; 
Figs. I and 2). 

UNDERUTIUZED EFFICACIOUS TREATMENTS 
Case management, pharmacotherapy (eg, naltrexone and 

buprenorphine), brief interventions, social skills training, com
munity reinforcement approaches, behavior contracting, motiva
tional interviewing, motivational incentives, and marital therapy 
are effective treatment elements that are currently underutilized 

for which use could be increased by CDM52,n 80 Pharmaco
logical treatments are underused in the addiction system, which 
emerged outside of medical care settings, The orientation of the 
system is toward short-term interventions." Treatment philoso
phy, particularly 12-step orientation, may lU11 counter to any 
psychotropic drug use.82,83 Health professionals have varied 
medical skills and qualifications (eg, ability to prescribe or 
administer medication'"), and many lack both familiarity with 
addiction medications and ancillary support for its manage
ment." Nevertheless, new interventions for addiction treatment 
particularly well suited to medical settings include "medical 
management" as tested in the COMBINE study86 and used in the 
BRENDA (Biopsychosocial evaluation, Report, Empathy, 
Needs, Direct advice, Assessment) approach. BRENDA has 
primarily been used to support pharmacotherapy of alcoholism. 
Although not yet tested in a randomized trial nor used for 
patients with drug dependence, controlled studies have found 
use of BRENDA to be associated with improved medication 
adherence, retention in treatment, and improved clinical out
comes.35,87.88 Preliminary data from primary care studies suggest 
that training to use such guidelines leads to clinician-based 
discussions about relapse risk.38.89 
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INSUFFICIENT LINKAGE OF ADDICTION
 
TREATMENT AND PRIMARY MEDICAL CARE
 

Options for linkage of addiction and primary medical care 
treatment have primarily included distributive approaches, in 
which patients in one system are referred to another resulting in 
tenuous links.>" Few patients with addictions access medical 
care and informal referrals from addictions treatment do not 
increase access,24.90 Conversely, patients in medical settings are 
often not identified or referred to addiction treatment.P'<" In 
1991, a Federal conference concluded that better linkage should 
be pursued by coJocating services and improving the effective
ness of referrals.P" This conclusion remains relevant today. 

A parallel problem exists for primary care providers 
accessing mental health services, an element of care also in 
short supply and often comorbid with substance depen
dence92.95 Primary care physicians have been challenged to 
play a larger role in addressing patients' mental health 
needs%-JOO Some clinical models use a mental health team in 
the primary care clinic to rapidly evaluate and stabilize 
patients, and educate the primary care clinical staff.99.100 In 
these integrated approaches receipt of mental health services 
increase, referrals decrease, patients benefit by continuing to 
be treated by their primary care physicians, and physicians 
benefit from additional support and training from mental 
health professionals. A quality improvement initiative for de
pression care management in primary care practices enhanced 
effectiveness and outcomes, leading an editorialist to conclude 
that "Evidence that depression outcomes can be improved 
through systematic changes in delivery of care is now compel
Iillg."101.J02 In another model, a Veterans Affairs mental health 
clinic'" successfully integrated medical care emphasizing pre
ventive measures, patient education, and close collaboration 
with mental health providers and patients bad significant im
provements in quality and outcomes of medical care. Mechanic'P' 
notes that although few systems successfully integrate care at the 
clinical level, simply having a clinician meet a community 
provider to whom patients with schizophrenia would be linked 
improved continuity of care and symptom improvement.J'" 
These mental health studies demonstrate the importance of 
discrete systemic innovations to improve access and clinical and 
utilization outcomes. Thus, although interorganizational integra
tion anclcoordination of care has been difficult to achieve, when 
achieved, outcomes are improved. 106-108 

lntraorganizational interventions, such as CDM, have 
been proven feasible and effective and form the basis of the 
proposed model of CDM for addictions. Chronic disease 
management improves patient adherence to treatments and 
disease control compared with usual care and relies on patient 
education and reminders, and clinician education and feed
backW9-111 Compared with usual care, CDM interventions 
focus on a disease but attend to comorbidity. A major strength 
and promise of such interventions is improvement in the disease 
of focus as well as comorbidities.l01-I03.112-115 

Although no trials of CDM for addiction appear in the 
literature, systematic reviews have identified numerous con
trolled studies of CDM for psychiatric illnesses and inform 
tile choice of effective elements for addictions. For example, 
a large randomized trial of a depression CDM intervention 

(c) 2008 American Society a/Addiction Medicine 

found that CDM patients were more likely to receive depres
sion treatments and have a significant reduction in depressive 
symptoms and functional impairment'!" and improved arthri
tis pain and functional outcomes. I I? In this CDM interven
tion, patients received a 20-minute educational video and 
booklet about depression, a visit with a trained depression 
nurse or psychologist care manager in primary care, under
went medical and psychosocial assessment, and were asked 
about their treatment preferences. The team suggested anti
depressant medication (80% had I trial of medication) or 
brief psychotherapy adapted for the primary carc setting 
delivered by the case manager (30% received this counsel
ing). Thus, thc team offered services tailored to patients' 
needs and preferences rather than attempting to provide a 
specific treatment to all subjects regardless of preference or 
need. Patients were contacted by telephone (mean, 6 times) or 
visited the clinic every other week (mean, 9 visits). When 
symptoms persisted, the team, including a specialist (psychi
atrist), intervened. The depression CDM intervention in
cluded focus on a medical condition if the patient wished. 

Rost et al. 1 18 randomized 211 adults with major depres
sion to usual primary medical care or to a CDM intervention 
group. An "initial intervention" was a visit with a trained 
office nurse to assess depressive symptoms, provide educa
tion about treatment options, address readiness to engage in 
treatment, and arrange follow-up. In the "continuing inter
vention," nurse care managers phoned patients to encourage 
adherence and to advise them to raise problems with their 
physicians. The content was tailored to whether the patient 
was symptomatic. Nurse care managers provided physicians 
with reports of patients' symptoms and treatments, and a 
psychiatrist provided treatment guidelines. Chronic disease 
management increased remission of depression and improved 
emotional and physical functioning. 

Simon et al. I19 compared CDM with usual medical care 
for depression. Chronic disease management included tele
phone assessments of depressive symptoms and treatments, 
calls to those who discontinued treatments, assistance with 
appointments, reports to primary care physicians on patient 
progress with depression treatment recommendations, and 
suggestions to contact patients to schedule follow-up visits as 
needed. A psychiatrist supervised the CDM team. Chronic 
disease management improved prescription of appropriate 
doses of medication and decreased depressive symptoms and 
the incidence of major depression compared with usual care. 

Hedrick et al. 120 tested CDM for depression compared 
with usual primary care, in which psychiatrists were available 
for referrals in primary care. Care was by a multidisciplinary 
team in primary care consisting of a psychologist, psychia
trist, social workers, and a psychology technician. The team 
implemented evidence-based care (antidepressants and 6 ses
sions of cognitive behavioral therapy), communicated with 
primary care physicians, took patient preferences into ac
count, proactively monitored patient symptoms and treatmenl 
barriers, and provided patient education, Chronic disease 
management increased the proportion of patients receiving 
effective therapies for depression and was associated with 
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improved depressive symptoms and mental health-related 
quality of life. 
., Becau~e substance dependence is associated with sig

nificant medical Illness and cost consequences, the evidence 
regarding CDM for medical illnesses also is relevant, Chronic 
disease management for heart failure, diabetes, arthritis and 
asthn~a, in :andomized, controlled studies'>' 126 and in sys
tematic reviews of more than 100 trials 43,44.127 leads to clin
ical and functional improvement, decreased hospitalizations, 
treatment adherence, and patient satisfaction. Health systems 
adopting these programs report improved outccmes.v' Of 
~ote, Whellan et al.' s126 intervention, in addition to address
~ng the target chronic disease of heart failure directly, also 
included "other strategies targeted at optimizing the control 
of concomitant illnesses that may worsen" heart failure. A 
lesson for addictions care might be to include care for common 
comorbid medical and psychiatric illnesses in substance depen
dcnce COM. 

Evidence for effectiveness of COM for psychiatric and 
medical illnesses is strong. Because addiction has similarities 
with these chronic illnesses, CDM has potential for improv
ing addiction outcomes. 

ELEMENTS OF COM FOR ADDICTION PROVEN 
EFFECTIVE 

A Medline search from 1966 through late 2007 for 
"disease management" and "alcoholism" or "drug depen
dence" yielded few results, none of which included controlled 
trial evidence for the effectiveness of CDM for addiction. 
Given the lack of relevant published studies, we reviewed the 
evidence for 2 key components, which when combined would 
reflect on the potential benefit of COM when studied in 
patients with addiction: a) integrated case management de
livered by professionals, and b) integrative linkage of medi
cal, psychosocial, and alcohol and drug dependence care. 

Case management coordinates and links patients with 
appropriate services to address specific needs across systems 
of care,32,I28,129 and in this model is delivered by a skilled 
nurse or social worker. Case management includes patient as
sessment, care planning and coordination, linkage to services, 
outcome monitoring, and advocacy for patients, in a single point 
of contact, for addiction, medical, and other services (eg, family 
services, self-help groups, insurance, food, housing, transporta
tion, and employment). In alcohol and drug treatment practice, 
the eM definition is quite varied,32,130,131 may be delivered by 
paraprofessionals or peers, and not all models are effective. 
When CM and addiction treatment are delivered by one clini
cian, the approach is more effective than case management 
alone,32 One key ingredient is therapeutic alliance.t'" This alli
ance impacts homelessness," treatment participation, drink
ing,133 and drug treatment retention and outcome,134.135 partic
ularly for those with more severe psychiatric problems. U6 

Case management can increase linkage from substance 
abuse treatment to primary medical care.w Case management 
also can decrease relapse and increase retention in addictions 
treatment. I 37 McLellan et a!. compared outpatient group 
counseling twice per week with counseling and case manage
ment in a quasi-experimental study in patients admitted to 

a~diction treatment,15·20 Case management was associated 
WIth greate; re~eipt o~ alcohol, m~dical, psychiatric, employ
ment, and family services, and With less alcohol intoxication 
(and. lower severity), and fewer days of psychiatric and 
~ned1CaJ problems." In a similar study,'? Case management 
~mproved alcohol use, medical, employment, legal, and fam
ily status. Stout et a1. 130 compared case monitoring aftercare 
delivered by skilled clinicians (case management plus reas
sessment and ongoing advice) for patients with alcohol abuse 
or dependence discharged from day hospital to standard 
referrals to outpatient follow-up. Case monitors met with 
subjects for 30 minutes and then by telephone monthly or less 
for 2 years. The interactions included constant reassessment, 
were supportive and nonjudgmental, and addressed substance 
usc and other major life problems by referral. Recommenda
tions depended on patient needs. Preliminary results were a 
?O% decrease in heavy drinking and fewer emergency visits 
In the CM group.41,iJ8 Dennis et al.42 found that quarterly 
case management delivered by phone for patients in early 
recovery led to more appropriate treatment utilization. 

A second element involves organizational restructur
ing: integration and "colocation " of services to achieve 
integration and continuity of care.139.142 Studies of colocation 
have found that patients with addictions who receive both 
regular addiction and medical care were less likely to be 
hospitalized than those who received one or neither ser
vice,143 and on-site medical service provision, transportation, 
and CM increased receipt of medical services.144-lso Fried
mann et a1. 151 found that provision of primary medical care 
by off-site referral or on-site at drug treatment programs, 
compared with no such mechanism, reduced emergency, and 
hospital utilization. 

Furthermore, on-site primary care at addiction pro
grams has been associated with reduced addiction severity. 152 
In a randomized trial, patients receiving on-site medical, 
psychiatric, employment, and family services had less opiate 
use, and improved medical, employment, legal and psychiat
ric outcomes." Women with psychiatric problems were more 
likely to complete outpatient addictions care when offered 
psychiatric care. iS3 In a trial that randomized veterans with
out primary care who were entering substance abuse treat
ment with a chronic medical condition to receive primary 
medical care either on-site or off-site, on-site care increased 
access to primary care and addiction treatment retention.'> 

On-site alcohol and drug treatment in primary care also 
can improve alcohol and drug use outcomes and be safe and 
effective, 155159 In clinical trials, naltrexone for alcoholism was 
efficacious when given with primary care management 160 Sim
ilar findings of success of acamprosate in primary care have 
been reported.161 Furthermore, one study reported that 78% of 
patients receiving office-based buprenorphine for opiate depen
dence remained in care compared with 52% of patients in a 
traditional drug treatment center. ISS 

In a unique model, Weisner et a1. 162 randomized 592 
adults to usual, separate primary care, or integrated primary 
care at an addictions treatment program by 3 primary care 
physicians with specialty addictions training, a medical as
sistant, and 2 nurses. There were no overall differences in 
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abstinence, but in a subgroup of patients with substance 
abuse-related medical conditions (57%), on-site care was 
associated with increased abstinence at 6 months. In a ran
domized trial in a special alcohol clinic for veterans.v- the 
integrated care group was more likely to be abstinent than a 
usual care group (74% versus 49% 30-day abstinencej.!« 
The study intervention was focused on alcoholism but in
cluded substantial attention to comorbidity. The intervention 
was an initial thorough inpatient evaluation by a multidisci
plinary team who developed a care plan to reduce alcohol 
severi ty and remission of related medical conditions. The 
plan included monthly primary care visits to review drinking 
and medical problems at a frequency indicated by clinical 
status and feedback of blood test results to encourage absti
ncnce. Mental health and social services and more intensive 
alcohol treatment were provided on-site when necessary, 
Patients were contacted when they missed appointments, In a 
recent prospective study,IM patients with alcohol dependence 
were referred to Alcoholics Anonymous; when most refused 
to attend, the study provided monthly extensive visits with a 
medical nurse who was available for telephone consults, and 
brief visits with a gastroenterologist. Drinking decreased 
from 16 to 2.5 drinks per day. 

Andersen et al. 166 studied 45 adults cared for by a nurse 
care manager who addressed both their HIV and substance 
abuse, accompanying patients to physician visits and facili
tatmg integration of medical and substance abuse treatment 
recommendations. Addiction severity and health-related 
quality of life improved significantly in this sample during 6 
months. Bartels et al. J 67 studied 2022 elderly patients with a 
mental health disorder and/or at-risk drinking, randomizing 
them to integration and colocation of mental health and 
substance abuse services in primary care, or to facilitated 
referral, including scheduling and payment, and transporta
tion, to specialty mental health, or substance abuse clinics. 
The integrated model was associated with greater attendance 
at mental health and substance abuse treatment. This body of 
research, both randomized controlled trials and cohort stud
ies, supports the concept that integration of addiction, mental 
health, and medical services yields improvements in adher
ence to care, severity of substance use, and appropriate 
utilization of services. 

CONCLUSIONS 
Substance dependence is a common and costly chronic 

illness associated with medical and psychiatric comorbidity. 
Treatment can be efficacious when it is actually received by 
patients. But the current system of care is fragmented, not 
coordinated, and docs not always include proven efficacious 
treatments. Patient motivation and coexisting health and so
cial problems are barriers to receipt of effective treatment. 
Integrated and coordinated care, which simultaneously ad
dresses patient motivation and needs across health domains, 
provides efficacious addiction treatments and facilitates ef
fective access to other treatment. This integrated care may 
increase the likelihood that care is received and that addic
tion-related and other clinical outcomes improve. The World 
Health Organization called the management of chronic con

ditions "one of the greatest challenges facing health care 
systems throughout the world" and recommended building 
integrated health care as an essential part of the solution. 168 

Chronic disease management is a relatively new model to 
care for chronic psychiatric and medical illnesses and has not 
been fully applied or disseminated for alcohol or drug depen
dence. In fact, the leading and latest literature on the topic, 
prompted by calls from the Institute of Medicine, is silent 
regarding addicticns.w? More recently, the Institute of Med
icine has again, and more specifically, called for improve
ments in the quality of care for substance use conditions. 170 

Chronic disease management is one way to advance this 
agenda. 

Chronic disease management shows promise as an 
effective strategy for managing substance dependence. It is 
critical to test the effectiveness of CDM integrated in a 
primary care setting for substance dependent patients, be
cause this approach can take advantage of the fact that many 
patients with addictions attend primary care yet do not re
ceive specialty care for their addictions. The current frag
mented health service delivery models are limited in many 
ways for patients with the chronic illness of substance de
pendence. While we await studies of the effectiveness of 
CDM in primary care, elements of COM could be imple
mented now. 

In 1996, we judged from a review of the literature that 
linking people with addictions with primary medical care>? 
held promise, and later we detailed the potential benefits.v In 
a randomized trial, we demonstrated that multidisciplinary 
assessment and referral increased linkage of people with 
addictions to primary medical care but found that simple 
linkage was not enough to improve health.!"! Based on 
review of the latest literature, the evidence suggests that 
services delivery models that include case management and 
integrated care and arc modeled on chronic disease (care) 
management hold promise for improving the care received by 
people with substance dependence. 
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BACKGROUND: Some primary care physicians do not
conduct alcohol screening because they assume their
patients do not want to discuss alcohol use.

OBJECTIVES: To assess whether (1) alcohol counseling
can improve patient-perceived quality of primary care,
and (2) higher quality of primary care is associated with
subsequent decreased alcohol consumption.

DESIGN: A prospective cohort study.

SUBJECTS: Two hundred eighty-eight patients in an
academic primary care practice who had unhealthy
alcohol use.

MEASUREMENTS: The primary outcome was quality of
care received [measured with the communication,
whole-person knowledge, and trust scales of the Primary
Care Assessment Survey (PCAS)]. The secondary out-
come was drinking risky amounts in the past 30 days
(measured with the Timeline Followback method).

RESULTS: Alcohol counseling was significantly associ-
ated with higher quality of primary care in the areas of
communication (adjusted mean PCAS scale scores: 85
vs. 76) and whole-person knowledge (67 vs. 59). The
quality of primary care was not associated with drink-
ing risky amounts 6 months later.

CONCLUSIONS: Although quality of primary care may
not necessarily affect drinking, brief counseling for
unhealthy alcohol use may enhance the quality of
primary care.

KEY WORDS: alcohol; counseling; brief intervention; quality of primary

care.
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BACKGROUND

Practice guidelines recommend that clinicians screen and offer
brief intervention for unhealthy alcohol use (the spectrum from
drinking at-risk amounts through dependence) in adults1,2.
Despite these guidelines and available efficacious strategies,
unhealthy alcohol use among primary care patients is often
unrecognized3,4 and treated ineffectively5,6.

Many barriers to addressing unhealthy alcohol use exist,
including the assumption held by some physicians that
patients do not want to discuss drinking. Physicians who are
concerned about alienating their patients or believe their
patients lack interest in discussing alcohol use will either avoid
raising the subject or may not address it adequately7,8. These
doctors may also worry that alcohol counseling will diminish
patient-perceived quality of care9.

Most patients, however, are not bothered by alcohol discus-
sions and may welcome them10,11. They often find the dis-
cussions useful3 and are more likely to be satisfied with their
care than are patients who do not have such discussions12.

Still, whether alcohol counseling is associated with higher
quality of care remains unknown. Therefore, we conducted
this study of patients with unhealthy alcohol use to determine
whether alcohol counseling during a primary care visit influ-
ences patient-perceived quality of primary care. Further, we
studied whether quality of care is associated with drinking of
risky amounts.

METHODS

Subjects

Subjects were patients in an urban, academic primary care
practice who had participated in a randomized trial testing the
effects of providing physicians with patients’ alcohol screening
results5. In that cluster randomized trial, physicians were
randomly assigned to receive or not receive the results of
alcohol screening that was done in the waiting room prior to
the physician visit. Patients had unhealthy alcohol use and
presented for a visit with the physician and were identified in
the waiting room by screening. The intervention consisted of a
sheet of paper summarizing the results of the CAGE test,
recent drinking amounts, and readiness to change. Eligible
subjects spoke English or Spanish, drank in the past month,
and had either a ≥1 on the CAGE alcohol screening test13 or
drank risky amounts (past 30 days; Table 1)14.

Results of this study were presented at the following meetings: the
annual national meeting of the Society of General Internal Medicine,
Chicago, May 2004 and the annual national meeting of the Research
Society on Alcoholism, Vancouver, Canada, June 2004. This study was
funded by a grant from the Robert Wood Johnson Foundation (grant
031489). Dr. Samet received support from the National Institute on
Alcohol Abuse and Alcoholism (K24-AA015674).
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Enrolled subjects provided written informed consent and
were compensated. The Institutional Review Board at Boston
Medical Center approved this study.

Measurements

Research associates (RAs) screened patients waiting to see one
of 40 primary care physicians, for eligibility through a self-
administered questionnaire (there was no other basis for
selection). RAs then interviewed enrolled subjects immediately
before and immediately after the physician visits.

During the interview before the visit, RAs assessed readi-
ness to change (visual analogue scale from 0 to 10)15 and
medical comorbidity16. Immediately after the visit, RAs asked
patients whether they had received alcohol counseling (a
referral and/or advice on safe drinking limits, decreasing
intake, or abstaining) during the visit and about quality of
care based on three (of 11) scales from the Primary Care
Assessment Survey (PCAS)17, a validated tool that measures
the fundamental characteristics of primary care defined by the
Institute of Medicine18. The scales, ranging from 0 to 100
with 100 indicating the highest level of performance, included
communication (e.g., attention to what patients say); whole-
person knowledge (e.g., physician’s knowledge of a patient’s
health concerns, values, and beliefs); and trust (e.g., phy-
sicians’ integrity). Lastly, RAs evaluated subjects’ alcohol
consumption (past 30 days, Timeline Followback method)19

and current alcohol problems [Short Inventory of Problems
(SIP 2R)]20. Six months later, RAs interviewed subjects by
telephone.

Outcomes

The primary outcome was patient-perceived primary care
quality, measured with the three PCAS scales17 immediately
after physician visits. The secondary outcome was drinking
risky amounts at the 6-month follow-up.

Statistical Analyses

We performed all analyses using SAS software, version 8.1.
(SAS Institute, Cary, North Carolina). We used the chi-square
test and t test, as appropriate, for bivariate comparisons.
Reported P values are two-tailed; a P value of <0.05 was
considered statistically significant.

We used linear mixed effects models to test the association
between alcohol counseling and the three PCAS scales and
generalized estimating equations (GEE) logistic regression mod-
els to test the associations between the PCAS scales and
drinking. These correlated data models were used to adjust for
clustering of patients by physician (exchangeable working corre-
lations 0.03 to 0.08 for PCAS scales). The mixed model used an
exchangeable working covariance structure and the GEE model
used an independence working correlation structure.

RESULTS

Of eligible patients, 55% enrolled (Fig. 1). Enrolled and eligible
but not enrolled subjects were similar on age, sex, race, and
CAGE questionnaire responses; however, enrolled subjects

Table 1. Characteristics at Enrollment: 288 Subjects with Unhealthy Alcohol Use

Counseleda

about drinking
n=132

Not counseled
about drinking
n=156

P value

Male, no. (%) 87 (66) 90 (58) 0.15
Age, mean (SD) 45 (13) 41 (13) 0.009
Race/ethnicity 0.74
African American, no. (%) 80 (61) 85 (54)
White, no. (%) 22 (17) 32 (21)
Latino, no. (%) 20 (15) 25 (16)
High school education, no. (%) 64 (48) 115 (74) <0.001
Medical comorbidity,b ever, no. (%) 91 (69) 107 (69) 0.95
Drinks per drinking day,c past 30 days, mean (SD) 7 (5) 5 (4) 0.002
Alcohol problems,d current, mean score (SD) 11 (11) 5 (9) <0.001
Drank risky amounts,e past 30 days, no. (%) 108 (82) 113 (72) 0.06
Readiness to change,f mean (SD) 5.8 (3.0) 4.9 (3.3) 0.02
Met physician previously, no. (%) 96 (73) 109 (70) 0.59
Wanted the physician they were seeing to provide general information
about alcohol use, no. (%)

78 (59) 76 (49) 0.08

Wanted the physician they were seeing to give advice about their
drinking habits,g no. (%)

83 (63) 82 (53) 0.09

Had a physician who was randomized to the intervention group in the
randomized controlled trial, no. (%)

72 (55) 80 (51) 0.58

Had a physician who was faculty, no. (%) 106 (80) 116 (74) 0.23

aBased on patient self-report
bDetermined with the method of Katz et al 16

cDetermined by the Timeline Followback method, which assesses the type and number of standard drinks consumed on each of the previous 30 days 19

dShort Inventory of Problems (SIP 2R) total score 20

e>14 standard drinks per week or >4 drinks per occasion for men; >7 drinks per week or >3 drinks per occasion for women and people ≥66 years 14

fBased on a visual analogue scale ranging from 0 to 10 15; n=114 for counseled, 149 for not counseled
gn=155 for not counseled
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had significantly greater alcohol consumption (drinks/drink-
ing day, 4.5 vs. 3.4) and readiness to change their drinking
(mean score, 5.5 vs. 4.9).

Of the enrolled sample, 301 (96%) answered questions
about alcohol counseling during their primary care visit; 288
(96%) of these completed the PCAS and compose our sample.
At 6 months, 223 of the 288 (77%) were assessed. Compared to
those lost to follow-up, interviewed subjects were significantly
more likely to have a high school education (68% vs. 41%) and
to have met their doctor before (74% vs. 60%).

Mean (SD) PCAS scores were communication 81 (SD 16),
comprehensiveness 66 (SD 21), and trust 80 (SD 12). Almost
half of the sample [132 (46%)] reported receiving alcohol

counseling during their primary care visit. Counseled subjects
were significantly more likely than subjects who had not been
counseled to be older, have no high school education, and have
a higher mean number of drinks/drinking day, alcohol
problem score, and readiness to change (Table 1).

In unadjusted analyses, counseled subjects reported higher
quality of primary care in the areas of communication, whole-
person knowledge, and trust, though the latter was not
statistically significant (Table 2). These findings persisted in
multivariable analyses.

At 6 months, 121 of 223 subjects (54%) were drinking risky
amounts. Quality of primary care did not significantly affect
the odds of drinking risky amounts [adjusted odds ratios, 1.0

Table 2. Alcohol Counseling and Quality of Primary Care

Primary care quality domain Unadjusted mean scoresa (95% CI) Adjusted mean scoresb (95% CI)

Counseled n=132 Not counseled n=156 P value Counseled n=132 Not counseled n=156 P value

Communication 85 (83–87) 78 (75–80) <0.001 85 (81–88) 76 (73–79) <0.001
Whole-person knowledge 70 (67–74) 62 (59–65) 0.001 67 (62–71) 59 (55–63) 0.005
Trust 81 (79–83) 79 (77–80) 0.08 79 (77–82) 77 (74–79) 0.06

aUnadjusted analyses account for clustering of patients by physician.
bAdjusted for sex, race, education, comorbidity, randomization, level of physician training, having met the physician previously, mean drinks per drinking
day, alcohol problem score, and clustering of patients by physician

4,143 patients approached 

182 did not complete screener

Received Alcohol Counseling 

N=132 

Did Not Receive Alcohol Counseling 

N=156 

565 eligible (14% of approached patients) 

312 enrolled (55% of eligible patients; 21 interviewed in Spanish) 

253 did not enroll: 235 declined participation; 18 

provided informed consent but had no time before 

MD visit  

6-Month Interview 

N=100 

6-Month Interview 

N=123 

288 analyzed (92% of enrolled subjects) 

11 did not answer questions about drinking; another 

13 did not complete PCAS 

Fig. 1. Subject Enrollment and Follow-up.
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(95% CI, 0.98–1.02) for communication; 1.00 (95% CI, 0.98–
1.01) for whole-person knowledge; and 1.00 (95% CI, 0.98–
1.03) for trust].

CONCLUSION

Alcohol counseling by primary care physicians was associated
with higher patient-perceived quality of care, specifically better
communication, and whole-person knowledge. Higher quality
of care, however, was not associated with decreased drinking of
risky amounts at 6 months.

This study is novel as it assesses the relationships between
(1) alcohol counseling and quality of primary care with a
validated measure and (2) quality of primary care and drinking
outcomes. Our study supports results from previous research
indicating that patients are not bothered by, and often
appreciate, being asked during primary care visits about their
alcohol use3,10–12. The magnitude of differences in quality
we observed was similar to, though generally smaller than,
those known to impact clinical outcomes17,21. For example,
Kim et al reported that single standard deviation increases in
primary care quality were associated with a lower risk of
subsequent substance use21. While various studies have
reported a link between primary care quality and health
outcomes9,21, ours did not. High-quality primary care may be
necessary, but not sufficient, to help patients reduce their
drinking. The lack of association between quality of primary
care and decreased consumption is most likely because
specific elements of brief interventions that are essential to
change drinking (e.g., targeted advice) were not offered in this
study.

Our study has several strengths. We used a standard
measure of drinking in a sample with a range of unhealthy
alcohol use and a well-validated measure of primary care
quality that has been linked to clinical outcomes. The PCAS
and its individual subscales have high internal consistency
and reliability; each subscale has been validated17. Lastly, we
used a prospective design and assessed counseling and quality
immediately after a primary care visit.

Several limitations should be considered. First, we could not
determine whether alcohol counseling affects quality beyond
the self-report measures assessed. However, the measures we
chose are among the best ways to assess primary care quality
and are particularly relevant to alcohol counseling17. Second,
we assessed the drinking outcome at only one timepoint. This
method is similar to that used in studies supporting brief
intervention for unhealthy alcohol use2. Third, because this
was an observational study, our ability to determine causality
is limited; however, we did adjust analyses for potential
confounding factors. Fourth, the initial research assessment
may have sensitized subjects and influenced their responses to
questions about perceived quality. Fifth, most subjects had
visited their physicians and discussed alcohol previously.
Therefore, the observed associations between counseling and
quality of care may be biased towards the null; nonetheless, we
observed some effects. Sixth, intervening influences (e.g.,
participation in Alcoholics Anonymous) could have affected
drinking outcomes. Brief counseling, however, is known to
reduce consumption beyond such influences. Lastly, the
differences between the enrolled and nonenrolled patients
limited generalizability and, along with the differences in those

followed and lost to follow-up, may have biased analyses (the
latter limited to the drinking analyses). However, the direction
of bias resulting from these differences is difficult to predict.

Physicians should conduct alcohol counseling for unhealthy
alcohol use for many reasons. Alcohol counseling has proven
efficacy in outpatient settings and is recommended in practice
guidelines. Furthermore, most patients want to receive advice
about their drinking, and as indicated by this study, such a
discussion does not diminish quality of care. These findings
provide evidence that screening and intervention for unhealthy
alcohol use may improve quality of care from the patient’s
perspective.
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ABSTRACT

Aim To assess the effectiveness of a sexual risk reduction intervention in the Russian narcology hospital
setting. Design, setting and participants This was a randomized controlled trial from October 2004 to December
2005 among patients with alcohol and/or heroin dependence from two narcology hospitals in St Petersburg,
Russia. Intervention Intervention subjects received two personalized sexual behavior counseling sessions plus three
telephone booster sessions. Control subjects received usual addiction treatment, which did not include sexual behavior
counseling. All received a research assessment and condoms at baseline. Measurements Primary outcomes were
percentage of safe sex episodes (number of times condoms were used � by number of sexual episodes) and no unpro-
tected sex (100% condom use or abstinence) during the previous 3 months, assessed at 6 months. Findings Inter-
vention subjects reported higher median percentage of safe sex episodes (unadjusted median difference 12.7%;
P = 0.01; adjusted median difference 23%, P = 0.07); a significant difference was not detected for the outcome no
unprotected sex in the past 3 months [unadjusted odds ratio (OR) 1.6, 95% confidence interval (CI) 0.8–3.1; adjusted
OR 1.5, 95% CI 0.7–3.3]. Conclusions Among Russian substance-dependent individuals, sexual behavior counseling
during addiction treatment should be considered as one potential component of efforts to decrease risky sexual
behaviors in this HIV at-risk population.
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INTRODUCTION

Russia has one of the fastest-growing acquired immune
deficiency syndrome (AIDS) epidemics in the world, with
an estimated 860 000 human immunodeficiency virus
(HIV)-infected people in 2003 [1]. In St Petersburg, the
prevalence of HIV increased 100-fold (0.013–1.3%) from
1998 to 2002 [2,3]. Initially the Russian HIV epidemic
was almost exclusively among injection drug users (IDUs)
[4]; however, concern exists that HIV is expanding into

the general population via sexual transmission [1,2,5].
Among sex workers, HIV seroprevalence is estimated at
5–15% overall, but 48% in those who also inject drugs
[2].

Alcohol use, highly prevalent in Russia [6,7], may
increase high-risk sexual behaviors (e.g. multiple sex
partners, unprotected sex) among IDUs and alcohol-
dependent individuals [8–11]. Among female drug users,
increased alcohol consumption has been associated
with sexual HIV risk-taking behavior [12]. Furthermore,
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animal models suggest that alcohol consumption plays
a permissive role for HIV replication, as the resultant
higher viral loads may increase risk of transmission
[13,14].

In addition to the association between alcohol use and
high-risk sexual behavior, extensive evidence demon-
strates that users of other substances may also be
commonly involved in high-risk sex [15–19]. Use of
stimulants is associated with increased sexual risk behav-
ior such as unprotected sex, multiple partners and selling
sex in the United States and Russia [16,17,19]. Studies
with Russian IDUs have found that multiple partners,
having an IDU sex partner and unprotected sex, particu-
larly with steady sex partners, is common [18,20–22].
Selling sex for drugs, money, goods or shelter is
also reported commonly among IDUs in St Petersburg
[16,18].

Behavioral interventions to reduce risky sex are
an essential component to HIV prevention and are even
more critical in the absence of a cure or vaccine. Inter-
ventions that focus on personal risk reduction have been
shown to be effective in reducing sexual risk behaviors
and diseases in developed as well as developing countries
[23–25]. A study of meta-analyses of HIV prevention
interventions showed that programs targeting drug users
can be successful at reducing sexual risk [26]. Several
moderators were identified as contributing to interven-
tion efficacy, including separate gender sessions, didactic
lecture, self-control/coping skills and greater number of
intervention techniques used. Although sex risk behav-
iors can be different based on HIV serostatus [27,28], few
data have been reported that describe whether response
to a particular sexual risk reduction intervention depends
upon HIV status. Successful prevention interventions
among HIV-positive individuals share many of the follow-
ing characteristics: based on behavioral theory, targeted
HIV transmission behaviors, delivered by health-care
providers or counselors to individuals, time-intensive,
delivered in a familiar medical or service environment,
provided skills building or addressed other HIV-related
issues [24]. As yet, relatively few controlled trials of
behavioral interventions have demonstrated efficacy in
reducing sexual HIV risk among substance users in treat-
ment settings [29–31]. Although many of the individual
studies included in a meta-analysis on this topic had posi-
tive effect estimates, most failed to reach statistical signifi-
cance on their own [32].

Current HIV prevention efforts in Russia address
sexual risk reduction mainly in mass media promotion of
condom use and encouragement of HIV counseling and
testing [33–35]. A limited number of non-governmental
organizations disseminate information on HIV preven-
tion among IDUs [35]. Treatment of opioid dependence
with methadone or buprenorphine, proven effective at

preventing HIV among IDUs [36], is illegal in Russia
[35,37]. Regional narcology hospitals play a central role
in Russia’s efforts to address alcohol and drug depen-
dence but have not addressed HIV aggressively.

Reducing risky sexual behaviors among alcohol- and
drug-dependent individuals is an HIV intervention
strategy that has not, as yet, been pursued in Russia
[16,38]. We tested such an intervention among narcol-
ogy patients in St Petersburg, Russia.

METHODS

Study design

The Russian PREVENT (Partnership to Reduce the
Epidemic Via Engagement in Narcology Treatment)
study was a randomized controlled trial (RCT) [39] that
recruited men and women with alcohol and/or drug
dependence from two substance abuse treatment facilities
near St Petersburg, Russia [i.e. Leningrad Regional
Center for Addictions (LRCA) and the Medical Narcology
Rehabilitation Center (MNRC)]. Narcology hospitals are
a standard treatment setting for drug- and alcohol-
dependent individuals in eastern Europe. Hospitalization
is typically 3–4 weeks, in which initial addiction treat-
ment follows detoxification.

Trained physician research associates approached
patients after initial detoxification, assessed eligibility,
offered participation and conducted assessments. Eligibil-
ity criteria were the following: age 18 years and older; a
primary diagnosis of alcohol or drug dependence; no
alcohol or other abused substances for at least 48 hours;
reported unprotected anal or vaginal sex in the past 6
months; willingness to undergo HIV testing per standard
narcology hospital protocols or previous diagnosis of HIV
infection; and provision of reliable contact information
(i.e. a home telephone number, an address within 150 km
of St Petersburg and one friend or family contact).
Patients not fluent in Russian or with cognitive impair-
ment based on the research associates’ judgement were
excluded. Participants provided written informed consent
prior to enrollment in the study. The Institutional Review
Boards of Boston Medical Center and St Petersburg
Pavlov State Medical University approved this study.

Subject assessment

Baseline assessments occurred after randomization;
however, subjects and assessors were blinded to interven-
tion group at this point. Follow-up assessments occurred
3 months and 6 months after enrollment. All follow-up
assessments were conducted with patients after discharge
from the hospital. Assessment data included demograph-
ics, behavioral intentions for condom and needle use,
Center for Epidemiologic studies Depression (CES-D) Scale
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for depressive symptoms [40], history of sexually trans-
mitted diseases, HIV testing and disclosure, ICD-10 sub-
stance dependence diagnosis and the Short Form 36 (SF-
36) General Health Survey [41]. Questions about HIV sex
and drug risk behaviors came from multiple sources: the
RESPECT study [42] (e.g. ‘in the past 3 months, how
many times have you had vaginal sex with your primary
partner; how many of those times did you use a
condom?’); the Risk Assessment Battery (RAB) [43] sex
and drug use subscales (e.g. ‘in the past 6 months, how
often were you paid to have sex?’); the Timeline Follow-
back survey (TLFB) [44,45] (e.g. total number of drinks
on each day in the past 30 days, number of times
condoms used with vaginal sex on each day in the past
30 days); and the Addiction Severity Index-Lite [46]. All
instruments were translated from English to Russian for
this study (e.g. RESPECT and TLFB), unless already avail-
able in Russian (e.g. RAB). Risk behaviors were assessed
by both face-to-face interviews and to promote truth-
telling through an Audio Computer-Assisted Self Inter-
viewing (ACASI) system at baseline and 6 months. The
3-month assessment, administered via the telephone,
included RESPECT and RAB questions about HIV risk
behaviors. The 6-month assessment was identical to the
baseline and occurred at the narcology hospitals within a
5–7-month window after enrollment. All interviews were
conducted in Russian by trained personnel not involved
in interventions and who were blinded to treatment
group. Subjects were compensated the equivalent of
US$5, $5 and $30 for the baseline and 3- and 6-month
assessments, respectively, and all received 30 condoms at
baseline.

Study treatments

Subjects were assigned randomly to either the Russian
PREVENT program (intervention group) or standard
addiction treatment (control group).

Russian PREVENT program

The Russian PREVENT intervention was based on the
Brief Counseling model used in Project RESPECT, a pre-
vention program tested in US sexually transmitted disease
(STD) clinics, which demonstrated reduction in risky
sexual behaviors and STDs [42]. RESPECT involved a
two-session HIV prevention counseling intervention used
with HIV testing to increase participants’ perception of
personal risk, support participant-initiated changes and
identify small, achievable steps towards reducing per-
sonal risk. The Russian PREVENT study was modified
from Project RESPECT by the US–Russian team to meet
the needs of the Russian narcology hospital setting and
patients. Modifications included the following: (1)
enrollment of known HIV-positive as well as negative

participants (all patients were HIV tested as part of the
narcology program); (2) emphasis on basic HIV preven-
tion and transmission knowledge due to relatively low
access to such information among this St Petersburg
population; (3) inclusion of booster telephone sessions to
sustain programmatic effects by providing longer-term
support; and (4) provision of skills-building on HIV-
related risk reduction for sexual and injection drug use
behaviors for both HIV-infected and uninfected individu-
als. The modifications yielded longer PREVENT sessions
than RESPECT (30–60 versus 20 minutes). Sessions
occurred at the narcology hospitals and involved provi-
sion of HIV test results, discussion of personal risk and
risk reduction and creation of a behavioral change plan.
The first session included a personal assessment of HIV
risk, discussion of HIV risk perceptions and negotiation of
a personalized risk reduction plan. The second session
was held within 1 week of session 1 to allow sufficient
time for HIV test results to return. The interventionist
provided the HIV test results and reviewed the risk reduc-
tion plan (i.e. promotion of safer sex via condom skills,
sexual-negotiation skills building, developing positive
attitudes regarding safer sex and emphasizing the role of
alcohol). Additional content was covered as appropriate
for HIV-infected subjects (e.g. HIV disclosure) and injec-
tion drug users (e.g. clean needle use). The same inter-
ventionist delivered both intervention sessions to an
individual. Booster sessions after hospital discharge
occurred via telephone monthly for 3 months, when
interventionists checked in and updated participants’
personal long-term risk reduction goals and plans. Typi-
cally, the same interventionist delivered the in-hospital
and booster call sessions, but for a minority (approxi-
mately 5%) another interventionist conducted the
booster calls.

Control group program

Subjects randomized to the control condition received
usual addiction treatment at the narcology hospital,
including HIV testing, but no sexual behavior counseling.
Those known to be HIV-infected or who tested positive
received one 20-minute HIV post-test counseling session
with the study interventionists, even though this was not
standard care in the narcology hospitals. This counseling
for these control individuals with HIV infection included
creation of risk reduction goals and referral to an HIV
care program. All control subjects were contacted for
study checks, but not counseled, at the booster time-
points. Both control and intervention subjects received
30 condoms.

Training of interventionists

Interventionists (two psychiatrists and a psychologist
trained in HIV and addiction) were trained by US
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collaborators with HIV and substance use intervention
experience (A. R., J. H. S.); they were trained about both
general risk reduction interview techniques and the
Russia-adapted RESPECT intervention. The lead inter-
ventionist (V. E.) underwent an initial training in English
in the United States. A subsequent 3-day training in St
Petersburg with all interventionists using simultaneous
translation allowed multiple role-playing sessions to be
observed and critiqued by the behavioral psychologist
(A. R.).

Quality assurance procedures

The following efforts were conducted to ensure fidelity
of the Russian PREVENT intervention: (1) 20% of each
interventionist’s subjects were selected randomly to have
their sessions observed by another interventionist. The
observer documented whether the curriculum content
and activities were covered and how well the interven-
tionists achieved session objectives. All observed sessions
demonstrated 100% coverage of the curriculum material
and activities. In 90% of observed cases, interventionists
were described as implementing the program at an ‘excel-
lent’ level in a variety of domains (e.g. providing HIV risk
assessment and counseling, establishing rapport). (2)
Interventionists participated in monthly research team
meetings to discuss programmatic difficulties; no major
problems with fidelity were noted, although there were
difficulties in completing the booster session observa-
tions. (3) Participants completed a brief survey to assess
perceptions of the utility of the program in helping to
reduce their HIV/STD risk, the competence of the inter-
ventionist and whether they would recommend the
program to others at the hospital. All responded that they
found the program somewhat or very informative and
helpful for reducing their HIV risk and in answering ques-
tions about HIV and that they would recommend the
program to other patients at the hospital. The research
team members discussed the results of these quality
assurance assessments regularly.

Primary outcomes

The two primary outcomes of interest were (i) percentage
of safe sex episodes and (ii) no unprotected sex (yes/no)
during the past 3 months. These outcomes were assessed
at the 6-month follow-up visit by ACASI. Percentage of
safe sex episodes, a continuous variable, was defined as
the percentage of times condoms were used out of the
total number of sexual episodes (anal and vaginal inter-
course) in the past 3 months. No unprotected sex was
defined as either 100% condom use during anal and
vaginal intercourse or sexual abstinence.

Secondary outcomes

Secondary outcomes included (i) number of unsafe sex
episodes (i.e. no condom use during anal or vaginal sex;
people who did not have sex were coded as having no
unsafe sex episodes); and (ii) any condom use during the
past 3 months by ACASI at the 6-month follow-up. Sex
risk behaviors at the 3-month telephone follow-up were
also examined: percentage of safe sex episodes, no un-
protected sex and any condom use.

Randomization and blinding

Random allocation of subjects was accomplished using a
computer-generated list of random numbers using per-
muted blocks stratified according to gender and depen-
dence diagnosis. Research associates assigned subjects to
the intervention or control condition immediately after
completion of informed consent. Three strata of depen-
dence diagnosis were used: alcohol, drug or dual (alcohol
and drug). The research associate who assessed outcomes
and contacted subjects to arrange follow-up appoint-
ments remained blinded to treatment assignments
throughout follow-up.

Statistical analysis

Analyses were conducted using logistic regression and
median regression models to adjust for possible group
differences at baseline. All outcome analyses used the
intention-to-treat principle, two-sided tests and a signifi-
cance level of 0.05, with SAS/STAT software version 9.1.
The observed sample sizes at 6 months allowed us 80%
power to detect a minimum 25% difference (assuming
the observed proportion of 29% for control group) in no
unprotected sex using a two-sided c2 test with continuity
correction.

Subject enrollment and baseline characteristics

Of the 329 patients screened, 181 met inclusion criteria
and provided consent to participate. Eighty-seven sub-
jects were randomized to the control and 94 to the inter-
vention treatment group. Participants were 75% male,
median age 30 years and 15% HIV-infected. Dependence
diagnoses were 60% alcohol, 32% heroin and 8% dual.
Among alcohol-dependent and dual-diagnosis subjects
(n = 123), the median number of drinks per day reported
at baseline was 5.4 [interquartile range (IQR): 2.6–10.0].
Among heroin-dependent and dual-diagnosis subjects
(n = 73), 97% reported injection drug use in the past 6
months. At baseline, the two groups were similar in all
examined characteristics except ‘reported buying or
selling sex’ [31 (36%) control subjects versus 18 (19%)
intervention subjects, P = 0.02]. HIV seroprevalence
among the IDU subjects was 35%.
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Follow-up and receipt of intervention

Follow-up was 90% (162/181) at 3 months and 80%
(144/181) at 6 months, with no differential follow-up
between randomization groups. Subjects lost to follow-
up at the 6-month assessment were generally similar
to those who were followed, except that those lost were
more likely to be married (54% versus 28%, P = 0.003)
and have a primary sex partner (95% versus 71%,
P = 0.003). Due to loss to follow-up or subject death, 77
intervention and 67 control group subjects were included
in the 6-month analyses. Of the 94 intervention subjects,
50 received the entire intervention (two in-hospital
sessions and three monthly booster calls), while 44
received a partial intervention. Fifty-one, 21, 12 and 10
subjects received three, two, one and no booster sessions,
respectively.

RESULTS

Primary outcomes

Percentage of safe sex

Russian PREVENT intervention subjects had a higher
median percentage of safe sex episodes than control sub-
jects at the 6-month follow-up visit (unadjusted median
difference in percentage of safe sex episodes 12.7,
P = 0.01) in unadjusted analyses (Table 1). A significant
intervention effect remained even after adjusting for
baseline differences in report of sex trade (adjusted
median difference in percentage of safe sex episodes 29%,
P = 0.01). Although the percentage of safe sex episodes
reported at baseline did not differ significantly between
groups, secondary analyses controlling for this potential
confounding factor were conducted. Using this model,
the treatment effect diminished and became marginally
significant (median difference 22.8%, P = 0.07).

No unprotected sex

The intervention group had a higher odds of reporting no
unprotected sex compared to controls, although the dif-
ference was not statistically significant [unadjusted odds
ratio (OR) 1.6 for intervention versus controls, 95% con-
fidence interval (CI) 0.8–3.1; P = 0.18]. The results were
similar after adjusting for sex trade and reporting no
unprotected sex (past 3 months) at baseline (adjusted
OR = 1.5 for intervention versus controls, 95% CI 0.7–
3.3, P = 0.26). Among the 48 subjects who reported no
unprotected sex, nine of these (19%) were sexually absti-
nent (five controls, four intervention group).

Secondary outcomes

Unsafe sex episodes

At the 6-month follow-up, control subjects reported a
higher median number of unsafe sex episodes in the past
3 months compared to the intervention subjects (un-
adjusted median difference -2.5, P = 0.04). However,
the treatment effect became borderline significant after
adjusting for baseline number of unsafe sex episodes and
sex trade (adjusted median difference -3.5, P = 0.06).

Any condom use

The intervention subjects had a higher odds of reporting
any condom use during the past 3 months (unadjusted
OR 2.5 for intervention versus controls, 95% CI 1.1–5.5,
P = 0.03). The treatment effect on any condom use per-
sisted after adjusting for sex trade and any condom use
at baseline [adjusted odds ratio (AOR) = 3.7, 95% CI:
1.5–8.9, P < 0.01].

No treatment differences were detected at the
3-month follow-up. However, both the intervention and

Table 1 Sex behaviors of narcology hospital patients in the Russian Partnership to Reduce the Epidemic Via Engagement in Narcology
Treatment (PREVENT) randomized controlled trial at 6 months post-randomization (n = 144).

Sex behavior measures during
the past 3 months

Unadjusted median group
differences (95% CI) P-value

Adjusted median group
differences* (95% CI) P-value

Percentage of safe sex episodes†‡ 12.7 (0.0,36.6) 0.01 22.8 (-1.5,47.0) 0.07
Number of unsafe sex episodes† -2.5 (-7.0,0.0) 0.04 -3.5 (-7.2,0.1) 0.06

Unadjusted OR (95% CI)
proportions Adjusted OR (95% CI)*

Period of no unprotected sex†§ 1.6 (0.8,3.1) 0.18 1.5 (0.7,3.3) 0.26
Any condom use¶ 2.5 (1.1,5.5) 0.03 3.7 (1.5,8.9) 0.004

*Adjusted for baseline report of sex trade involvement and baseline value of outcome. †n = 66 control; n = 73 intervention. ‡Safe sex episode defined as
condom use during anal or vaginal intercourse (yes/no). §No unprotected sex defined as condom use for 100% of sexual episodes (anal and vaginal)
with all partners or abstinence for past 3 months (yes/no). ¶n = 67 control; n = 77 intervention. Median number of total sex episodes; control = 28;
intervention = 20. CI: confidence interval; OR: odds ratio.
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control groups had marked improvements in the percent-
age of safe sex episodes, no unprotected sex and any
condom use between baseline and the 3-month follow-
up. While the intervention group appeared to maintain or
improve their safe sex behaviors at the 6-month follow-
up, the control group appeared to worsen (Fig. 1).

In exploratory subgroup analyses stratified by depen-
dence diagnosis (alcohol versus heroin), the intervention
effect appeared stronger among alcohol-dependent sub-
jects compared to heroin-dependent subjects [median
percentage of safe sex: (alcohol: 90% versus 30%,
P < 0.01, heroin: 74% versus 59%, P = 0.49; proportion
no unprotected sex: alcohol: 48% versus 22%, P = 0.01,
heroin: 29% versus 32%, P = 0.85)]. Additional explor-
atory analyses stratified by depressive symptoms suggest
that the effect of the intervention on percentage of
safe sex and no unprotected sex was stronger among
those with less depressive symptoms (data not shown).
PREVENT was designed to focus upon sex risk behaviors
rather than substance use; alcohol and heroin depen-
dence were already being addressed by the narcology
hospital clinicians. However, in recognition of the impor-
tance of substance use in the transmission of HIV we
performed post-hoc exploratory analyses, which showed
no significant differences between groups in injection
drug use [OR = 1.2 (0.6, 2.5), P = 0.64] or risky alcohol
consumption [0.6 (0.2, 2.1), P = 0.38] at the 6-month
follow-up.

DISCUSSION

The results of the Russian PREVENT trial demonstrate
that an HIV prevention intervention targeting sexual
behaviors of alcohol and drug users is feasible in inpa-
tient substance abuse treatment settings and suggest that
it is effective in increasing any condom use. A clinically
important intervention effect was observed in the hypo-
thesized direction for the other primary outcome, a
3-month period of no unprotected sex; however, the effect
was not statistically significant.

Identification of an effective sexual risk reduction
program in Russia is particularly valuable, as hetero-
sexual transmission is the next anticipated phase of the
HIV epidemic driven heretofore by injection drug use
[47]. A limited number of HIV behavioral interventions
are documented to be effective in this region of the world;
few address sexual risk, and none address sex risk in indi-
viduals with addictions [16,48]. The Russian narcology
hospital yielded a cohort with risky sexual behavior, con-
firming the need and providing a setting for an effective
sexual risk reduction intervention addressing this high-
risk population.

The Russian PREVENT intervention was developed
based upon an existing model demonstrated to be effica-
cious in US STD clinic patients [42] and recommended
for dissemination by HIV prevention experts [49,50].
Few effectiveness studies have investigated whether an
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Figure 1 The effect of the Partnership to Reduce the EpidemicVia Engagement in NarcologyTreatment (PREVENT) intervention on median
percentage of safe sex episodes (A), percentage with periods of no unprotected sex (B), number of unsafe sex episodes (C) and percentage
with any condom use (D). *P < 0.05, unadjusted analysis
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adapted STD prevention model can produce desired out-
comes in new settings [50]. Factors such as inadequate
adherence to the originally evaluated programs or inad-
equate tailoring to the target population make these
studies difficult to conduct [50]. Contributing to the
success of our adaptation was the likelihood that the
adapted model was able to remain faithful to the core
elements of the original efficacious model while still being
culturally and contextually appropriate.

The intervention appeared to be more effective in
alcohol-dependent patients than in drug-dependent
patients. This finding is surprising, given the approxi-
mate 35% HIV prevalence among IDUs in the narcology
hospitals and previous research suggesting that knowl-
edge of positive HIV serostatus reduces unsafe sex [27].
Of the 15 control participants who received brief post-
test counseling due to their positive HIV infection status,
13 were IDUs; this exposure may have attenuated the
difference in this relatively small subgroup analysis.

Russia’s mass media campaign to encourage condom
use may be valuable. However, agencies such as the
World Health Organization and the US Centers for
Disease Control and Prevention recommend that
national HIV prevention efforts include both mass efforts
(e.g. media) and intensive interventions targeted towards
those at greatest risk for infection and transmission
[51,52]. Targeted strategies that tailor interventions to
personal HIV risk using a ‘teachable moment’ (i.e. a time
of heightened personal risk perception, such as during an
HIV or STD test) are believed to be particularly effective
[51,53]. Such ‘intensive’ prevention interventions com-
bined with HIV testing, such as the Russian PREVENT,
may be particularly advantageous in populations who
have very high HIV risk (e.g. substance-dependent
people) [54,55].

Interestingly, exploratory analyses suggested that the
intervention may be more effective at increasing the per-
centage of safe sex and no unprotected sex among those
with less depressive symptoms. Future interventions
should address the relationship of psychiatric comorbidi-
ties on HIV risk reduction.

When comparing the results of the current study with
the RESPECT study, we observed similar magnitudes of
effect for the outcome no unprotected sex; however, our
study did not find a statistically significant effect on this
outcome while the original study of 5758 subjects did. In
RESPECT, subjects in the intervention arms were more
likely to report no unprotected sex compared to the
control arm at the 6-month visit [39% enhanced coun-
seling versus 34% didactic messages; relative risk (RR)
1.14; 95% CI, 1.01–1.28; and 39% brief counseling
versus 34% didactic messages; RR, 1.12; 95% CI, 1.00–
1.25]. The lack of statistical significance in the current
study may be an issue of statistical power.

This study’s findings are consistent with US research
indicating that patients in detoxification centers are at
high risk for STDs, including HIV, and that sexual risk
reduction programs in these settings can be efficacious
[31,32,56]. A recent meta-analysis of US research dem-
onstrated that more effective HIV prevention programs
were comprised of comprehensive and fairly intensive
program ‘packages’, including community-based out-
reach, substance abuse treatment, sterile syringe access
and enhanced HIV/STD counseling and testing [32]. It
is important to explore the utility of additional HIV pre-
vention approaches for substance users that take
into account the limited resources and existing systems
available—as is the case for this study in Russia. This
study provides insights not only on potential interven-
tions for the Russian narcology hospital context; it also
contributes to the growing work on the utility of brief risk
reduction interventions for any patient in addiction treat-
ment. Research up to this point has suggested some
success, but has been inconclusive due to the small
number of efficacy and effectiveness studies [57,58].
Notably, no previous comparable work has been con-
ducted in eastern Europe.

At 3 months, there appeared to be an increase in safe
sex in the control as well as the intervention group.
Assessments conducted by telephone rather than ACASI
showed improvements in sex risk behaviors in both the
control and intervention groups (Fig. 1). This may have
been due to factors such as exposure of the control par-
ticipants to the extensive initial assessment, including an
ACASI, availability of condoms (distributed to all sub-
jects) or regression to the mean. Despite early changes,
the control subjects’ behavior returned toward baseline
in the second 3 months, while the intervention group
continued to improve. The findings of delayed sexual risk
reduction effects observed in this study are consistent
with previous HIV intervention research [59–62], and
may perhaps be attributed to greater opportunity for
intervention participants to change behavior over time
[61].

The study had some major strengths: demonstration
that the PREVENT intervention could be implemented in
two Russian narcology hospitals supports the strong like-
lihood for translation of this research into practice, and
ability to engage this high-risk population at a ‘reachable
moment’ (e.g. addiction treatment) in addition to a
‘teachable moment’. In St Petersburg, talented and well-
trained personnel were available to provide the interven-
tion, and similar personnel may exist elsewhere in these
clinical settings. Another study strength was the hetero-
geneity of the research subjects in terms of gender,
HIV status and substance use, supporting the notion
that these results may be generalizable to the narcology
patient population elsewhere.
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The trial also had some limitations. Although impres-
sive changes were reported using state-of-the-art meth-
odology for assessing behavior change, behaviors were
self-reported and participants could not be blinded
to intervention status, allowing the possibility of social
desirability bias. Although we were not able to obtain
objective biological outcomes, we attempted to limit this
bias by using ACASI technology and by using research
associates who were not involved in delivering the inter-
vention to assess outcomes. We were unable to address
the number of safe sex acts with partners with discordant
HIV serostatus, as we did not ask the subjects to identify
the HIV serostatus of their sex partners. Also, the narcol-
ogy hospital setting has a disproportionate number of
men and a minority of HIV-infected patients, thus we
were unable to address gender or HIV status in stratified
analyses. Additionally, the international setting of this
behavioral intervention study presented certain chal-
lenges to assessing the fidelity of the intervention as
adapted to the Russian setting. Finally, our study was not
designed to detect small-to-moderate treatment differ-
ences with high power. Moreover, adjustment for addi-
tional covariates resulted in further reduction of power.
Nevertheless, all primary and secondary outcomes show
clinically important differences in the hypothesized direc-
tion and the adjusted results are marginally significant
for percentage of safe sex events and periods of unsafe
sex, and statistically significant for any condom use.

In summary, this randomized controlled trial suggests
that adaptation of a pragmatic, HIV prevention inter-
vention may reduce risky sexual behaviors in substance-
dependent patients attending Russian narcology
hospitals. Dissemination of this effective intervention
should be considered as a component of a broad strategy
aimed at reducing HIV infections in eastern Europe and
other settings.
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Commentary

CAN ONE BE AN EXPERT IN ADDICTION
MEDICINE WITHOUT EXPERTISE IN
PAIN MANAGEMENT?

The paper by Caldeiro et al. [1] in this issue notes the
conundrum in which patients with pain and addiction
find themselves: ‘pain complaints are difficult to address
until addiction is treated, but addiction treatment is com-
promised by persistent pain’. Patients share this conun-
drum with their health-care providers. We see this Catch
22 situation in the hospital, medical and mental health
clinics and addiction treatment programs, yet the preva-
lence and outcomes of these co-occurring, biologically
linked conditions has been described relatively recently in
the medical literature. Furthermore, our clinical manage-
ment is lacking in evidence-based guidance.

Caldeiro et al. demonstrate, among 582 patients
with non-opioid substance dependence in the Veterans
Administration health-care system, that pain is common
and it matters. Patients with persistent pain have worse
medical and substance use outcomes and use more
resources. This study confirms and extends earlier work
[2,3] by demonstrating this relationship in addictions
other than opioid dependence. A previous study among
patients in methadone maintenance and short-term
residential treatment programs found the prevalence of
chronic severe pain to be 37% and 24%, respectively, and
use of illicit drugs to treat their pain similarly common
(34% and 51%, respectively).

Characterizing the overlap between pain and addic-
tion beyond opioids is important, as it is now clear that
the relationship of pain and addiction is more compli-
cated than one family of opioid receptors (e.g. mu). For
example, pre-clinical research demonstrates that there is
substantial overlap among the opioid and cannabinoid
receptor systems in modulating analgesia both in inflam-
matory and neuropathic pain conditions [4]. Clinical
trials of cannabinoid agonists show promise for chronic
neuropathic pain [5,6]. Alcohol is a weak analgesic.
Cocaine, while not a known analgesic in humans, was
first used clinically as a topical anesthetic in the 1880s.
The abuse of both has been associated with prescription
opioid abuse among patients with chronic pain [7,8]. Do
these associations between pain and different addictions
represent a single phenomenon mediated by a final
common neurochemical pathway, or are they driven
separately by each substance, pain source and individu-
al’s vulnerability? Is it best to couple known treatments of
addiction and pain, or are there better therapies targeted
specifically to patients with both conditions?

Future research will address these questions, provid-
ing a more complete understanding of the interplay
between pain and addiction. The treatment of chronic
pain with opioids has a modest evidence base [9–11].
Most studies have follow-up periods of less than 6
months, involve highly selected populations and do not
include patients with co-occurring addiction. Interven-
tion studies targeted to individuals with both addictions
and chronic pain are rare. The management recommen-
dations in the Principles of Addiction Medicine [12] repeat
the approach and clinical guidelines developed in the
early 1990s for the management of cancer pain by the
Agency for Health Care Policy Research. These guide-
lines have not been examined specifically in patients
with underlying addictions with chronic non-cancer
pain. The evidence we have to address these interwoven
conditions is based largely on studies focused upon these
conditions in isolation. It is time for rigorously designed
longitudinal research of behavioral and pharmacologi-
cal treatments focused upon groups with addictions and
overlapping chronic pain.

Despite the ever-present need for future research, the
implications of these authors’ findings speak to the need
for present action. Pain assessments and efforts to address
painful conditions adequately should be explored, as
noted by Caldeiro et al. in their discussion. Models of care
that best achieve such assessment and appropriate relief
will improve current clinical treatment in both substance
use and medical settings.

Beyond improved diagnostic tools and treatment
models, these findings call for physicians who practice
addiction medicine to become expert in the evaluation
and treatment of pain. The fact that pain is present in
more than half our patients with addiction, even in
those with non-opioid addictions, begs the question: can
one be an expert in addiction medicine without exper-
tise in pain management? Despite the current modest
evidence base, evaluation and treatment of pain in
addicted patients merits a place among the core compe-
tencies in addiction medicine. The core competencies
for a subspecialty in addiction psychiatry call for addic-
tion psychiatrists to demonstrate knowledge of the
evaluation and consultation on chronic pain [13]. As
it considers the content of a certification examina-
tion, the new American Board of Addiction Medicine
(ABAM) should include pain assessment and manage-
ment as one of its core subjects. Such a mandate
will support and propel the drive for stronger
evidence to treat our addicted patients with painful
conditions.
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ABSTRACT

Objective: The healthcare needs of lesbians are not well understood. We sought to character-
ize lesbians’ experiences with, and preferences for, women’s healthcare.

Methods: We conducted three age-stratified focus groups (18–29, 30–50, and �50 years) with
a total of 22 participants using a semistructured interview guide to elicit lesbians’ experiences
and preferences. We analyzed transcripts of these audiotaped sessions using the constant com-
parative method of grounded theory. Community-dwelling women who self-identified as les-
bian and responded to advertisements were selected on first-come basis.

Results: Participants voiced experiences and preferences for healthcare that emerged into
three themes: desired models of care, desired processes of care, and desired patient-provider
relationship. Each theme was further developed into multiple subthemes. Within the sub-
themes we identified issues that were specific to lesbians and those that were general wo-
men’s health issues. Participants preferred, but did not always receive, care that is compre-
hensive in scope, person centered, nondiscriminatory, and inclusive of them as lesbians.

Conclusions: Healthcare providers, institutions, and society should adopt an inviting, person-
centered approach toward lesbians seeking healthcare, assure them access to healthcare infor-
mation, and establish healthcare delivery systems that take all aspects of health into account.
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INTRODUCTION

LESBIANS ARE AN IMPORTANT and underrecog-
nized patient population about which little is

known. The Institute of Medicine (IOM) has specif-

ically addressed the need for research in this pop-
ulation by stating that studies are needed “[to]
identify possible barriers to mental and physical
healthcare services [for lesbians] and ways to in-
crease their access to these services.”1(p10) Without



data describing the healthcare needs of lesbians,
clinicians will be unable to design interven-
tions to improve the quality of care for this group
of patients who comprise 3%–10% of all U.S. 
women.1–3

Unfortunately, the literature base identifying
optimal approaches to the delivery of lesbian
health care is thin. The available literature sup-
ports the assertion that lesbians use healthcare
less than heterosexual women do and that they
may experience lower health status because of
this.1,4–7 For example, studies have documented
lower rates of breast and cervical cancer screen-
ing among lesbians.1,8 Other studies have focused
on health behaviors, such as smoking and alcohol
consumption, and have found that lesbians use
these substances, which are closely linked to poor
health outcomes, more than heterosexual women
do.7,9–11 Although some authors have pointed to
access problems (e.g., lack of insurance) as key
barriers to healthcare,4,6,7 others have concluded
that negative experiences with the healthcare sys-
tem promote avoidance of care.9,12,13 To inform
interventions designed to address such dispari-
ties, more information about the healthcare pref-
erences of lesbians is needed.

Prior studies on lesbian health have been lim-
ited by several methodological challenges. First,
it is difficult to define who is a lesbian, and def-
initions differ between studies. The term “les-
bian” can refer to sexual behavior (i.e., women
who have sex with women, although not neces-
sarily exclusively with women), sexual orienta-
tion (i.e., women who have a sexual interest in
other women, regardless of whether they have
sex with other women), and cultural identity (i.e.,
women who identify with a community of like-
minded women).14 This variation may lead to po-
tential problems in generalizability and precision
of cohort definitions. Second, lesbians are a het-
erogeneous group belonging to every age group,
ethnic group, and socioeconomic class.1 Demo-
graphic cohort selection effects may influence as-
sessments of healthcare needs. Third, it can be dif-
ficult to identify and recruit potential research
participants. Some early lesbian health studies re-
cruited women from bars and nightclubs, limit-
ing the generalizability of findings to women who
were often smokers and alcohol users.7 Often
marginalized and subjected to social stigma,15

lesbians recruited in other settings may hesitate
to disclose their sexual orientation to investiga-

tors.12,16 Healthcare settings, which are usually an
excellent site for research participant recruitment,
may be less helpful for the recruitment of lesbians
because healthcare providers typically are un-
aware of their patients’ sexual orientations.17

Thus, for various reasons, subgroups of lesbians
may not enroll in studies recruiting from health-
care settings, potentially introducing bias.

To address the call for a better understanding
of lesbians’ healthcare needs and attempt to ad-
dress these methodological difficulties, we re-
cruited self-identified lesbians from the commu-
nity and conducted an exploratory study using
focus groups. The specific aim of this study was
to characterize lesbians’ experiences with and ex-
pectations of women’s healthcare. To our knowl-
edge, the structure of healthcare preferred by les-
bians has not been examined previously.

MATERIALS AND METHODS

Participants and recruitment

Women were eligible to participate in this study
if they were aged �18, community dwelling, and
self-identified as lesbians. Potential participants
were recruited using advertisements in newspa-
pers serving the gay and lesbian community and
fliers posted at Boston area businesses and pri-
mary care practices. Three age-stratified groups
(18–29, 30–50, �50 years) of up to 9 participants
each were enrolled on a first-come basis. Partici-
pants were age stratified so that discussion would
benefit from both their shared experience of time
and world events and their shared age-based
healthcare needs.18,19 Participants received an
honorarium. The study was approved by the In-
stitutional Review Board at the Boston University
School of Medicine.

Instruments

The 27-item, semistructured focus group pro-
tocol used in this study was developed jointly by
six sites of the Department of Health and Human
Services (DHHS) National Centers of Excellence
in Women’s Health.20 Drawing on a literature re-
view and expert input, questions on the protocol
were designed to elicit knowledge, attitudes, and
beliefs about women’s health, the healthcare en-
vironment, and the participants’ own experience
with the healthcare system. The focus group for-
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mat, which uses an inductive approach, has been
advocated for the study of topics like this that
have received little prior investigation.21 Partici-
pants also completed a brief demographic ques-
tionnaire.

Focus groups

In separate arms of the larger National Centers
of Excellence in Women’s Health study, other
sites applied the same protocol to different study
populations.22 We report the results of the study
arm that enrolled lesbians. The focus groups were
conducted in a private conference room in a ma-
jor medical center by a single interviewer with ex-
pertise in qualitative research methods. The in-
terviewer facilitated discussion, assured that all
participants had an opportunity to participate,
and asked for clarification or elaboration if
needed but did not direct the content of partici-
pants’ comments. One or two other investigators
observed each focus group. Each 2.5-hour session
was audiotaped and then transcribed verbatim.

Analysis

After checking of transcriptions for accuracy of
content, the transcripts were analyzed using the
constant comparative method of grounded the-
ory.23,24 In this method, the analytical process un-
dergoes continuous refinement, repeatedly feed-
ing back into the process of coding and iteratively
honing the identified themes. Five independent
reviewers analyzed transcripts in four stages. In
the first stage, the five reviewers read each tran-
script identifying key words and phrases that
represented an idea or concept expressed by the
participants. Key words and phrases were in the
participants’ own words whenever possible. In
the second stage, reviewers met to discuss their
initial key words and phrase codes. When key
words and phrases demonstrated a clear rela-
tionship to each other, reviewers aggregated
these related ideas into themes, such as patient-
provider relationship, and subthemes within
each theme. In the third stage, reviewers recoded
the transcripts, applying the newly developed
themes and subthemes to each transcript. At this
stage, transcripts were further coded according to
whether the expressed ideas were specific to les-
bians or applied to women’s health in general. In
the fourth and final stage of analysis, reviewers
met to identify and review differences in coding.

Differences were reconciled through consensus.
Throughout this process, the reviewers repeat-
edly returned to the original transcripts to assure
that our analysis remained grounded in the par-
ticipants’ ideas. In this way indigenous themes
that characterized the experience of the partici-
pants were identified.25 Analysis was facilitated
by the use of the qualitative software package
NUD*IST V4.0 (Qualitative Solutions and Re-
search, Melbourne, Australia).

RESULTS

Twenty-two women who self-identified as les-
bians participated (groups of 8, 9, and 5 in the
youngest, middle, and oldest age groups, respec-
tively). The mean age was 38 (range 22–63). Nine
were from racial/ethnic minority groups. Twenty
reported having had a healthcare visit within the
past year, and 10 reported having made more
than four healthcare visits in the past year. Five
had no regular healthcare provider, 4 had no
health insurance, 4 had less than a college degree,
and 9 had household income �$35,000 (2 did not
provide income information).

We identified three major themes: model of
care, process of care, and the patient-provider re-
lationship, and several subthemes within each
theme. We describe each theme and subtheme,
providing representative quotations to illustrate
these themes and dissenting views when pres-
ent.26

Our analysis also identified several key pref-
erences that were specific to lesbians (Table 1).
Within the theme of model of care, women pre-
ferred comprehensive care that was inclusive of
lesbians, provided by clinicians who had specific
knowledge about lesbians and who were able to
provide health information specifically about les-
bians. Within the theme of process of care, wo-
men’s preferences included sufficient time to 
disclose information about their sexuality and as-
surance that their sexual orientation would be
treated confidentially. Participants’ preference
was for settings where there were lesbian-specific
materials in the waiting room and sexual orien-
tation options on the intake forms. Within the
theme of patient-provider relationship, the pref-
erence was for a patient-provider relationship
that encouraged disclosure of sexual orientation
(promoted by providers who are nonheterosexist
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and nonjudgmental) and for a provider attuned
to the specific concerns of lesbians.

Model of care

Model of care was one of three major themes
that emerged from the analysis. Comments were
categorized as model of care if they related to an
overarching philosophy of healthcare delivery
and the scope of care. Four subthemes were iden-
tified: (1) comprehensive care, emphasizing pre-
ventive care and mental health, (2) incorporation
of integrative health into routine care, (3) access
to health information, and (4) special women’s
health training for providers.

Comprehensive care. Some participants identi-
fied the ideal model of care as comprehensive
care. This was defined as care that addressed the
whole person in an integrated fashion and that
was not limited to gynecological or reproductive
care. This applied to acute care, preventive care,
nutrition, and mental healthcare: “Sometimes, in
mainstream society, when people think ‘women’s
health’ that necessarily means reproductive
health and not comprehensive healthcare, one-
stop shopping.” Mental healthcare was identified
as an important aspect of a comprehensive model
of care: “My healthcare has kind of been a little
separated. It’s like there is mental health and then
there’s ‘real’ health. That’s the way it’s been pre-
sented.”

Participants also identified barriers to deliver-
ing this model of women’s healthcare. One idea
that emerged was that the traditional definition

of women’s health focused on reproductive
health, a paradigm that hinders the acceptance of
a more comprehensive model. Another obstacle
described is the use of separate clinics to deliver
different types of care (e.g., urgent, preventive,
reproductive, mental healthcare, as well as
chronic disease management): “You go to a pri-
mary care physician, and then, do you go to a
separate gynecologist? Then say you have heart
trouble, do you go to a separate cardiologist? Yes,
you do all those things.”

Participants believed that women’s health, as
it is usually practiced without this comprehen-
sive model, was not inclusive of lesbians. Most
had felt marginalized by a healthcare system that
emphasized reproductive health and implicitly
assumed that all patients are heterosexual:
“Every time I went to a gynecologist—that was
about the only time I went to a doctor—I’d be the
only person in the room who wasn’t pregnant,
and I felt I’m going to be the last person waited
on here because they’re never going to make any
money on me; I’m not going to have any chil-
dren.”

The groups expressed the idea that lesbians felt
excluded from healthcare. The emphasis on re-
productive health gave the impression that les-
bians do not need gynecological examinations.
The marginalization they experienced extended
to their families. Participants stated that partners
were often excluded from the healthcare process
in instances where a heterosexual partner would
have been included. One participant had had her
partner included in her healthcare: “They let my
partner come in with me. They treated her nor-
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TABLE 1. THEMES AND KEY ISSUES SPECIFIC TO LESBIANS

Themes and subthemes Sample key issues specific to lesbians

Model of care
Comprehensive care Inclusive of lesbians
Incorporation of integrative health Specific health information for lesbians
Access to health information Specific training for providers about lesbians
Women’s health training for providers

Process of care
Time constraints Sufficient time with providers to disclose and discuss
Payment systems sexual orientation
Office systems Confidentiality especially about sexual orientation

Lesbian-specific information in waiting rooms
Sexual orientation options on intake forms

Patient-provider relationship
Communication style Open communication to enhance opportunities for
Provider characteristics disclosure and discussion of sexual orientation
Patients being known as individuals Nonheterosexist, nonjudgmental providers

Providers attuned to lesbian-specific concerns of their
patients



mally. It was such a joy to think they had taken
the time to think that I wasn’t widowed or di-
vorced and that I did have a partner and that I
could include this person in my follow-up meet-
ings.”

Incorporating Integrative Health. The second sub-
theme expressed by the participants was the im-
portance of including integrative health into tra-
ditional healthcare. Most participants used some
form of integrative therapy, including herbal
medicine, acupuncture, vitamins, massage, med-
itation, and chiropractors. They wanted their
mainstream practitioners (doctors and nurses) to
know about these practices and incorporate them
into treatment plans. The general concept of in-
tegrative health appeared to be a fundamental
component of most participants’ conceptualiza-
tions of healthcare: “I really want it to be a place
that’s very integrated, where I can feel like I can
bring my whole self, I can bring my questions
about my yeast infections, I can bring my ques-
tions about this Chinese drug.” Other partici-
pants echoed this sentiment: “And you don’t
have to worry what the doctor at the acupunc-
ture center is telling you, or the herbal therapist
is telling you, and then what the Western doctor
is saying, that there would be integration of those
aspects as well.”

However, participants understood the tradi-
tional model of care as exclusive of integrative
therapies: “When I first started seeing a chiro-
practor, I was seeing a doctor who had no use for
chiropractors at all, and they would get into this
back and forth, debasing each other, and telling
me it was stupid to see the other person.” In ad-
dition to perceived conflict between providers, a
lack of insurance coverage and lack of referral
sources were identified as barriers to a compre-
hensive model of care.

Access to Information. The third major subtheme
defining model of care was access to information
about health, obtained from books, the Internet,
and providers. Some women (especially in the
older group) commented that information about
sexual development and sexual identity was dif-
ficult to obtain from any source. This served as a
barrier to ideal care: “It’s her body, but don’t tell
her about it. You had to find out [about sexual
development] on the street, from your friends.”
Participants identified the need for more expla-
nation of diagnoses, treatment, and procedures,

especially gynecological and surgical procedures,
from healthcare providers: “There were two gy-
necologists; I wasn’t feeling that they were giv-
ing me information.”

One participant stated that fliers in waiting
rooms could provide the opportunity for further
discussion of health issues with practitioners.
Participants thought that lay sources were also
good sources of information. Women identified
support and informational groups as currently
underused, suggesting that groups could en-
hance access to information on such topics as
stress, menopause, and reproductive health.

Participants identified language as a barrier 
to exchange of information with providers. 
Misinformation—from the Internet, family,
friends, “the street,” and even unknowledgeable
providers—was another barrier to good health-
care: “There’s so much terrible stuff on the web.
It can be a source of extremely bad, wrong, kind
of information.”

Participants stated that health information spe-
cific to lesbians was particularly difficult to ac-
cess. Waiting rooms often lack lesbian-specific 
information. Providers often lack information
about lesbian health, such as their risks of HIV or
other sexually transmitted diseases (STDs), and
their risk of breast and gynecological cancers:
“I’m with a partner, and have been for two years,
who’s HIV positive. I’m always going to have
questions. I’m concerned about different types of
sex.” “I’ve never seen any mention of a dental
dam or rubber gloves in a doctor’s office.”

However, some women did experience wo-
men’s health in specific settings as inclusive and
supportive of them as lesbians. These settings in-
cluded clinics devoted to the care of gay men and
lesbians and offices where healthcare providers
identified themselves as lesbian or gay, or ad-
vertised (by word of mouth) that they were ori-
ented to the care of lesbians. Women perceived
providers who ask about sexual orientation as
more open to lesbians.

Specialized knowledge of women’s health. The
fourth major subtheme in the models of care
theme, closely related to the need for access to in-
formation, was the importance of providers hav-
ing specialized knowledge in women’s health
and lesbian health. Participants identified lack of
specialized training as a barrier to healthcare for
women in general and especially lesbians and
recommended that medical school curricula fo-

HEALTHCARE PREFERENCES AMONG LESBIANS 219



cus on lesbian health, lesbian lifestyle or culture,
and integrated healthcare approaches: “How
many providers know about safe lesbian sex?”
“Women who haven’t had children, are they
more or less likely to have breast cancer? There’s
a different constellation of health issues that are
part of the lesbian community.”

Process of care

Process of care was the second major theme
that emerged from the analysis. Comments were
categorized as process of care if they related to
systems issues in the delivery of healthcare. Three
major subthemes were (1) time constraints as they
impacted both the patient and the provider, (2)
payment systems including insurance and man-
aged care, and (3) office systems including confi-
dentiality, comfort in the office, and referral.

Time constraints. The first subtheme, time con-
straints, included limited time for appointments
that impeded getting/giving a complete history
and adversely affected quality of care. Providers
strapped for time might not review a patient’s
history prior to a visit, leading to unnecessary
testing: “Every time I’ve had a Pap smear, they
have called on the phone and told me to come
back and take it again, that it was no good. I tell
them that I’ve had a hysterectomy, and they say
‘Oh you did? Well, then okay.’ But it scares you,
when that call comes in.”

Women reported that ideal care would leave
them feeling like people as opposed to numbers.
Insufficient time to review their history and so-
cial issues with providers led women to the feel
that they were widgets on an assembly line. Wo-
men also believed that their time was as valuable
as the practitioner’s, and, therefore, they did not
like to wait or reschedule. They equated respect
for their time with respect for them as people.

Payment systems. The second major subtheme
in process of care related to payment systems, in-
cluding insurance issues and managed care. Most
participants appreciated getting their care at a
single location, both for convenience and to re-
duce the stress of visits to multiple providers.
They wanted more information about navigating
the increasingly complex medical system. They
also wanted their providers to communicate with
each other.

Participants believed that healthcare was diffi-

cult to access especially if they had no insurance
and that this led to inappropriate emergency
room use or delaying and avoiding healthcare.
Incomplete coverage for comprehensive care was
an additional concern. Participants wondered
why integrative care, such as acupuncture and
massage, was not covered by insurance.

Office systems. The third major subtheme was
office systems. Participants stressed the impor-
tance of confidentiality of the medical record,
confidential treatment of sensitive information by
the staff (including sexual orientation), and pri-
vate space to fill out history forms. They did not
want their chief complaint written where it
would be visible to anyone. They did not like be-
ing asked the same personal questions by multi-
ple people, especially if the person’s role in the
patient’s care was unclear. Participants elected
not to disclose personal information, including
sexual orientation, if they thought the chart was
not confidential.

Another important issue was examination
room comfort. Long waits, small examination
gowns, gowns made of paper, and cold rooms
make visits uncomfortable. Environmental fac-
tors clearly impacted women’s healthcare experi-
ences: “I don’t like the time when you’re in the
exam room undressed, sitting there in this doily
and waiting. You’re looking at the stirrups; it’s
not a friendly sight at all. And it’s usually cold.”

Patient-provider relationship

The final major theme emerging from the
analysis related to the patient-provider relation-
ship. Comments were categorized as patient-pro-
vider relationship if they addressed attributes of
the provider or characteristics of the provider’s
interactions with the patient. The three major sub-
themes identified were (1) communication style,
(2) provider characteristics, including gender,
sexual orientation, and knowledge, and (3) pa-
tients being known as individuals.

Communication style. The first subtheme was
communication style. Participants highly valued
solid communication skills, nonjudgmental atti-
tudes, and nonhierarchical relationships. Women
sought a provider who was willing to address dif-
ficult issues with full disclosure. Attentive listen-
ing was essential, as was accessible language: “I
feel like they always want to fix things with med-
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icine first. And I would like someone who is will-
ing to talk to me and figure out what my lifestyle
is, and if other things can work first before I have
to take pills.”

Trust was a major component of ideal care. A
major barrier to a trusting patient-provider rela-
tionship stemmed from the shaming behaviors of
providers, which undermined good communica-
tion. Some women dreaded healthcare visits be-
cause of the focus on poor health habits. There
was the sense that providers were constantly
chastising patients about weight loss, exercise,
smoking cessation, and drug or alcohol use, with-
out much of an understanding of the underlying
issues in an individual patient’s life that con-
tribute to these health behaviors: “‘You should
eat less and exercise more and lose weight.’ If it
was that easy everyone would do it, it’s shaming.
It’s the same thing with the gowns, I’m not go-
ing to say ‘This gown is too small.’ Those things
are hard, I just don’t sit around my house eating
Snickers, there is a host of other things going on.”

In fact, some women delayed or avoided
healthcare because of poor communication: “Ide-
ally [healthcare] would be about me in my life,
and not me in my life as the doctor perceives it.
My doctor is not going to be my best friend, but
awareness would be something huge. I think
that’s one of the reasons I don’t seek healthcare
now.”

Participants were often reluctant to disclose
their sexuality to providers because of the nega-
tive reaction they received or because the partic-
ipants perceived that healthcare providers might
consider homosexuality a mental illness: “When
you verify, you say, ‘I have sex with women,’
they’re like, ‘Oh, okay, well, we’re moving on.’ I
think it’s true. I think they just want to move as
quickly as possible away from the crazy lesbian.”
“There are a lot of doctors who still believe that
being gay is a mental illness.”

Most women had not been asked about sexual
orientation, and they had experienced an as-
sumption of heterosexuality from providers. This
usually occurred in the context of reproductive
health. Providers either repeatedly asked ques-
tions about the need for birth control or were con-
cerned about pregnancy despite the patient’s 
disclosure of sexual orientation. Providers’ ho-
mophobia led some to drop out of treatment: “I
wanted to see how they would react when I said
I was a lesbian, and if I didn’t get good vibes, I
was out of there.”

Communication skills, attitude, and knowl-
edge in an ideal relationship were linked to spe-
cific issues facing lesbians. For example, the way
in which a lesbian was asked (or not asked) about
her sexual orientation strongly impacted the pa-
tient-provider relationship. Providers who had
good communication skills and were nonjudg-
mental and accepting were favored, in part be-
cause their attitude invited disclosure of sexual
orientation. Participants believed that if a provi-
der asked about sexual orientation either directly
or via questionnaire, it conveyed interest in and
knowledge about what it meant to be lesbian:
“One doctor I went to actually asked on the ques-
tionnaire, were you heterosexual, lesbian, gay, or
bisexual. And that was wonderful. I could tell
that they wouldn’t be asking if they weren’t open
and aware. I thought, this tells them what my
lifestyle is, and what my needs are, to a large ex-
tent.”

Provider characteristics. The second subtheme
within this theme was provider characteristics.
Participants thought that women providers in
general, and lesbians in particular, might have the
attitudes and communication skills that were
ideal and would be more attuned to the partici-
pant’s experience: “I like to be sitting across from
someone who is more like myself. I feel like
they’re a lot more in touch with the things that I
might be prone to because of my ethnicity as well
my sexual preference.” However, they cited dif-
ficulty with access to lesbian providers: “I’d love
to have a lesbian doctor, but on most of the in-
surance plans that I’ve had in the past, I’ve never
had access to one.”

Not all participants shared these sentiments. A
number of women had had good experiences
with male providers and nonlesbian providers.
Overall, participants thought that the attitude
and communication skills of the provider were
most important. “To me, the gender or sexual ori-
entation of the caregiver doesn’t really matter as
long as they treat me the way I think I should be
treated, and as long as I feel that they have ex-
pertise.” Knowledge, or expertise, was another
provider characteristic considered ideal. Partici-
pants desired providers who were knowledge-
able about gender differences in medical con-
cerns, lifestyle choices such as vegetarianism,
integrative therapies, and issues that predomi-
nantly affect women, such as domestic and sex-
ual abuse: “Healthcare providers [should] have
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sort of a broad-based education about the lesbian
lifestyle. This might sound basic but yes, lesbians
do have children, some lesbians sleep with men
occasionally. So, you can’t say, they’re lesbians so
you don’t ask them about these issues either.”

The lack of evidence-based, health-related in-
formation specific to lesbians was cited as a bar-
rier. Women called for more provider education
and more research specific to lesbian health: “I
know the information is not very clear because
they haven’t done a lot of research on woman-to-
woman transmission [of infectious diseases].”
“With some providers, as the lesbian, you’re ed-
ucating them.”

Knowing the patient as an individual. The third
subtheme was that women wanted a provider
who knew them as individuals. Knowledge of the
patient’s past history and the sense that the pro-
vider had read the chart was important. A pro-
vider who took a personal interest in the “whole
person” and with whom a patient could have
more of a “peer relationship” was discussed as
ideal more often among the younger women: “I
wish when I went to the doctor I was going for
more than [pelvic examinations] because I’ve
never really had a doctor that I wanted to talk to
about my life, or my lifestyle choices, or anything
like that, and I’m really just going because some-
one told me I needed a Pap smear every year.”

Women found that providers assumed they
were heterosexual, and this meant that they had
to repeatedly disclose their sexual orientation:
“But every single time [when asked about birth
control needs] you have to explain, and you have
to come out, it’s like, here we go again.” This led
to avoidance of healthcare (to avoid repeated dis-
closure) or nondisclosure and perhaps unneces-
sary tests and examinations.

DISCUSSION

Our focus group analysis revealed that partic-
ipants preferred care that is comprehensive in
scope, person centered, and inclusive of them as
lesbians; often their actual experiences were oth-
erwise. Comprehensive care, as formulated by
participants, follows the biopsychosocial model
of treating the whole person27 and includes, or at
least accepts as legitimate, integrative medicine
practices. Women perceived care as inclusive of

them as lesbians if it did not assume heterosexu-
ality and was not discriminatory.

Comprehensive care and person-centered care
emerged as interwoven ideas in our focus group
analyses. Women favored integration of all as-
pects of their healthcare (including preventive,
nutritional, acute, medical subspecialty, repro-
ductive, gynecological, and mental healthcare).
To deliver such comprehensive care, women
stressed that providers must first acknowledge
them as individuals (not widgets) and take the
time to listen attentively to their specific needs.
Unfortunately, women noted a gap between ac-
tual and ideal care; the actual care they received
was often perceived as fragmented and shaming.

To our knowledge, the structure of healthcare
delivery preferred by lesbians has not been ex-
plored previously. However, prior surveys of les-
bians examining the doctor-patient relationship
have identified a preference for providers who
are compassionate and supportive, consistent
with a biopsychosocial approach.28 This supports
our finding that in terms of doctor-patient inter-
actions, the ideal providers have excellent com-
munication skills and approach their patients
with a nonjudgmental, accepting attitude about a
range of sensitive issues, including obesity, smok-
ing, and sexual orientation. Whereas others have
suggested that lesbians tend to prefer female
providers,29 in our study, providers’ communi-
cation attributes and holistic approach were more
important to participants than provider gender.
This is consistent with an emerging literature sug-
gesting that, for many women, physician gender
is not a dominant issue.30–32

The preferences and experiences of healthcare
described by the participants were consistent
with the documented preferences among women
in general in that they experienced healthcare at
the level of the model of care, the process of care,
and the provider of care. Consistent with the find-
ings reported by Anderson et al.22 of the National
Study of Women, our findings suggest that wo-
men prefer healthcare that is integrated, patient
centered, easy to access, confidential, and pro-
vided in a comfortable setting by a knowledge-
able and attentive provider. Participants in our
study experienced healthcare not only as women,
however, but also as lesbians. Our results offer
insight into the specific preferences of lesbians
and the experiences that form them. To treat les-
bian health simply as women’s health would be
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to neglect important concerns raised by our par-
ticipants and echoed in the lesbian health litera-
ture.

In general, the participants typically experi-
enced healthcare as exclusive of them as lesbians
and related this to heterosexism. Heterosexism is
manifest in an implicit assumption of heterosex-
uality and in discriminatory treatment once les-
bian orientation is disclosed. The concepts of 
assumed heterosexuality and discrimination
against homosexuals are well described in the lit-
erature.15,28,33 However, our intensive qualitative
approach allowed us to understand some of the
determinants of lesbians’ perception of hetero-
sexism at the provider level, at the system level,
and at the level of scientific inquiry. That is, par-
ticipants operationalized the construct of hetero-
sexism.

First, at the provider level, participants re-
ported experiencing assumed heterosexuality:
providers frame their history taking in hetero-
sexual terms (e.g., asking about birth control use
or possible pregnancy). Neutral questions in-
cluding gay, lesbian, or bisexual orientation as re-
sponse options were perceived as inclusive. Like-
wise, a trusting patient-provider relationship
promoted disclosure of sexual orientation. Even
after disclosing sexual orientation, participants
described unintentional discrimination, stem-
ming from providers’ lack of knowledge about
lesbian health issues (e.g., STD prevention, can-
cer risk), perhaps reflecting in part the relative
paucity of clinically oriented reviews of these top-
ics in the primary care literature.10 They also ex-
perienced or at least feared direct discrimination
in the form of scorn (“that crazy lesbian”) or re-
moteness (e.g., shifting abruptly to the next
topic). As has been shown in other studies, these
experiences led some women to avoid care, po-
tentially jeopardizing their health.8 In contrast,
the opportunity for disclosure and acceptance of
sexual orientation led to a perception of better
healthcare. Prior studies suggest that a strong pa-
tient-provider relationship can indeed lead to bet-
ter healthcare outcomes.34–36

Second, participants experienced the entire
healthcare delivery system as being heterosexist.
Assumed heterosexuality was evident in waiting
rooms lacking lesbian-specific health information
and health forms often asking questions about
marital status without an option for specifying les-
bian orientation. Lesbians feared direct discrimi-

nation if their sexual orientation was discovered
by staff through chart review. Confidentiality of
medical records was considered essential. In the
current political climate where confidentiality of
health information is receiving unprecedented
scrutiny,37,38 our findings clarify that the issue is
of paramount importance to lesbians.

Third, on a global level, women identified the
lack of scientific inquiry into questions specific to
the heath needs of lesbians as devaluing them and
compromising their health. Participants argued
that this should be rectified through further re-
search, consistent with the IOM’s call for atten-
tion to this field.1

This study has several limitations. By design,
a small sample was recruited from the Boston
area, so results may not be generalizable to les-
bians living in other geographic regions. Results
may also not generalize to heterosexual women
(especially the lesbian-specific findings), al-
though some of the priorities of women in our
sample mirror those of general populations of
women participating in parallel studies.22,39 Re-
sults also may not be generalizable to elderly les-
bians; the oldest participant in our study was 63
years old. Another limitation is that participants
self-identified as lesbian; their responses may not
represent the views of lesbians who would be un-
comfortable disclosing their sexual orientation in
any setting, even a confidential focus group.

This study also had several strengths. Given
the dearth of information about lesbians’ prefer-
ences for healthcare,1 the inductive nature of
qualitative research40–42 commends it to this type
of question. Unlike many studies of lesbians, our
study successfully recruited a sample with di-
verse age range, race and ethnicity, and access to
healthcare. This is consistent with the reality that
lesbians come from all demographic and socioe-
conomic backgrounds.1

In conclusion, it is clear that although lesbians
do not always disclose their sexual orientation to
providers, they do seek healthcare and are likely
part of most practices that include women. This
has important implications for healthcare pro-
viders, for institutions, and for society. Health-
care providers should ask about sexual orienta-
tion in a neutral way. They should respond to a
patient’s disclosure of sexual orientation with an
accepting, person-centered attitude and with ev-
idence-based healthcare information that takes all
aspects of the patient’s health into account. Insti-
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tutions seeking to outreach to lesbians should de-
velop systems of care that integrate primary care,
mental healthcare, and integrative healthcare. In-
stitutions should also ensure that all staff that in-
terface with patients and their families approach
sexual orientation sensitively and confidentially.
Indeed, even the physical environment should be
welcoming, with lesbian-specific pamphlets in
the waiting room and health information forms
inclusive of lesbians. At a societal level, more re-
search is needed on lesbian-specific healthcare is-
sues so that providers can be trained to deliver
evidence-based care. Based on our participants’
input, such measures would be expected to en-
hance the healthcare experience, and perhaps
even healthcare outcomes, of lesbians.
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ARTICLE

Local Restaurant Smoking Regulations
and the Adolescent Smoking Initiation Process

Results of a Multilevel Contextual Analysis Among Massachusetts Youth

Michael Siegel, MD, MPH; Alison B. Albers, PhD; Debbie M. Cheng, ScD; William L. Hamilton, PhD; Lois Biener, PhD

Objective: To assess whether smoke-free restaurant laws
influence the progression from (1) never smoking to early
experimentation and (2) early experimentation to estab-
lished smoking.

Design: A longitudinal, 4-year, 3-wave study of a rep-
resentative sample of Massachusetts youth.

Setting: A total of 301 Massachusetts communities.

Participants: Study participants were 3834 Massachu-
setts youths aged 12 to 17 years at baseline, from Janu-
ary 2, 2001, to June 18, 2002, of whom 2791 (72.8%)
were reinterviewed after 2 years (from January 30, 2003,
to July 31, 2004) and 2217 (57.8%) were reinterviewed
after 4 years (from February 16, 2005, to March 26, 2006).
Wave 3 respondents were recruited from both those who
responded at wave 2 and those who did not.

Main Exposure: The primary predictor of interest is
the strength of the local restaurant smoking regulation
in the respondents’ town of residence at the baseline of
each transition period.

Main Outcome Measures: (1) Overall progression to
established smoking (having smoked �100 cigarettes in
one’s lifetime), (2) transition from nonsmoking (never hav-
ing puffed a cigarette) to experimentation, and (3) tran-
sition from experimentation to established smoking.

Results: Youths living in towns with a strong restau-
rant smoking regulation at baseline had significantly lower
odds of progressing to established smoking (odds ratio,
0.60; 95% confidence interval, 0.42-0.85) compared with
those living in towns with weak regulations. The ob-
served association between strong restaurant smoking
regulations and impeded progression to established smok-
ing was entirely due to an effect on the transition from
experimentation to established smoking (odds ratio, 0.53;
95% confidence interval, 0.33-0.86).

Conclusion: Local smoke-free restaurant laws may sig-
nificantly lower youth smoking initiation by impeding
the progression from cigarette experimentation to estab-
lished smoking.

Arch Pediatr Adolesc Med. 2008;162(5):477-483

R ECENT EVIDENCE SUGGESTS

that laws that protect non-
smokers from secondhand
smoke1-3 by eliminating
smoking in restaurants3-6

may not only protect restaurant workers
and customers from secondhand smoke7,8

but also reduce adolescent smoking ini-
tiation9 by changing the perceived preva-
lence and social acceptability of smoking
among youth.10 Existing evidence that
smoke-free laws reduce youth smoking de-
rives from cross-sectional studies.11-16 How-
ever, the results of the first longitudinal
investigation of the impact of local smoke-
free restaurant laws on smoking initia-
tion were recently reported.9 During a
2-year follow-up, Massachusetts youth
who lived in a town with a complete res-
taurant smoking ban had less than half the
odds of progressing to established smok-

ing. We report the final results of this
study, which reflect the continued fol-
low-up of more than 2000 youths for 4
years. In addition to the extended follow-
up, which improves the validity and power
of our analysis, this article adds to the lit-
erature by addressing a new research ques-
tion: if smoke-free restaurant laws re-
duce smoking initiation, do they do so by
inhibiting experimentation with ciga-
rettes or by impeding the progression from
experimentation to regular smoking?

Although an abundance of literature has
examined risk factors for smoking initia-
tion,17-19 few studies20 have differentiated
factors that influence experimentation
from those that influence the progres-
sion from experimentation to regular
smoking. Yet understanding this differ-
ence is critical. It would allow us to de-
termine the age and stage at which youths
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are most sensitive to various types of interventions, thus
enabling the more specific tailoring and more effective
delivery of smoking prevention interventions.

The present study overcomes several important limi-
tations of the existing research. First, most previous
research has not included community-level influences
on smoking initiation.21 We are not aware of any previ-
ous studies that have examined the impact of smoke-
free laws on smoking stage transitions among youths.
Second, although most previous community interven-
tion studies have been based on a few communities, we
have access to data representing individuals from more
than 300 different towns. Third, much of the previous
literature is based on cross-sectional designs or on lon-
gitudinal designs with only 2 successive observations
for each individual (and usually for only a 1- to 2-year
period). Our study is a longitudinal analysis that fol-
lows up a cohort of youths during a 4-year period, with
3 successive observations for each individual. In sum-
mary, our study design provides a unique opportunity
to examine not only predictors of overall progression to
established smoking but also the specific predictors of
transitioning from never smoking to experimentation
and from experimentation to established smoking using
an integrated multilevel model of adolescent smoking
trajectories that incorporates both individual and con-
textual (community-level) forces.20-22

METHODS

SAMPLE

Between January 2, 2001, and June 18, 2002, the Center for
Survey Research, University of Massachusetts, obtained a prob-
ability sample of 3834 Massachusetts youths, aged 12 to 17 years,
by random-digit dialing.7-10 Of households in which screening
interviews were completed, parental permission was obtained
to interview 75.9% of eligible youths, and interviews were com-
pleted with 84.7% of those.

Between January 30, 2003, and July 31, 2004, we at-
tempted to reinterview all 3834 of the youths in the baseline
sample. Interviews were completed with 2791 individuals, for
a follow-up rate of 72.8%. Between February 16, 2005, and March
26, 2006, we attempted to reinterview all 2791 youths who were
successfully followed up to wave 2 and all youths lost to fol-
low-up at wave 2. Of the former group, 2045 youths were suc-
cessfully reinterviewed, and of the latter group, 172 youths were
successfully reinterviewed, for a total wave 3 sample size of 2217
(57.8% of the baseline sample). The research protocol was ap-
proved by the institutional review boards of the University of
Massachusetts and Boston University Medical Center.

MAIN OUTCOME MEASURES

Town of Residence

Town of residence at each wave was obtained using the re-
ported zip code. Most (95.6%) of the reinterviewed youths at
wave 2 lived in the same town at baseline and 2-year follow-
up; 2.7% moved within Massachusetts, and 1.7% moved out
of state. Of youths interviewed at wave 3, 91.4% lived in the
same town at baseline, 5.6% had moved within Massachu-
setts, and 3.0% had moved out of state.

Strength of Local Restaurant Smoking Regulation

The strength of the local restaurant regulation in effect in each
respondent’s town of residence on the date of his or her base-
line interview was categorized23 as follows: (1) strong regula-
tions, no smoking allowed in restaurants and no variances al-
lowed; (2) medium regulations, smoking restricted to enclosed
separately ventilated areas or no smoking allowed but vari-
ances allowed; and (3) weak regulations, smoking restricted
to designated areas or not restricted.

Stages of Smoking Initiation

According to the work of Pierce et al,24 we defined progression
to established smoking as having smoked 100 or more cigarettes
in one’s lifetime. This measure has been formally validated25-27 and
used in previous studies.24-31 The experimentation stage of smok-
ing was then defined as the period from trying a cigarette until
becoming an established smoker. Thus, the 3 stages of smoking
initiation were (1) nonsmoking, (2) experimentation (having tried
a cigarette but not smoked 100 cigarettes), and (3) established
smoking (having smoked �100 cigarettes).

In the first set of analyses, we model overall progression to
established smoking (from either nonsmoking or experimen-
tation). In a second set of analyses, we model each of the 2 pos-
sible transitions in smoking stages: (1) from nonsmoking to
experimentation and (2) from experimentation to established
smoking.

Individual-Level Predictor Variables

We examined the effect of the following individual-level base-
line variables: (1) age group (12-14, 15-17, and 18-21 years), (2)
sex, (3) race (non-Hispanic white vs other), (4) presence of at
least 1 adult smoker in the household, (5) presence of at least 1
close friend who smokes, (6) education level of household in-
formant (college graduate or not), (7) annual household income
(�$50 000 vs �$50 000), (8) exposure to antismoking mes-
sages at school (yes or no), and (9) self-reported baseline smok-
ing status (nonsusceptible nonsmoker, susceptible nonsmoker,
puffer, experimenter, or current smoker). Although none of the
study participants included in the analysis had smoked 100 ciga-
rettes at baseline, some had experimented with cigarettes. We con-
trolled for individuals’ baseline predisposition to smoking by in-
cluding in the analysis a set of indicator variables that reflect 5
categories of baseline smoking status: nonsusceptible non-
smoker, susceptible nonsmoker, puffer, experimenter, and cur-
rent smoker. For this purpose, nonsmokers were defined as re-
spondents who had never puffed on a cigarette, puffers as those
who had puffed but not smoked a whole cigarette, experimenters
as those who had smoked at least 1 whole cigarette but none within
the past 30 days, and current smokers as those who had smoked
at least 1 cigarette, including 1 or more within the past 30 days.
Nonsmokers were further classified based on a measure of sus-
ceptibility to smoking that has been shown to reliably predict pro-
gression to established smoking.24-27,29 Nonsmokers were classi-
fied as nonsusceptible to smoking if they answered no to the
question, “Do you think that you will try a cigarette soon?” and
definitely not to the questions, “If one of your best friends were
to offer you a cigarette, would you smoke it?” and “At any time
during the next year do you think you will smoke a cigarette?”

Town-Level Predictor Variables

We examined the effect of the following town-level variables (in-
cluded as continuous variables except where noted): (1) the per-
centage of each town’s voters who voted yes on question 1, a 1992

(REPRINTED) ARCH PEDIATR ADOLESC MED/ VOL 162 (NO. 5), MAY 2008 WWW.ARCHPEDIATRICS.COM
478

©2008 American Medical Association. All rights reserved.
 at Boston University, on August 9, 2011 www.archpediatrics.comDownloaded from 

http://www.archpediatrics.com


ballot initiative that increased the cigarette tax and created a state-
wide tobacco control program; (2) the percentage of white resi-
dents in each town; (3) the percentage of youths (aged �18 years)
in each town; and (4) town population (�20 000, 20 000-
50 000, and �50 000). Of many town-level factors examined,
these were most strongly related to the strength of local restau-
rant smoking regulations in Massachusetts towns.32 The per-
centage of yes votes on question 1 served as a measure of the
baseline level of antismoking sentiment in each town before the
proliferation of local restaurant smoking regulations, which cor-
relates with the level of education in the town.33 All town-level
variables were obtained from the 2000 US Census, except for the
question 1 vote, which was obtained from the Division of Elec-
tions within the Massachusetts office of the secretary of state.

DATA ANALYSIS

Our data set has clustering at 2 levels. First, observations are
clustered within individual respondents. Each respondent may
contribute up to 2 observations in the data set. Second, respon-
dents are clustered within towns. Because observations among
individuals and respondents from the same town may be more
similar than observations across respondents or respondents
from different towns, we used a multilevel (hierarchical) lo-
gistic regression model to examine the relationship between
strength of town restaurant smoking regulations at baseline and
smoking progression. This procedure accounts for correlation
of data within individuals and within town “clusters,” reduc-
ing the probability of a type I error that could be introduced if
this correlation were ignored.22,34

All town-level variables were time-independent and
assessed at the start of the study (modeled at level 3), except
strength of restaurant smoking regulation, which was modeled
as a time-varying variable (at level 1), updated at each time
point (based on the strength of local restaurant smoking regu-
lation on the interview date). Time-independent individual-
level variables (entered at level 2) were sex, race, informant
education level, and household income. The following
individual-level variables were modeled as time varying (at
level 1): age group, presence of a household smoker, presence
of a close friend who smokes, exposure to school-based anti-
smoking messages, and baseline smoking status.

Three separate models were fit. The first model assessed over-
all progression to established smoking (from either nonsmoking
or experimentation). The second model assessed progression to
experimentation from a nonsmoking stage. The third model as-
sessed progression to established smoking only from experimen-
tation. Additional exploratory analyses stratified by baseline age
were conducted to assess whether age moderates the influence of
smoke-freerestaurantlawsonsmokinginitiation.Allanalyseswere
conductedusing2-sidedtestsandasignificance levelof .05.Analy-
ses were conducted using HLM statistical software, version 6.0
(Scientific Software International Inc, Lincolnwood, Illinois).

For the baseline sample, survey weights were computed that
adjusted for the number of telephones per household and, hence,
for the probability of selection, and for nonresponse. The most
important differences between respondents who were followed
up successfully and those who were lost to attrition were as fol-
lows: respondentswho followedupweremore likely tobeyounger,
to not have a smoker in the household, to have higher house-
hold income, to have more highly educated parents, to be never
smokers, to not be black or Hispanic, and to not have a close friend
who smokes. We created adjustments to the baseline weights by
using an iterative ranking procedure35 that yielded distributions
on age, race, smoking status, parental smoking, and parental edu-
cational level that either were identical to those at baseline or dif-
fered by at most 1 percentage point.

RESULTS

Our study sample consisted of 2791 unique individuals,
contributing 4596 observations. Analysis of overall pro-
gression to established smoking was based on all 4596
observations (wave 1 to wave 2: 2623; wave 2 to wave 3:
1818; and wave 1 to wave 3: 155). Analyses of separate
smoking stage transitions were based on 4491 observa-
tions (wave 1 to wave 2: 2572; wave 2 to wave 3: 1768;
and wave 1 to wave 3: 151). Sample sizes for the analy-
ses of separate smoking stage transitions were slightly
smaller than for overall progression to established smok-
ing because of missing or inconsistent data on smoking
stage for some individuals.

BASELINE CHARACTERISTICS OF THE SAMPLE

Of our total sample of 4596 observations (transitions or
nontransitions from nonsmoking or experimentation to
established smoking), the overall rate of progression to
established smoking during the follow-up periods was
9.3%, and it varied from 9.6% and 9.8% for youths liv-
ing in towns with weak and medium regulations, respec-
tively, to 7.9% for youths living in towns with strong lo-
cal restaurant smoking regulations (Table 1).

PREDICTORS OF OVERALL PROGRESSION
TO ESTABLISHED SMOKING

No association was found between medium restaurant
smoking regulations and progression to established smok-
ing (odds ratio [OR], 0.93; 95% confidence interval [CI],
0.67-1.30) (Table 2). However, youths living in towns
with a strong restaurant smoking regulation at baseline
had significantly lower odds of progressing to estab-
lished smoking (OR, 0.60; 95% CI, 0.42-0.85) com-
pared with those living in towns with weak regulations.

Other significant predictors of increased odds of pro-
gression to established smoking included older age group
(OR, 2.02; 95% CI, 1.16-3.51 [for youths aged 18-21 years
at baseline]), previous experimentation with cigarettes,
presence of an adult smoker in the household (OR, 1.54;
95% CI, 1.20-1.99), presence of a close friend who smokes
(OR, 1.91; 95% CI, 1.45-2.53), being male (OR, 0.66; 95%
CI, 0.51-0.85 [for females]), and living in a town with
more white residents (Table 2).

The association between strong restaurant smoking
regulations and overall progression to established smok-
ing seemed to differ by age of the respondent at base-
line. The association was present for young (aged 12-14
years) individuals (OR, 0.63) and middle-aged (aged 15-17
years) individuals (OR, 0.52), but not for older (aged
18-21 years) individuals (OR, 1.17).

PREDICTORS OF TRANSITION FROM
NONSMOKING TO EXPERIMENTATION

The strength of the local restaurant smoking regulation
was not significantly associated with the transition from
nonsmoking to experimentation (OR, 1.18; 95% CI, 0.94-
1.49 [for strong regulations]) (Table 2). Important pre-
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dictors of transition to experimentation included age (OR,
2.04 [for youths aged 15-17 years] and 2.67 [for youths
aged 18-21 years]), susceptibility to smoking (OR, 2.78
for susceptible youths), presence of an adult smoker in
the household (OR, 1.47), presence of a close friend who
smokes (OR, 1.63), and parental education level (OR, 0.80
for college graduates) (Table 2). No effect was found of
sex or the proportion of white residents in the respon-
dent’s town.

PREDICTORS OF TRANSITION FROM
EXPERIMENTATION TO ESTABLISHED SMOKING

Although living in a town with a medium-strength res-
taurant smoking regulation had no significant associa-
tion with the transition from experimentation to estab-
lished smoking, youths living in towns with strong
regulations had significantly lower odds of making this
transition (OR, 0.53; 95% CI, 0.33-0.86) (Table 2). Other
important predictors of transition from experimenta-
tion to established smoking included age (OR, 2.47 for
youths aged 18-21 years at baseline), more advanced ex-
perimentation, presence of a close friend who smokes (OR,
1.85), sex (OR, 0.61 for females), and percentage of white
residents in one’s town (OR, 1.38 for each 10–
percentage point increase). The presence of an adult
smoker in the household had no significant effect on this
transition. Informant education level was also not a sig-
nificant predictor of the transition from experimenta-
tion to established smoking.

The association between strong restaurant smoking
regulations and progression from experimentation to es-
tablished smoking seemed to differ by age of the respon-
dent at baseline. The association was present for young
(aged 12-14 years) individuals (OR, 0.57) and middle-
aged (aged 15-17 years) individuals (OR, 0.60) but not
for older (aged 18-21 years) individuals (OR, 0.99).

COMMENT

To our knowledge, this is the first study to examine the
effect of restaurant smoking laws on different stages of
the smoking initiation process. Using a hierarchical re-
peated-measures model that examined individual and con-
textual factors that influence smoking initiation, we found
not only that strong restaurant smoking regulations were
associated with a significant decrease in the odds of pro-
gression to established smoking among youths but also
that this association was specific to the transition from
experimentation to established smoking. In addition, the
effects of the smoking regulations seemed to be stron-
ger for young and middle-aged youths (aged 12-17 years).

The analysis did not directly examine the mecha-
nisms by which smoking bans might reduce smoking ini-
tiation. Nevertheless, the findings are consistent with the
conceptual hypothesis, from a previous study,7 that res-
taurant smoking bans affect smoking initiation by (1) re-
ducing youths’ exposure to smokers in public places,
which lowers their perception of smoking prevalence, and
(2) changing the perceived social acceptability of smok-
ing. Both of these effects would be expected to influence

Table 1. Baseline Characteristics of Cohort
and Progression to Established Smoking
by Individual and Contextual Variables

Variable
Total,

No. (%)a,b

Progression
to Established
Smoking, %a,c

Total 4596 9.3
Main predictor variable (level 1)

Strength of local restaurant smoking
regulation

Weak 2529 (55.2) 9.6
Medium 1049 (22.8) 9.8
Strong 1018 (22.0) 7.9

Individual-level time-varying covariates
(level 1)

Age group, y
12-14 1832 (40.5) 5.7
15-17 2303 (49.6) 11.2
18-21 461 (9.9) 14.1

Baseline smoking status
Nonsusceptible never smoker 2664 (58.3) 2.7
Susceptible never smoker 769 (16.8) 7.1
Puffed 557 (12.0) 13.5
Smoked whole cigarette 406 (8.8) 30.0
Smoked in past 30 d 200 (4.1) 53.9

Presence of adult smoker in household
No 3243 (70.4) 7.4
Yes 1353 (29.6) 13.7

Presence of close friend who smokes
No 3240 (71.0) 5.1
Yes 1356 (29.0) 19.5

Exposure to school-based antismoking
messages

No 1331 (32.2) 9.7
Yes 2795 (67.8) 8.6

4-y Follow-up period (wave 1 to wave 3)
No 4441 (96.6) 8.9
Yes 155 (3.4) 20.1

Individual-level covariates (level 2)
Sex

Male 2318 (50.9) 10.1
Female 2278 (49.1) 8.4

Race/ethnicity
Non-Hispanic white 3788 (82.3) 9.3
Other 775 (17.7) 8.4

Informant education level
Not college graduate 2342 (52.9) 10.3
College graduate 2173 (47.1) 8.2

Annual household income, $
�50 000 945 (26.4) 9.6
�50 000 2813 (73.6) 8.9

Town-level covariates (level 3)
Yes vote on question 1, %d

�50 2390 (53.1) 9.2
�50 2206 (46.9) 9.3

Residents who are white, %d

�90 1645 (35.8) 7.7
�90 2951 (64.2) 10.1

Residents who are youths, %d

�25 2317 (50.8) 9.5
�25 2279 (49.2) 9.0

Town population
�20 000 1833 (39.2) 10.6
20 000-50 000 1656 (36.6) 8.8
�50 000 1107 (24.3) 7.7

aPercentages in table are weighted to reflect initial probability of participant
selection into sample.

bTotal number of observations (individuals may have �2 follow-up
observations).

cProgression to established smoking is defined as having smoked 100
cigarettes in one’s lifetime.

dModeled as continuous variables in analysis.
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the transition from experimentation to established smok-
ing but not experimentation in the first place.

In general, our results are consistent with the finding
from earlier studies17,20,28,36-46 that purely individual-

level factors are more important in influencing smoking
experimentation, whereas community-level factors mainly
exert an influence on the transition from experimenta-
tion to regular cigarette use. The major community-

Table 2. Data for Overall Progression to Established Smoking, Transition From Nonsmoking to Experimentation,
and Transition From Experimentation to Established Smoking

Variable

Overall Progression
to Established

Smokinga,b

Transition
From Nonsmoking

to Experimentationa,c

Transition
From Experimentation

to Established Smokinga,d

Main predictor variable (level 1)
Strength of local restaurant smoking regulation

Weak 1 [Reference] 1 [Reference] 1 [Reference]
Medium 0.93 (0.67-1.30) 1.01 (0.78-1.31) 0.78 (0.47-1.30)
Strong 0.60 (0.42-0.85) 1.18 (0.94-1.49) 0.53 (0.33-0.86)

Individual-level time-varying covariates (level 1)
Age group, y

12-14 1 [Reference] 1 [Reference] 1 [Reference]
15-17 1.22 (0.90-1.64) 2.04 (1.63-2.54) 1.09 (0.65-1.82)
18-21 2.02 (1.16-3.51) 2.67 (1.51-4.72) 2.47 (1.04-5.86)

Baseline smoking status
Nonsusceptible never smoker 1 [Reference] 1 [Reference] 1 [Reference]
Susceptible never smoker 2.84 (1.85-4.36) 2.78 (2.11-3.66) NA
Puffed 4.65 (3.16-6.84) NA NA
Smoked whole cigarette 14.60 (9.84-21.7) NA 3.14 (2.07-4.76)
Smoked in past 30 d 45.80 (29.10-72.20) NA 11.50 (7.36-18.10)

Presence of adult smoker in household
No 1 [Reference] 1 [Reference] 1 [Reference]
Yes 1.54 (1.20-1.99) 1.47 (1.16-1.87) 1.31 (0.87-1.99)

Presence of close friend who smokes
No 1 [Reference] 1 [Reference] 1 [Reference]
Yes 1.91 (1.45-2.53) 1.63 (1.25-2.13) 1.85 (1.24-2.77)

Exposure to school-based antismoking messages
No 1 [Reference] 1 [Reference] 1 [Reference]
Yes 0.76 (0.56-1.04) 0.94 (0.75-1.18) 0.74 (0.47-1.16)

4-y Follow-up period (wave 1 to wave 3)
No 1 [Reference] 1 [Reference] 1 [Reference]
Yes 2.92 (1.58-5.41) 1.82 (1.14-2.92) 3.88 (1.42-10.60)

Individual-level covariates (level 2)
Sex

Male 1 [Reference] 1 [Reference] 1 [Reference]
Female 0.66 (0.51-0.85) 0.97 (0.78-1.21) 0.61 (0.42-0.90)

Race/ethnicity
Non-Hispanic white 1 [Reference] 1 [Reference] 1 [Reference]
Other 1.09 (0.66-1.78) 0.91 (0.67-1.23) 1.33 (0.77-2.30)

Informant education level
Not college graduate 1 [Reference] 1 [Reference] 1 [Reference]
College graduate 0.90 (0.68-1.18) 0.80 (0.65-0.99) 0.79 (0.53-1.18)

Annual household income, $
�50 000 1 [Reference] 1 [Reference] 1 [Reference]
�50 000 1.03 (0.74-1.43) 1.08 (0.80-1.47) 1.07 (0.60-1.90)

Town-level covariates (level 3)
Percentage yes vote on question 1e 0.93 (0.80-1.08) 1.13 (0.99-1.29) 0.87 (0.69-1.11)
Percentage of residents who are whitee 1.24 (1.05-1.46) 1.10 (0.96-1.27) 1.38 (1.13-1.69)
Percentage of residents who are youthse 0.91 (0.62-1.33) 0.76 (0.58-0.99) 0.89 (0.51-1.58)
Town population

�20 000 1 [Reference] 1 [Reference] 1 [Reference]
20 000-50 000 0.86 (0.61-1.21) 0.83 (0.64-1.08) 0.83 (0.49-1.40)
�50 000 0.91 (0.56-1.49) 1.03 (0.68-1.56) 0.81 (0.39-1.71)

Abbreviation: NA, data not applicable.
aData are given as odds ratio (95% confidence interval).
bProgression to established smoking is defined as having smoked 100 cigarettes in one’s lifetime. Analyses based on 2791 individuals living in 301 towns,

contributing 4596 observations.
cAnalyses based on 2091 individuals living in 286 towns, contributing 3301 observations.
dAnalyses based on 808 individuals living in 240 towns, contributing 1059 observations.
eThe odds ratios were associated with each 10–percentage point increase in variable.

(REPRINTED) ARCH PEDIATR ADOLESC MED/ VOL 162 (NO. 5), MAY 2008 WWW.ARCHPEDIATRICS.COM
481

©2008 American Medical Association. All rights reserved.
 at Boston University, on August 9, 2011 www.archpediatrics.comDownloaded from 

http://www.archpediatrics.com


level factor we examined—smoke-free restaurant poli-
cies—exerted an effect only on the transition to regular
use. Parental smoking and parental education level, how-
ever, were significant predictors only for cigarette ex-
perimentation.

These results have a number of important public health
policy implications. First, they suggest that local smoke-
free restaurant laws may decrease youth smoking initia-
tion. These results extend the follow-up period of our
preliminary study9 to 4 years and improve the overall
power of our analysis. If it represents a true effect, the
observed 40% reduction in the odds of progression to es-
tablished smoking in towns with local restaurant smok-
ing bans would suggest that smoke-free policies may be
the most effective intervention available to reduce youth
smoking.

Second, these findings demonstrate the importance of
considering individual-level and contextual factors and
of separating the effects of each on various stages of the
smoking initiation process. We found, for example, that
parental smoking is a strong factor in predicting which
youths will experiment with cigarettes. However, once
that experimentation has taken place, parental smoking
was no longer a factor in the progression to regular ciga-
rette use. This suggests that although interventions that
address the role of parents in putting youths at risk for
smoking may be effective in deterring experimentation,
they are unlikely to succeed in halting the progression
to regular smoking among youths who have already tried
cigarettes.

Third, our results suggest that the early and middle
periods of adolescence are critical times of susceptibil-
ity to public policy interventions. Smoke-free restau-
rant regulations seemed to be less effective for youths older
than 18 years.

The primary potential threat to the validity of our find-
ings is the relatively high rate of loss to follow-up in the
study. Although not unusual for a telephone survey fol-
lowing up individuals for 4 years, the follow-up rates of
72.8% at wave 2 and 57.8% at wave 3 introduce the pos-
sibility of a differential loss to follow-up bias. However,
we believe loss to follow-up is an unlikely explanation
of our results because loss to follow-up was lower among
youths living in towns with strong regulations than among
youths living in towns with weak regulations, and those
lost to follow-up are more likely to be smokers. At wave
2, for example, only 23.9% of youths living in towns with
strong regulations at wave 1 were lost to follow-up com-
pared with 29.0% of youths living in towns with weak
regulations. In addition, we expect that those lost to fol-
low-up are more likely to be smokers because follow-up
was higher for households with a higher education level
and income and for youths who were never smokers with-
out household smokers or close friends who smoked. This
combination would bias the results toward the null and
result in an underestimate of the effect of smoking regu-
lations because it would produce differentially fewer
smokers at follow-up among respondents living in towns
with weak regulations. Also, sampling weights were used
to yield a study sample that was identical to the full base-
line sample in terms of age, race, smoking status, and pa-
rental smoking and education level.

A second limitation of this research is that it is not clear
whether the results are generalizable to other popula-
tions. Local clean indoor air regulations in Massachusetts
were adopted under a broad and aggressive statewide an-
tismoking campaign that included a state-of-the-art me-
dia campaign that aimed to denormalize smoking and edu-
cate the public about the hazards of secondhand smoke.
It is not clear whether restaurant smoking laws would have
similar effects on youth smoking behavior in states where
widespread antismoking programs are not present.

Despite these limitations, the evidence presented in
this article suggests that local smoke-free restaurant laws,
if they are strong enough (ie, complete smoking bans),
may significantly lower youth smoking initiation by im-
peding the progression from cigarette experimentation
to regular or established smoking. Further research is
needed to examine the effect of local restaurant smok-
ing regulations in other states, especially in the absence
of statewide antismoking programs, and to explore po-
tential mediating factors between restaurant smoking bans
and youth smoking behavior.
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A PIECE OF MY MIND

Physicians Behaving Badly

THE ISSUE OF PEER RELATIONSHIPS IN MEDICINE IS BARELY

mentioned in the literature. A recent MEDLINE search
using key terms professionalism, physician communi-

cation, physician relationships, interphysician relationships,
and interphysician communication yielded a wealth of writ-
ings on ethical and cultural concerns and the patient-
physician relationship, but just one piece addressing clear
and adequate communication between physicians.1 This ar-
ticle addressed the problem from an educational rather than
an ethical or collegial perspective, successfully testing the
hypothesis that a virtual computer program could be used
to enhance medical students’ consultative and collabora-
tive skills.

In the past several months numerous incidences have
emerged from my own practice highlighting the problem
of noncommunication in medicine.

I recently received word from a rehabilitation hospital that
Anne, a patient I had followed for years, had been dis-
charged home. The facility faxed me a brief summary of
events, a set of laboratory values, and an updated medica-
tion list, and Anne, I was told, was to be seen the next day
by a visiting nurse. I had never been told that Anne had been
admitted for rehabilitation, nor had I been informed of the
emergency department visit and hospitalization for an acute
stroke that had preceded her subacute stay. During a three-
week window, Anne had been treated in two separate in-
patient facilities and cared for by numerous physicians, but
not one of them had contacted me. I assume these physi-
cians knew that I was Anne’s primary care physician be-
cause I belatedly received an abbreviated copy of her course
in the rehabilitation facility.

Anne and her 90-year-old husband lived in subsidized hous-
ing. They were retired and survived on a meager fixed in-
come. At her last office visit Anne had been taking medica-
tions for hypertension, type 2 diabetes mellitus, and urge
incontinence, which I had chosen for cost containment, dos-
ing convenience, and effectiveness. During her hospital stay
these medications were changed to more expensive and dose-
inconvenient formulations about which I was never in-
formed. Her new copayments were significantly higher than
her old, and had I not reinstituted her long-standing regi-
men, she would have quickly reached and spent through the
Medicare “doughnut hole.” In addition, many of her new medi-
cations had been prescribed without regard for their effect
on a 90-year-old woman whose only prior symptoms had been
arthralgias, which had never affected her mobility.

In another incident, Susan, one of my most stoic and de-
voted patients, developed a nonhealing toe ulcer. I referred

her to a vascular medicine specialist, who documented se-
vere peripheral vascular disease then sent her for surgical
evaluation. Neither consultant contacted me. Several weeks
later, wholly by accident, I found Susan on our inpatient
surgical service. She had been admitted for a lower-
extremity bypass, had had a difficult and depressing admis-
sion, and had then been scheduled for transfer to rehabili-
tation. At no point during her preoperative evaluation or
inpatient treatment had either of her consulting physicians
updated me on her care. After discovering Susan on the vas-
cular surgeon’s inpatient service, I personally spoke with him
and asked that in the future he keep me abreast of her
progress. However, I was not informed of either of her fol-
lowing two admissions—one for a wound infection at the
bypass site, and the next for a below-knee amputation when
the bypass failed.

In another case, Bob, a refreshingly blunt retired engi-
neer, had been my patient for two years when he was diag-
nosed with stomach cancer. I provided his general care, but
his oncologist and psychiatrist were essential to our team. I
called Bob at home last month just to check up on him and
left a message on his answering machine. His daughter tele-
phoned me later to tell me that he was dead! Two weeks
earlier he had been admitted to a community hospital and
diagnosed with multilobar pneumonia. He had opted for
comfort measures and passed away the next day. Not one
of Bob’s hospitalists (he was apparently seen by several in
succession) had contacted any of his regular physicians. As
a result his family had buried him, sat shiva, and gone home,
all without a timely condolence from his primary medical
team.

These vignettes point to a problem of noncommunica-
tion among physicians. Most of us, given time to reflect,
would consider it disrespectful to dramatically alter a pa-
tient’s regimen, to operate on him, or to fill out his death
certificate without first calling at least one of his primary
physicians. Yet such behaviors are so common in modern
practice that many of us may no longer even notice them.

These stories also reflect the difficult fact that such lack
of communication has real consequences for the quality of
care we deliver. Anne was prescribed medicines she could
neither easily take nor afford, Susan was forced to make cru-
cial medical decisions without the counsel of the physician
she trusted and knew best, and an oversight by Bob’s inpa-
tient team left his family disappointed and his primary medi-
cal team embarrassed.
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Further, most physicians would likely agree that by
inadequately collaborating with others involved in our
patients’ care, we miss critical pieces of their histories and
thus either perform redundant workups or fail to address
important medical issues. This very point was elegantly
demonstrated by Moore et al,2 who found that poor com-
munication between inpatient and outpatient physicians
at the time of hospital discharge significantly reduced the
likelihood that recommended follow-up studies will be
performed.

The current trend toward noncommunication has grave
consequences for the future of the patient-physician rela-
tionship. Physicians are increasingly open to scrutiny and
our patients are more aware than ever of our fallibility, yet
our ability to deliver care requires our patients’ confidence.
When our patients sense that their physicians are not com-
municating appropriately with each other or, worse, undo-
ing one another’s work, their belief in our collective ability
to care for them deteriorates. As a family of professionals,
we should never let this happen.

Partial explanation for this breakdown of communica-
tion in our profession may rest with the expectations by
HMOs, insurance companies, and physicians’ employers to
see ever-increasing numbers of patients, thus decreasing our
time to communicate. However, the fault is primarily ours
for being too inconsiderate or lazy to call, e-mail, or write
our colleagues to provide information and relay our con-
cerns about our mutual patients who have entrusted their
and their loved ones’ care to us. This sobering realization
and knowledge that we, too, can and certainly will be pa-
tients should make us behave responsibly to our patients
and colleagues. Until we do, we may be at best proficient in
the science of medicine, but will never master the more dif-
ficult art.

While Anne’s, Susan’s, and Bob’s stories are discourag-
ing, and while in moments of contemplation we may find
ourselves appalled by how poorly we treat one another, there
is certainly hope for the future. Last week one of my pa-
tients was admitted to the neurology service at a local teach-
ing hospital. When I visited him the next morning, I intro-

duced myself to his resident and told her a bit about his
previous care. In only her second year of training, this house
officer had an innate appreciation of proper communica-
tion. She e-mailed me midweek to discuss my patient’s
progress and on the very day of his discharge sent me a sum-
mary and a list of his follow-up appointments. I compli-
mented both the young physician and her program direc-
tors by e-mail, and they were all delighted to hear such
positive feedback.

All behavior is modeled, taught, and reinforced. If we ex-
pect no more from one another than what we currently re-
ceive, our workplace milieu, our ability to deliver excellent
patient care, and our professional standing will continue to
slide. Until recently, I had never considered it necessary to
ask hospitals for discharge summaries of my admitted pa-
tients, but I now realize that I need to request what I had
previously considered an expected courtesy. I have also de-
cided to withhold referrals to physicians who don’t pro-
vide me with timely resumes of their thoughts or who don’t
involve me in important health care decisions involving my
patients.

This problem of poor communication needs attention and
correction. Perhaps responsibility should rest with medi-
cal schools’ admission committees, curriculum commit-
tees, and residency program directors. Some students in-
nately possess these interpersonal skills while for others,
communication between colleagues can be taught, role mod-
eled, and even enforced by experts. Finding those experts
or rewarding them appropriately in today’s medical cli-
mate may not be easy but is worth the try, considering the
stakes.

Michael D. Stillman, MD
Boston, Massachusetts
michael.stillman@bmc.org

1. Sijstermans R, Jaspers MW, Bloemendaal PM, Schoonderwaldt EM. Training
inter-physician communication using the Dynamic Patient Stimulator. Int J Med
Inform. 2007;76(5-6):336-343.
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unresolved medical issues. Arch Intern Med. 2007;167(12):1305-1311.
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ABSTRACT

Aims To examine the impact of alcohol use on depressive symptoms in human immunodeficiency virus (HIV)-
infected patients. Design Data were collected at 6-month intervals and analyzed to evaluate the association between
alcohol dependence and consumption on depressive symptoms using longitudinal mixed-effects regression models
controlling for specified covariates. Measurements The two independent variables were current alcohol dependence
assessed using the Composite International Diagnostic Interview (CIDI) and past month consumption (heavy versus
not heavy drinking) using a validated calendar-based method. The primary outcome was depressive symptoms as
measured by the Center for Epidemiologic Studies Depression Scale (CES-D). Participants HIV-infected adults with
current or past alcohol problems. Findings Alcohol dependence and heavy alcohol use were significantly associated
with higher CES-D scores in unadjusted models. In adjusted analyses, the association of current alcohol dependence
persisted [mean difference in CES-D was 3.49 for dependence versus non-dependence; 95% confidence interval (CI):
1.76–5.22]; however, the effect of heavy drinking was no longer statistically significant (mean difference in CES-D was
1.04 for heavy versus not heavy drinking; 95% CI: -0.24–2.32). Conclusions Alcohol use is associated with more
depressive symptoms in HIV-infected patients with alcohol problems. This association remains significant after adjust-
ing for potential confounders only when alcohol use meets the criteria for alcohol dependence.
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INTRODUCTION

The life-time prevalence of an alcohol use disorder is
higher in people living with human immunodeficiency
virus/acquired immune deficiency syndrome (HIV/AIDS)
(26–60%) than it is in the general population (14–24%)
[1–9]. In a national sample of HIV-infected patients,
8–12% were heavy drinkers, a proportion approximately
twice that of the US national average [10,11]. Depressive
symptoms are also more common in HIV-infected
patients, with studies reporting a life-time prevalence of

depression ranging from 22% to 45% compared to 4% in
the general population [12–17].

Alcohol use and depressive symptoms impact signifi-
cantly upon the course of each other [18–20]. Given the
high prevalence of these conditions in HIV-infected
patients, they are likely to co-occur more frequently in
this patient population.

Both alcohol use and depressive symptoms have a sub-
stantial impact on HIV-related behaviors and disease out-
comes. Alcohol use has been associated with suboptimal
utilization of medical services. For example, patients with

†This work was presented at the Annual Meeting of the Society of General Internal Medicine, 28 April 2006, Los Angeles, California.
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alcohol use disorders delay seeking treatment for HIV
infection [21]. Alcohol problems in HIV-infected patients
are associated with poor adherence to antiretro-
viral therapy (ART) [8,11,22–25], worse treatment
response and more rapid HIV disease progression, as evi-
denced by lower CD4 lymphocyte counts and higher HIV
RNA [23,24], and an increase in high-risk sexual behav-
iors [26–30]. Similarly, depressive symptoms have a
multi-faceted effect on HIV-infected people, including
increased immune dysfunction, biochemical alterations
and adverse effects on medication adherence [31–33]. In
addition, depressive symptoms in HIV-infected patients
have been associated with increased deaths, with one
study revealing a mortality rate in HIV-infected women
with depressive symptoms of twice that found in those
without depressive symptoms [34].

In sum, both alcohol and depressive symptoms
co-occur in adults and more often in those with HIV
infection; both can impact HIV behaviors and outcomes.
While these findings are compelling, research to date has
not examined the impact of alcohol use on depressive
symptoms in HIV-infected patients. Knowledge regarding
how these factors relate to each other, particularly how
alcohol consumption can affect depressive symptoms, is
important because, if associated strongly, addressing
alcohol use could have substantial impact on both depres-
sive symptoms and HIV behaviors and outcomes. There-
fore, the purpose of this study was to determine if current
alcohol dependence and alcohol consumption affect
depressive symptoms in people with HIV infection. We
studied this association in a prospective cohort of HIV-
infected patients with past or current alcohol problems.

METHODS

Study design

We conducted an analysis of data from a prospectively
followed cohort of HIV-infected subjects enrolled in
the HIV-LIVE (HIV–Longitudinal Interrelationships of
Viruses and Ethanol) study between August 2001 and
July 2003. Data on alcohol use behaviors and depressive
symptoms were collected prospectively every 6 months by
trained interviewers using standardized instruments.
In-person assessment interviews and laboratory tests
were scheduled every 6 months for a total of 36 months
of follow-up. We examined the association between
alcohol dependence and consumption with depressive
symptoms in this cohort of HIV-infected adults with
current or past alcohol problems.

Eligibility criteria included the following: HIV infec-
tion documented by HIV antibody test by enzyme-linked
immunosorbent assay (ELISA) with Western blot confir-
mation; current or past alcohol problems supported

either by two or more positive responses to the CAGE
(Cut-down, Annoyed, Guilty, Eye-opener) alcohol screen-
ing questionnaire [35,36] or by a study physician inves-
tigator’s clinical determination of alcohol abuse or
dependence; the ability to speak English or Spanish; iden-
tification of a contact person who knew the subject’s
whereabouts; a score of greater than 20 on the Folstein
Mini-Mental State Examination [37,38]; and a trained
interviewer assessment that the subject was capable of
giving informed consent and answering the interview
questions. Subjects were recruited from several different
sources, including: (1) a previous cohort study of people
with HIV and alcohol problems (n = 154, 38%) [25]; (2)
the Diagnostic Evaluation Unit (DEU), an intake clinic for
HIV-infected patients at Boston Medical Center (BMC)
(n = 87, 22%) [39]; (3) the HIV Primary Care and Spe-
cialty Clinics at Beth Israel Deaconess Medical Center
(BIDMC) (n = 31, 8%); and (4) additional health care
centers, homeless shelters, drug treatment programs,
subject referrals and flyers (n = 128, 32%). The Institu-
tional Review Boards of Boston Medical Center and Beth
Israel Deaconess Medical Center approved this study.
Additional privacy protection was secured by the issu-
ance of a Certificate of Confidentiality by the Department
of Health and Human Services to protect subjects from
release of their research data even under a court order or
subpoena.

Measurements

The primary outcome variable was the Center for Epide-
miologic Studies, Depression Scale (CES-D) [40] score.
The CES-D is a 20-item self-report questionnaire used to
assess the presence and severity of depressive symptoms,
with scores ranging from 0 to 60.

One of the two independent variables of interest was
current alcohol dependence, defined as a diagnosis of
alcohol dependence by meeting diagnostic criteria in the
past 6 months and assessed using the reference standard
Composite International Diagnostic Interview (CIDI)
[41]. The second independent variable was past-month
alcohol consumption [heavy drinking (more than four
drinks on 1 day or more than 14 drinks per week on
average for men; more than three or more than seven
drinks, respectively, for women) versus not heavy drinking
(none or moderate) amounts] as assessed using a validated
calendar-based method [42]. We stratified the cohort
further into abstinent (no alcohol consumption), moder-
ate (any alcohol consumption but not heavy drinking),
heavy drinking and very heavy drinking (>4 separate days
of more than four drinks on 1 day for men; >4 separate
days of more than three drinks on 1 day for women).

Other specific subject characteristics assessed
included age, sex, race/ethnicity, homelessness (defined
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as having spent at least one night either on the street or in
a shelter in the 6 months before the interview) [43] and
hepatitis C (HCV) antibody status. We also assessed for
the presence of other medical comorbidities (using the
Katz comorbidity scale) [44]. Medical diagnoses were
read to the participants, and they indicated whether they
had been hospitalized for these reasons in the previous 6
months. Data were collected on antiretroviral medication
use and adherence, past month heroin and cocaine use,
CD4 cell counts and HIV log RNA measurements as
measured using branched-chain DNA techniques [45].
Adherence to ART was determined using the AIDS Clini-
cal Trials Group Questionnaire for Adherence to Anti-
Retroviral Medications [46]. Subjects who reported being
less than 100% adherent during the previous 3 days were
considered not adherent.

Participants

The baseline characteristics of the 400 subjects enrolled
in the HIV-LIVE study included a mean age of 43 years
[standard deviation (SD) = 7.4, range = 21–71], 75%
were men, 41% were black, 33% were white, 19% were
Hispanic and 7% were other races/ethnicities. Twenty-
five per cent of the sample were homeless, 59% (232 of
396) were hepatitis C antibody positive, 64% reported
current illicit drug use. Ten per cent met criteria for
alcohol dependence, 31% reported heavy drinking, 11%
reported moderate drinking and 58% reported no
alcohol consumption. The mean CES-D score was 22
(SD = 12.9, range = 0–56); 46% reported adherence to
antiretroviral medication, 16% reported non-adherence
and 38% reported not being on any antiretroviral medi-
cations. The mean CD4 count was 455 cells/mm3

(SD = 299, range = 8–1809) and the mean HIV log RNA
was 2.98 copies/ml (SD = 1.35, range = 1.5–5.88). The
median number of study visits per subject was four
(interquartile range three to six visits) and the median
time between baseline and last follow-up visit (in
months) was 23.6 months (interquartile range 16.7–
30.3 months).

Data analyses

Analyses of demographic and clinical characteristics at
baseline included descriptive statistics. Separate linear
mixed effects multiple regression models [47] were used
to examine the association between both alcohol depen-
dence and current alcohol consumption and depressive
symptoms. Alcohol dependence and consumption were
modeled as time-varying variables. The models controlled
for the following covariates: gender, age, race/ethnicity
(black versus non-black), homelessness (yes versus no),
HCV antibody status (positive versus negative), the Katz
comorbidity scale, any past month illicit drug use (yes

versus no), antiretroviral medication use and adherence
(three-category variable: not on ART, on ART but not
adherent, adherent ART), CD4 cell counts, HIV log
RNA measurements and time since study enrollment
(months). Age, Katz comorbidity scale, CD4 cell count
and HIV log RNA were included in regression models as
continuous variables. All other covariates were included
as categorical variables using dummy variables. ART
medication status, illicit drug use, CD4 cell count, HIV log
RNA and time since study enrollment were included as
time-varying covariates. All other covariates were taken
from the baseline assessment. The linear mixed models
included a random intercept and random slope for each
subject to account for the correlation from including mul-
tiple observations from the same subject. Models were
fitted using an unstructured variance covariance matrix
and empirical standard errors were reported for all analy-
ses. All HIV-LIVE subjects were included in the current
analyses. To minimize the potential for colinearity, we
assessed correlation between each pair of independent
variables and verified that no pair of variables included in
the same regression model was highly correlated (i.e.
>0.40). All analyses used two-tailed tests of significance
and were performed using SAS software (version 8.2; SAS
Institute, Cary, NC, USA). P-values <0.05 were consid-
ered statistically significant.

RESULTS

Using longitudinal regression models, we found that
current alcohol dependence was associated with higher
CES-D scores in unadjusted models (24 versus 21;
P < 0.0001) and that the association persisted in
adjusted analyses (24 versus 21; P < 0.0001) (Table 1).
The impact of alcohol dependence and the specified
covariates on depressive symptoms are displayed in
Table 2. Subjects with alcohol dependence, who were
HCV antibody-positive or currently using illicit drugs
exhibited significantly higher CES-D scores (all P-values
<0.01). Subjects who were black or who were adherent
to their ART exhibited significantly lower CES-D scores
(all P-values <0.05). Additional exploratory analyses
controlling for marital/partner status produced similar
findings [mean difference in CES-D was 3.44 for depen-
dence versus non-dependence; 95% confidence interval
(CI): 1.73–5.16; mean difference in CES-D was 1.08
for heavy versus not heavy drinking; 95% CI:
-0.20–2.35].

In contrast, while the unadjusted mean CES-D scores
were significantly higher for heavy drinkers compared
with those who were not (23 versus 21; P = 0.005)
(Table 3), in the adjusted analysis controlling for the
specified covariates, the difference in the mean CES-D
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scores was attenuated and no longer significant (22
versus 21; P = 0.11).

When this relationship was assessed further using the
four drinking categories, depressive symptoms appeared
to increase as drinking levels increase [adjusted mean
CES-D scores (SD): non-drinkers 21 (0.81); moderate
drinkers 21 (1.01); heavy drinkers 22 (0.93); very heavy
drinkers 23 (1.15)]; however, the differences were not
statistically significant.

DISCUSSION

As both unhealthy alcohol use and depressive symptoms
are common among HIV-infected individuals, under-
standing the relationship between these two comorbidi-
ties has significance for optimal patient care. Our study
found that current alcohol dependence was associated
independently with more depressive symptoms in HIV-
infected patients with current or past alcohol problems.

Table 1 The association between current alcohol dependence and depressive symptoms.

Currently alcohol-dependent Not alcohol-dependent Mean difference (95% CI) P-value

Unadjusted mean depressive
symptoms (SE)*

24 (0.93) 21 (0.57) 3.54 <0.0001
(1.89, 5.19)

Adjusted† mean depressive
symptoms (SE)‡

24 (1.05) 21 (0.77) 3.49 <0.0001
(1.76, 5.22)

*Analyses based on 400 subjects contributing 1721 observations. †The adjusted mean scores control for gender, age, race/ethnicity (black versus
non-black), homelessness, hepatitis C virus antibody status, the Katz comorbidity scale, past month illicit drug use, antiretroviral therapy medication use
and adherence, CD4 cell counts, human immunodeficiency virus log RNA measurements, and time in months since study enrollment. ‡Analyses based
on 391 subjects contributing 1509 observations. CI: confidence interval; SE: standard deviation.

Table 2 Multivariable analysis of the association between current alcohol dependence and covariates with depressive symptoms.

Characteristic
Adjusted mean difference in
depressive symptoms (SE) 95% confidence interval P-value

Currently alcohol-dependent 3.49 (0.88) 1.76,5.22 <0.0001
Female 2.36 (1.34) -0.28,5.00 0.08
Age -0.03 (0.08) -0.18,0.13 0.73
Black race -2.52 (1.14) -4.76,-0.27 0.03
Homelessness 1.43 (1.29) -1.10,3.96 0.27
HCV antibody positive 4.60 (1.17) 2.31,6.89 <0.0001
Katz medical comorbidity 0.05 (0.18) -0.30,0.40 0.78
Current illicit drug use 1.71 (0.63) 0.48,2.94 0.006
HIV log RNA 0.41 (0.28) -0.15,0.96 0.15
CD4 cell count -0.002 (0.001) -0.0046,0.0006 0.13
Adherent to highly active antiretroviral therapy

versus not on medications
-1.76 (0.88) -3.48,-0.04 0.04

Not adherent to highly active antiretroviral
therapy versus not on medications

-1.22 (0.91) -3.00,0.56 0.18

HIV: human immunodeficiency virus; SE: standard error.

Table 3 The association between current heavy drinking and depressive symptoms.

Current heavy drinking Not heavy drinking Mean difference (95% CI) P-value

Unadjusted mean depressive
symptoms (SE)*

23 (0.75) 21 (0.58) 1.76 0.005
(0.53, 2.98)

Adjusted† mean depressive
symptoms (SE)‡

22 (0.90) 21 (0.77) 1.04 0.11
(-0.24, 2.32)

*Analyses based on 400 subjects contributing to 1726 observations. †The adjusted mean scores control for gender, age, race/ethnicity (black versus
non-black), homelessness, hepatitis C virus antibody status, the Katz comorbidity scale, past month illicit drug use, antiretroviral therapy medication use
and adherence, CD4 cell counts, human immunodeficiency virus log RNA measurements, and time in months since study enrollment. ‡Analyses based
on 391 subjects contributing to 1514 observations. CI: confidence interval; SE: standard error.
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We did not detect a statistically significant association
between heavy drinking and depressive symptoms.
Finally, our results substantiate previous work that dem-
onstrated additional factors, such as being HCV antibody-
positive or currently using illicit drugs being associated
with depressive symptoms among HIV-infected patients
with alcohol problems [48]. Our study also found that
those who were black or adherent to their antiretroviral
medications had significantly lower CES-D scores. This
relationship between race and depression in patients with
alcohol dependence has also been found in a large
national sample [49]. Similarly, the relationship we found
between adherence to antiretroviral medications and
depression has been demonstrated by a number of
studies, although the directionality of the relationship
(i.e. change in adherence leading to change in depressive
symptoms versus change in depressive symptoms leading
to change in adherence) is not clear [25,50,51].

The relationship between substance abuse and mental
health was highlighted recently by the Institute of Medi-
cine (IOM) in its report entitled Improving the Quality
of Health Care for Mental and Substance-Use Conditions:
Quality Chasm Series [52]. This report has as a funda-
mental principle that the physical health of the patient is
linked tightly to his/her substance use status and mental
health. The current results demonstrate that, in addition,
these important mental health and substance use factors
relate not only to physical health such as HIV disease, but
also relate to each other. Depressive symptoms are not
independent of the use and consequences of one’s
alcohol use. Our study highlights the important relation-
ship between alcohol use and depressive symptoms in
patients with HIV disease. The importance of depressive
symptoms among HIV-infected people has been noted
previously, perhaps most impressively in a previous study
in HIV-infected women in which depressive symptoms, as
measured by the CES-D scale, were associated with HIV
disease progression and death [34]. Therefore, any wors-
ening of depressive symptoms is of major concern and
any factor that might ameliorate depressive symptoms is
of great interest.

A recent systematic review of the literature focusing
specifically upon the impact of alcohol problems in indi-
viduals with major depression found that alcohol prob-
lems are common in people with depression and that they
are associated with a number of adverse clinical and
health care outcomes [18]. While the majority of these
data focused upon the effect of alcohol dependence on
depression outcomes and revealed findings similar to our
study, they did not provide data on the impact of lower
levels of alcohol consumption, such as heavy or problem
drinking, on depressive symptoms. A subsequent study by
Alati et al. did find a linear relationship between alcohol
consumption and depressive and anxiety symptoms at

certain stages in the lives of their subjects, but also con-
cluded that this relationship was dependent upon the
gender and age of the subjects [53]. Of note, we are
unaware of any similar studies that have examined the
impact of alcohol dependence or use on depression out-
comes specifically in HIV-infected patients.

Our study has several limitations. Although we did not
detect an association between current heavy drinking
and depressive symptoms in this cohort, it is important to
note that our study cohort had a significant burden of
depressive symptoms at baseline and therefore may be
masking some of the impact that varying levels of alcohol
had on these symptoms. Furthermore, while the CES-D
is recognized as a well-validated scale that has been
used extensively in medically ill patient populations to
measure depressive symptoms, it is not a diagnostic
instrument for depression. A recent study examining the
association between alcohol and depression highlighted
that there are certain factors such as gender and methods
of measuring these two conditions that must be
taken into consideration when examining the alcohol–
depression relationship [54]. Also, the current study does
not provide information on the use of antidepressant
therapy in these patients which, if present, may have
mitigated the impact of alcohol use. Finally, this study
was potentially underpowered to detect effects of the
observed magnitude for heavy drinking. Although the
observed one-unit increase in depressive symptoms in
subjects with heavy alcohol use compared to those
without heavy alcohol use may be clinically important, it
was not statistically significant and the resulting confi-
dence intervals were wide. Thus, we are also unable to
conclude that no association exists. A larger cohort may
be necessary to provide definitive conclusions on the
effect of heavy drinking.

In summary, we found in our study that HIV-infected
patients with alcohol dependence had significantly more
depressive symptoms. These findings highlight the impact
on depressive symptoms of the severe end of the spec-
trum of alcohol use disorders, alcohol dependence.
Although an increase in depressive symptoms was noted
among those with heavy drinking (and across increasing
levels of alcohol use), it was small and not statistically
significant. In addition, there are specific potentially
modifiable factors, including current illicit drug use and
antiretroviral medication adherence, associated with this
relationship.

The findings of our study are important, as they
provide information about an HIV-infected population per
se and present data regarding the impact of both alcohol
dependence and heavy drinking on depressive symptoms.
Future investigations should evaluate systematically the
effect that varying levels of alcohol use have on depressive
symptoms in a larger cohort of HIV-infected patients. In
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addition, they should explore the impact of alcohol use
on the effectiveness of pharmacological and/or psycho-
therapeutic treatment for depression in this population.
Finally, future work should focus upon how different
interventions treating alcohol problems ultimately affect
various aspects of HIV disease.
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Abstract Objectives We undertook this study to deter-

mine if treatment candidacy and outcomes were similar

between elderly and non-elderly patients. Methods This

was a prospective cohort study that screened 4,025 patients

with chronic hepatitis C for HCV antiviral treatment at 24

Veterans Affairs Medical Centers throughout the country.

We used multivariable logistic regression to determine

whether there was an independent association between

being elderly (age > 60 vs. � 60) and (1) being consid-

ered a treatment candidate by clinician, and (2) achieving

sustained virologic response if treated. Results 364 of the

4,025 patients (9%) were over the age of 60. Only 25% of

patients over the age of 60 were considered to be treatment

candidates by the evaluating clinician, and only 10% were

started on treatment. After adjustment for potential con-

founders, older age remained associated with a lower

likelihood of being considered a treatment candidate

(adjusted OR = 0.43; 95% CI: 0.30–0.61). Although based

on a small sample of elderly treated patients (n = 35),

being elderly did not appear to be associated with a lower

likelihood of achieving SVR (adjusted OR = 1.54; 95% CI:

0.46–5.15). Conclusion Among veterans over the age of 60

with chronic hepatitis C who are referred for treatment,

relatively few are considered treatment candidates and an

even smaller number are ultimately treated. After adjusting

for co-morbidities, age remains a strong predictor of not

being a treatment candidate. In contrast, older age does not

seem to adversely affect treatment outcomes and side

effects.

Keywords Hepatitis C Virus � Elderly

Introduction

According to national surveys, approximately 1% of

Americans currently over the age of 60 years old have

evidence of being infected with hepatitis C virus (HCV)

[1]. Although the overall incidence of HCV continues to

decrease among young persons, the most prevalent group

(4.3%) of infected persons are now in the 40–49 age range

and are fast approaching their fifth and sixth decades of

life. Little attention, however, has been paid to the man-

agement of older patients with chronic hepatitis C and

current guidelines do not specifically refer to how age

should impact the evaluation and treatment of HCV [2, 3].

Given the slow rate of fibrosis associated with HCV [4, 5],

treatment for HCV with interferon/ribavirin may not be

indicated for many older adults in whom life expectancy is

limited. However, research suggests that the rate of liver

fibrosis depends on numerous factors, including duration of

infection and age at infection [4–6], so older adults may

also be at risk for accelerated complications. Evidence that

HCV is increasingly becoming an issue for older adults is

seen by the increase in complications from HCV in that age
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group. The average age for liver transplant has been stea-

dily increasing such that currently at least 20% of liver

transplant recipients are older than 60 years of age [7].

Likewise, the incidence of hepatocellular cancer has been

increasing steadily, with the peak incidence observed

among adults 75–79 years of age [8]. Therefore, for some

elderly patients without substantial co-morbidities, chronic

HCV may still be an important health issue. This purpose

of this study was to determine if being elderly impacts

treatment candidacy and outcomes among patients referred

to specialty clinics for management of their chronic hep-

atitis C.

Methods

Study population and design

This prospective cohort study followed patients who were

recruited from gastroenterology, hepatology, and infectious

disease clinics at 24 Veterans Affairs (VA) Medical Cen-

ters throughout the United States between December 1999

and December 2000. Details on study sample and data

collection have been described in full previously [9, 10].

Briefly, patients were eligible for this study if they were a

US veteran receiving care at one of the participating study

sites, were greater than 18 years of age, had a positive

HCV antibody test (Ortho HCV ELISA version 3.0; Ortho-

Clinical Diagnostics, Inc., Raritan, NJ), and were under

consideration for HCV treatment with interferon alpha-2b

and ribavirin. Patients were excluded if they had unde-

tectable HCV RNA by polymerase-chain-reaction testing

(COBAS Amplicor HCV Monitor Test, Roche Diagnostics,

Branchburg, NJ). All persons provided written informed

consent to participate, and the study was approved by the

local institutional review board at each medical center.

Study variables

The main outcomes of interest were treatment candidacy

and treatment outcomes. Treatment candidacy by clinician

was determined by asking the treating clinician at each

medical center ‘‘Based on your judgment, is the patient an

interferon and ribavirin treatment candidate?’’. Treatment

candidacy criteria were based on the VA’s HCV treatment

recommendations at the time of the study [11]. These did

not specifically include a threshold for withholding treat-

ment based on age. The main treatment outcome of interest

was sustained virologic response (SVR), or absence of

detectable HCV RNA (<100 copies/ml) measured at six

months after HCV antiviral therapy (interferon alpha-2b

and ribavirin) completion. Secondary analyses included the

evaluation of treatment acceptance, initiation, side effects

and discontinuation. Our main predictor of interest was

elderly status, which we defined as age greater than

60 years. Additional covariates that were used for the

descriptive and multivariate analysis were: sex, race/ethnic

group (non-Hispanic white, non-Hispanic black, Hispanic/

Latino, and other), education (high school education or

less), income (less than $10,000/year), prior history of

injection drug use (IDU), current substance abuse, drinking

habits (none/<3/3–6/>6 drinks per day), psychiatric dis-

ease, HIV status, cardiac disease, medical co-morbidities in

general, inability to remain compliant (in the judgement of

the clinician), body mass index (BMI), HCV RNA geno-

type and viral load, ALT level, platelet count, and liver

biopsy results.

Statistical analysis

Descriptive analysis of elderly and non-elderly patients

was performed, using the chi-square test to compare pro-

portions of categorical variables. Univariate analysis

evaluating the proportion of treatment candidacy and out-

comes in elderly and non-elderly patients was also

conducted using chi-square testing. We used logistic

regression in order to assess the effects of being elderly on

1) being considered a treatment candidate by clinician and

2) likelihood of attaining SVR. Odds ratios and 95% con-

fidence intervals were calculated for the adjusted and

unadjusted association between being elderly and each

outcome. The variables which we chose to adjust for in

multivariable models were determined in advance based on

an a priori hypothesis that they could act as confounders

(both positive and negative), and results from our univar-

iate analysis (i.e., P-value < 0.05). For the logistic model

for treatment candidacy, we adjusted for sex, race/ethnic-

ity, education, income, HIV status, abnormal ALT, history

of injection drug use, current substance abuse, alcohol use,

psychiatric co-morbidities, medical co-morbidities, cardiac

disease and non-compliance. For the model with SVR as

outcome, we adjusted for sex, race, genotype (1 vs. non-1),

high viral load (>1 million copies/ml), BMI and stage of

fibrosis. All analyses were conducted using SAS software

(SAS Institute, Cary, NC) and a two-tailed P-value of

<0.05 was considered significant for all hypothesis testing.

Results

Of the study cohort of 4,025 patients who were referred for

hepatitis C treatment, 364 (9%) were older than 60 years of

age. Elderly patients with chronic HCV had less education;

however, there was no significant difference in income,
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race/ethnic groups and sex between elderly and non-

elderly patients (Table 1). Elderly patients were less

likely to have a history of injection drug use, and were

less likely to have recently used illicit drugs. They were

less likely to drink heavily (>6 drinks a day); however,

there was no significant difference in the proportion

reporting recent abstinence at baseline, which was low in

both groups (14 vs. 16%). Elderly patients with HCV

were less likely to have psychiatric co-morbidities, but

were more likely to have medical co-morbidities (with the

exception of HIV). Elderly patients were less likely to

have abnormal ALT, but there was no significant differ-

ence in the proportion with low platelet counts. Although

only a subset of patients received genotype and viral load

testing, there did not appear to be any significant differ-

ences between elderly and non-elderly patients: 68 vs.

67% (chi-square P-value = 0.86) were genotype 1, and 48

vs. 60% (chi-square P-value = 0.19) had a high viral load

(>1 million copies/ml). Although elderly patients were

less likely to have received liver biopsies, the prevalence

with advanced liver disease (greater than stage 2 fibrosis)

was nearly identical among elderly and non-elderly

patients (68.4 vs. 67.4%).

Elderly patients were significantly less likely to be

considered a treatment candidate by the evaluating pro-

vider, compared to non-elderly patients (25 vs. 42%)

(Table 2). Likewise, according to guidelines, elderly

patients were also less likely to qualify for treatment (16%

vs. 26%). However, like the non-elderly, elderly patients

were more often considered treatment candidates by the

clinician than guidelines would indicate. Using logistic

regression, we observed that elderly patients who were

evaluated for their chronic HCV were significantly less

likely to be considered a treatment candidate (aOR 0.43;

95% CI: 0.30–0.61), even after adjusting for sex, race,

education, income, HIV status, abnormal ALT, substance

abuse, alcohol use, psychiatric co-morbidities, medical co-

morbidities, cardiac disease and non-compliance (Table 3).

Fewer elderly patients who were considered treatment

candidates agreed to be treated compared to non-elderly

(63% vs. 77%). Only 10% of elderly patients who were

referred for evaluation for treatment for chronic hepatitis C

initiated treatment compared to 20% of non-elderly

patients. There was no significant difference in the rate of

side-effect and early discontinuation of treatment between

elderly and non-elderly patients (Table 4): up to a quarter

Table 1 Characteristics of elderly and non-elderly Patients with HCV

Non-elderly n = 3661b number (%) Elderly n = 364b P-valuea

Male 3493 (97%) 352 (98%) 0.23

Race/ethnicity Non-Hispanic white 2088 (57%) 210 (59%)

Non-Hispanic black 1037 (29%) 102 (29%)

Hispanic/Latino 359 (10%) 31 (9%)

Other 152 (4%) 15 (4%) 0.9

Education HS or less 1632 (45%) 213 (59%) <0.01

Income < $10,000 1428 (39%) 142 (40%) 0.91

History of injection drug use 2303 (63%) 92 (25%) <0.01

Recent substance abuse 759 (21%) 32 (9%) <0.01

Daily alcohol use None 559 (16%) 100 (30%)

<3 drinks/day 232 (7%) 46 (14%)

3–6 drinks/day 484 (14%) 58 (17%)

>6 drinks/day 2126 (63%) 133 (40%) <0.01

HIV antibody positive 252 (7%) 10 (3%) <0.01

Psychiatric disease 696 (20%) 26 (7%) <0.01

Medical co-morbidities 638 (18%) 137 (38%) <0.01

Cardiac disease 120 (3%) 52 (15%) <0.01

Inability to remain compliant 157 (4%) 14 (4%) 0.19

Abnormal ALT 2644 (74%) 226 (63%) <0.01

Platelets <85 K 193 (5.4%) 25 (7.0%) 0.21

Received liver biopsy 1080 (30.5%) 69 (19.4%) <0.01

>Stage 2 fibrosis on biopsy 620 (67.4%) 39 (68.4%) 0.87

a Chi-square test P-value
b N in each strata may be slightly lower due to missing data
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of patients experienced side-effects and approximately a

third discontinued treatment early. Using univariate anal-

ysis of the patients treated, there was no difference in the

rate of EOTR and SVR between elderly and non-elderly

patients (34% vs. 29% and 20% vs. 18%, respectively).

This was also confirmed by logistic regression, which

showed that elderly patients did not appear to be less likely

to achieve SVR compared to non-elderly patients (aOR

1.54; 95% CI: 0.46–5.15), even after adjustment for sex,

race, HCV genotype, viral load, BMI, and stage of fibrosis

(Table 3).

Discussion

In this national prospective study of patients referred for

treatment of chronic hepatitis C at VA Medical Centers, we

found that nearly 10% of referred patients were elderly

(age > 60 years). The elderly patients who were referred

did not appear to have indices to suggest more severe liver

disease (platelets, ALT levels, fibrosis on liver biopsy).

However, we found that elderly patients had different

exclusionary criteria for treatment compared to younger

patients: older patients were less likely to have the typical

barriers such as substance abuse and psychiatric disorders;

however, they were more likely to have medical co-mor-

bidities, such as heart disease. Still, adjusting for these

factors and others, we found that older age was indepen-

dently associated with a lower likelihood of being

considered a treatment candidate. In contrast, it appeared

that being elderly was not associated with an increased

likelihood of experiencing treatment side-effects or expe-

riencing treatment failure.

This is the first study of which we are aware of to look at

specific factors associated with treatment candidacy and

clinician impressions of treatment candidacy among

elderly patients with chronic hepatitis C. Although treat-

ment guidelines do not specifically advise clinicians to

withhold treatment for older adults, it is perhaps not sur-

prising that older age was independently associated with a

lower likelihood of being considered a treatment candidate

and patient acceptance of treatment. Because chronic HCV

Table 2 Treatment candidacy, preference and initiation rates by elderly status

Non-elderly n = 3,661b Elderly n = 364b P-valuea

Treatment candidate per clinician 1,470 (42%) 85 (25%) <0.01

Treatment candidate per guidelines 934 (26%) 58 (16%) <0.01

Patient acceptance of treatmentc 1,097 (77%) 52 (63%) <0.01

Treatment initiation 719 (20%) 35 (10%) <0.01

a P-value for Chi-square test
b N in each strata may be slightly lower due to missing data
c Reflects percentage of patients who agreed to be treated out of total number of patients

who were deemed treatment candidate by the evaluating physician

Table 3 Unadjusted and adjusted relative odds of being considered a treatment candidate and treatment success associated with being elderly

status

Unadjusted OR (95% CI) Adjusted OR (95% CI)

Treatment candidacy (by clinician) 0.44 (0.34–0.57) 0.43 (0.30–0.61)a

Treatment success (SVR) 1.12 (0.48–2.62) 1.54 (0.46–5.16)b

a Adjusted for sex, race, education, income, HIV status, abnormal ALT, substance abuse, alcohol use

psychiatric co-morbidities, medical co-morbidities, cardiac disease, and non-compliance
b Adjusted for sex, race, HCV genotype, viral load, BMI, stage fibrosis

Table 4 Treatment outcomes

by elderly status

a P-value for Chi-square test

Non-elderly n = 719 Elderly n = 35 P-valuea

Experienced side effects 126 (18%) 9 (25%) 0.22

Early discontinuation 219 (31%) 11 (31%) 0.9

End of treatment viral response 206 (29%) 12 (34%) 0.47

Sustained viral response 131 (18%) 7 (20%) 0.79
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is believed to induce liver fibrosis at a slow rate, a life

expectancy of at least one or two decades should be a

prerequisite for treatment in order for the benefits to be

realized. However, since many patients in their 60s and 70s

who are in good health can reasonably expect to live

20 years or more, treatment for chronic HCV may still be

beneficial for certain patients. It is worth noting that even

after adjusting for medical co-morbidities (which should

help predict life-expectancy), age was still a predictor of

not being considered a treatment candidate in this study.

Our finding that older age was not associated with a

lower likelihood of treatment success is similar to what has

been observed in prior research. Prior small observational

studies conducted in Japan and the United States suggested

that treatment with interferon may be equally effective in

older compared to younger adults [12–14]. The largest

study to date from France observed that SVR was achieved

in 45% of the 170 patients 65 years of age or older who

were treated with pegylated interferon and ribavirin for

their chronic HCV [15]. Despite reports of more frequent

cytopenias [16] and early discontinuation [13] reported in

the literature, older patients in this study did not appear

more likely to suffer side effects or need to discontinue

treatment early due to side effects.

This study has important implication for clinical care. In

the U.S., the majority of individuals infected with HCV

will be entering their 60s within the next few decades [1].

Because patients with chronic hepatitis C are largely

asymptomatic, many patients may not become aware of

their condition until they interface with the medical system

as an older adult. Therefore, the evaluation of elderly

patients with HCV for treatment may become a more

common scenario in the future. This study demonstrates

that clinicians are less likely to treat older patients for

HCV. However, it is unclear whether this disparity reflects

clinicians’ accurate assessments of the life-expectancies of

their patients or if physicians may unconsciously have an

age bias. Furthermore, data on long-term outcomes asso-

ciated with treatment are needed for all patients, including

older patients. Clinicians who treat patients with HCV may

benefit from a clinical framework for evaluating the need

for HCV treatment in older adults, similar to what has been

developed for cancer screening in older adults [17].

The strengths of this study include the large overall

sample size, the inclusion of patients from multiple dif-

ferent medical centers throughout the United States, and its

prospective design for data collection. Although an

important finding of the paper, the relatively small per-

centage of elderly patients who ultimately received

treatment for HCV (and the use of non-pegylated inter-

ferons) resulted in low rates of treatment success, and thus

provided limited power for our treatment outcomes anal-

yses. An additional limitation is the fact that this study

enrolled patients who had already been referred to specialty

clinics for evaluation for treatment. Therefore, the char-

acteristics of older patients in our sample may not reflect

the more general population of elderly patients with HCV

who may have even higher rates of co-morbidities. How-

ever, since all patients came from this referral population,

comparisons between older and younger patients should

remain valid. Older patients who were treated may have

been more aggressively screened for other health issues,

which may have resulted in better treatment outcomes in

that group. Finally, because this study was conducted

among recipients of healthcare within the VA healthcare

system, results may lack generalizeability.

In summary, this study of users of the VA healthcare

found that only 10% of patients over the age of 60 years

who were referred for management of HCV were treated.

Older age was independently associated with not being

considered a treatment candidate, even after adjustment for

co-morbidities. Although only a small number of elderly

patients were treated, results suggest that side effects, early

discontinuation and, most importantly, treatment outcomes

are similar between elderly and non-elderly patients. Fur-

ther research is needed to determine how clinicians are

using age to factor into their decisions on treatment

candidacy.
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Long-Term Trends in the Incidence of Heart Failure After
Myocardial Infarction

Raghava S. Velagaleti, MD; Michael J. Pencina, PhD; Joanne M. Murabito, MD;
Thomas J. Wang, MD; Nisha I. Parikh, MD; Ralph B. D’Agostino, PhD; Daniel Levy, MD;

William B. Kannel, MD; Ramachandran S. Vasan, MD

Background—Although mortality after myocardial infarction (MI) has declined in the United States in recent decades,
there have been few community-based investigations of the long-term trends in the incidence of heart failure after MI,
and their results appear to be conflicting.

Methods and Results—We evaluated 676 Framingham Heart Study participants between 45 and 85 years of age (mean age
67 years, 34% women) who developed a first MI between 1970 and 1999. We assessed the incidence rates of heart
failure and of death without heart failure in each of 3 decades (1970 to 1979, 1980 to 1989, and 1990 to 1999). We
estimated the multivariable-adjusted risk of events in the latter 2 decades, with the period 1970 to 1979 serving as the
referent. The 30-day incidence of heart failure after MI rose from 10% in 1970 to 1979 to 23.1% in 1990 to 1999
(P for trend 0.003), whereas 30-day mortality after MI declined from 12.2% (1970 to 1979) to 4.1% (1990 to 1999).
The 5-year incidence of heart failure after MI rose from 27.6% in 1970 to 1979 to 31.9% in 1990 to 1999 (P for trend
0.02), whereas 5-year mortality after MI declined from 41.1% (1970 to 1979) to 17.3% (1990 to 1999). In multivariable
analyses, compared with the period 1970 to 1979, we observed higher 30-day (risk ratio 2.05, 95% confidence interval
1.25 to 3.36) and 5-year (risk ratio 1.74, 95% confidence interval 1.07 to 2.84) risks of heart failure in the decade 1990
to 1999. These trends were accompanied by lower 30-day (risk ratio 0.21, 95% confidence interval 0.09 to 0.47) and
5-year (risk ratio 0.31, 95% confidence interval 0.18 to 0.54) mortality rates in 1990 to 1999.

Conclusions—In the present community-based sample, we observed an increase in the incidence of heart failure in recent
decades that paralleled the decrease in mortality after MI. (Circulation. 2008;118:2057-2062.)

Key Words: heart failure � myocardial infarction � prognosis � risk factors � epidemiology

Myocardial infarction (MI) is a leading cause of morbid-
ity and mortality in the United States.1 Major advances

in treatment over the last 4 decades have translated into a
considerable decline in mortality rates after MI.2,3 Heart
failure (HF) is a common complication of MI,1 with the
estimated incidence varying from 10% to 40%.4 Post-MI HF
is associated with a markedly elevated risk of death,5 with an
estimated median survival of �4 years.6

Editorial p 2019
Clinical Perspective p 2062

Given the burden posed by HF after MI, it is important to
understand the long-term trends in this condition; however,
relatively few population-based studies have evaluated the
long-term trends in the incidence of post-MI HF. Further-
more, investigators examining the data from 2 major epide-

miological studies on such trends reported apparently
conflicting results. Investigators from the Rochester Epide-
miological Project reported a 28% decline in the incidence of
HF after MI between 1979 and 1994 and concluded that a
declining trend existed.7 Whereas an initial report from the
Worcester Heart Attack Study noted a modest decline,8 a
more recent report highlighted an upward trend in incidence
of HF after MI between 1975 and 2001 in adjusted analyses.9

An earlier report from the Framingham Heart Study that
evaluated trends in incidence of HF after a Q-wave MI
(during the time period between 1950 and 1989) demon-
strated no long-term change in incidence.10

Divergent longitudinal trends in factors that influence HF
after MI may have contributed to the inconsistent results in
the literature noted above. Thus, improved survival after an
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MI (due to reperfusion therapy) could lead to an increased
pool of “high-risk” patients who are more susceptible to HF.11

Yet, major therapeutic advances (such as use of angiotensin-
converting enzyme inhibitors12 and angiotensin receptor
blockers13 after MI) may have reduced the occurrence of left
ventricular dysfunction and stemmed the susceptibility to HF.
A potential limitation of the aforementioned investigations is
a lack of analyses that explored concurrently the incidence of
HF and of mortality after MI without HF as competing
events. Such an analytical strategy could elucidate the relative
contributions of the divergent trends noted above to the
incidence of HF after MI.

We hypothesized that the incidence of HF after MI may
have increased in recent times owing to a lower mortality
associated with the condition. We tested this hypothesis by
evaluating trends in the incidence of HF and death after a first
MI in Framingham Heart Study participants over the time
period 1970 to 1999.

Methods
Study Sample and Design
The design and characteristics of the original14 and the offspring15

cohorts of the Framingham Heart Study have been detailed else-
where. Briefly, 5209 participants (original cohort) were enrolled in
1948 and have been evaluated approximately every 2 years. The
members of the Framingham offspring cohort, comprising 5124
individuals (children of the original cohort and their spouses), were
enrolled in 1971 and have been evaluated approximately every 4
years. Participants from both cohorts who attended routine exami-
nations between the years 1970 and 1999 constituted the sampling
frame for the present study. All participants provided written
informed consent, and the study was approved by the Institutional
Review Board of Boston Medical Center.

Participants 45 to 85 years of age who experienced a first MI
between the years 1970 and 1999 were eligible for the present
investigation (n�715). After the exclusion of participants who had a
history of HF before the index MI (n�39), 676 individuals remained
eligible for the present investigation. We grouped participants with a
first MI according to the decade of onset of the event (ie, 1970 to
1979, 1980 to 1989, or 1990 to 1999). We chose the 3 decades of
interest to capture the prethrombolysis, thrombolysis, and percuta-
neous coronary intervention eras in the management of MI. We
could not extend observations to the most recent decade (2000
onward) because participants with an MI in the present decade would
not have a follow-up comparable to that for the previous decades.
Also, we wanted to minimize ascertainment bias in the diagnosis of
MI and HF as a result of the increased use of highly sensitive
biomarkers of acute myocardial necrosis (eg, cardiac troponins) or
neurohormonal activation (eg, B-type natriuretic peptide), respec-
tively, in the post-2000 time period.

Only the MI event should have occurred in the decade of interest
for the participant to be grouped under that decade. Thus, a
participant who developed a first MI in 1978 and then developed HF
in 1981 would be classified in the decade 1970 to 1979.

Ascertainment of End Points
All Framingham participants are under surveillance for risk of
cardiovascular events (including HF) and death, which are identified
from data collected at each Framingham examination and from
hospitalization records and physician office visits. An end-point
review committee, consisting of 3 physicians, reviews all records and
adjudicates the occurrence of events. Criteria for these events have
been published previously.16 Briefly, MI was considered to have
occurred when participants demonstrated 2 of 3 criteria: new
diagnostic Q waves on ECGs, prolonged ischemic chest discomfort,

and elevation of circulating cardiac enzymes that suggested myocar-
dial necrosis.

The Framingham criteria for HF17 were used to adjudicate
episodes of HF after MI. Briefly, a diagnosis of HF requires the
presence of 2 major or 1 major and 2 minor criteria. The major
criteria include a history of paroxysmal nocturnal dyspnea or
orthopnea, presence of jugular venous distention, hepatojugular
reflux, pulmonary rales, presence of third heart sound, increasing
radiographic cardiomegaly, radiographic evidence of acute pulmo-
nary edema, presence of a third heart sound, and evidence of weight
loss �4.5 kg during the first 5 days of treatment for suspected HF.
The minor criteria include history of a nocturnal cough, dyspnea on
ordinary exertion, presence of bilateral ankle edema, hepatomegaly,
heart rate �120 bpm, and radiographic evidence of bilateral pleural
effusions or pulmonary vascular congestion. Major or minor criteria
were attributed to HF only when no alternative explanation could be
found for the symptoms or signs (eg, other medical conditions such
as cirrhosis, renal failure, or chronic pulmonary disease).

Statistical Analyses
First, participants with a first MI were classified into 3 groups based
on the decade of incidence (ie, 1970 to 1979, 1980 to 1989, and 1990
to 1999). Next, we evaluated the incidence of HF or death (free of
HF) on follow-up during the 30-day and 5-year time periods after
MI. Mortality free of HF was evaluated as opposed to total mortality
because mortality in individuals with both MI and HF may be
attributable to HF, and we intended to assess mortality as a
competing event to the incidence of HF (ie, people who die free of
HF “escape” HF). Third, we performed multivariable analyses
comparing the incidences of HF and death (separate analyses for
each outcome) over the 30-day and 5-year follow-up periods
(separate analyses for each follow-up period) after MI occurrence in
each of the 3 decades, with the decade 1970 to 1979 serving as the
referent group. Fourth, we repeated analyses evaluating the 5-year
incidence of HF and death among participants with an MI who
survived beyond 30 days (ie, these analyses paralleled earlier
analyses but excluded people who died or developed HF within 30
days). Fifth, we performed additional analyses that evaluated inci-
dence of HF or death at time points between 30 days and 5 years (ie,
at 6 months, 1 year, and 2 years after MI).

Poisson regression was used for modeling events during the
30-day period after MI, whereas Cox proportional hazards regression
was used for incidence of events over the 5-year period after MI. All
regression models adjusted for the following covariates (obtained
from the Framingham Heart Study examination that preceded the
incident MI event): age, sex, body mass index, smoking status,
systolic blood pressure, hypertension treatment, diabetes mellitus,
and total cholesterol. Given the changes in ascertainment of MI
across the decades,18 we conducted additional analysis adjusting for
the proportion of MIs diagnosed without diagnostic ECG changes
(ie, on the basis of cardiac biomarkers and clinical history without
diagnostic Q waves) in each decade. All statistical analyses were
performed with SAS software version 8.0 (SAS Institute, Cary, NC),
and P�0.05 was used to denote statistical significance.

The authors had full access to and take full responsibility for the
integrity of the data. All authors have read and agree to the
manuscript as written.

Results
The study sample consisted of 676 participants with a first
occurrence of MI over the 3 decades of observation. The
baseline characteristics of study participants are shown in
Table 1 according to the decade of MI incidence (data for
covariates being obtained from the examination that preceded
the onset of MI). Participants with a first MI in the most
recent decade were older and were more likely to be women,
to have diabetes, and to be taking antihypertensive agents, but
they had lower serum cholesterol concentrations and smoking
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rates. A larger proportion of MIs in the 1990s were non–Q-
wave MIs (Table 1).

Trends in the Incidence of HF and Death
HF after MI occurred in 165 participants with MI (24.4%),
whereas 139 participants (20.6%) died without HF over the 3
decades of observation. Table 2 displays the age- and sex-
adjusted rates of incident events (HF and death free of HF) in
each decade separately for the initial 30 days after MI and for
the 5-year period after the MI.

The Figure displays the age- and sex-adjusted survival free
of HF during the initial period after an MI in the 3 decades.
The incidence of HF during the 30 days after MI was higher
in the decades 1980 to 1989 and 1990 to 1999 than in 1979
to 1979 (P for trend�0.003). In contrast, the incidence of
death without HF during the 30 days after MI was lower in
these decades (1980 to 1989 and 1990 to 1999) than in the
period 1970 to 1979 (P for trend �0.0001). The multivari-
able-adjusted hazards ratio for HF after MI during the 30-day
period was �2-fold higher in the 1990s than for participants
who developed MI in the 1970s. In contrast, the adjusted
hazard of death without HF was 50% lower in the 1980s and
80% lower in the 1990s than in the referent decade of the
1970s. When the composite outcome of death or HF after MI
was modeled, no statistically significant differences in inci-
dence were found across the 3 decades (Table 2).

For the 5-year post-MI time period (including the 30-day
post-MI period), the incidence of HF after MI rose in the
1990s compared with the 1970s (P for trend�0.02), whereas
the incidence of death without HF declined over this time
period (P for trend �0.0001). In multivariable models, the
risk of new-onset HF was �75% higher in the 1990s than in
the 1970s. In comparison, the adjusted risk of death free of
HF declined by 50% (1980s) to 70% (1990s) over this time
period (Table 2). The trend in the incidence of the composite

outcome of death or HF after MI was not statistically
significant.

For participants who survived beyond 30 days after MI
without HF, no statistically significant difference was found
in the incidence of HF over a 5-year period, although the
incidence of death without HF was lower in the 1980s and
1990s than in the 1970s (P for trend�0.01). The incidence of
the composite outcome of death or HF after MI declined by
�36%, a finding that was of borderline statistical signifi-
cance. The test for a statistical interaction between the decade
of MI incidence and the timing of post-MI HF (dichotomized
at 30 days) was highly significant (P�0.001), which con-
firmed that the effect of decade of MI incidence on the
incidence of HF after MI diminished beyond the 30-day
period after MI. In additional analyses that adjusted for the
proportion of MIs ascertained without diagnostic ECG
changes in each decade, the observed trends in post-MI HF
incidence across decades remained robust.

The Appendix Table (online-only Data Supplement) pres-
ents data on incidence of HF and death at 6 months, 1 year,
and 2 years after MI. These data suggest that the higher
incidence of HF observed at 30 days in recent decades was
maintained in analyses of HF and death after MI at these time
points as well.

Discussion

Principal Findings
Our principal findings are 2-fold. First, participants with a
first MI had a decreasing trend for mortality free of HF
between 1970 and 1999 and a concomitant increasing trend
for the incidence of HF. These trends were evident for both
the 30-day post-MI period and the 5-year post-MI period.
Additional analyses suggested that these trends were not
influenced by the increasing trend for ascertainment of MI
based on biomarkers (and the resultant potential change in
case mix of MI). Also, we consistently used the same set of
criteria for the ascertainment of HF across the decades;
however, trends in the ascertainment of HF based on a greater
performance of imaging tests or a greater diagnostic suspi-
cion in more recent decades may have contributed to the
present finding of a greater incidence of HF in the 1990s.19

Second, in the participants who survived beyond the 30-day
post-MI period without HF, we did not observe any temporal
trends in the incidence of HF after MI. These data suggest
that the rising trend in incidence of HF after MI was driven
largely by the trend for increased incidence noted for the
30-day post-MI period in recent decades. It is conceivable
that our observations are consistent with the well-
acknowledged lower mortality and better myocardial salvage
of individuals with an MI in the 1990s.20 Survivors of MI
have residual myocardial damage and a higher risk of
developing HF.21 Improved survival in recent decades may
have contributed to an increase in the pool of people at risk
for developing HF, thereby explaining the increasing trend in
the incidence of HF after MI from 1970 to 1999; such
individuals may have experienced higher mortality rates in
the earlier decades.

Table 1. Baseline Characteristics by Decade of Incidence of MI

Clinical Characteristic

Decade of MI Incidence

1970–1979
(n�230)

1980–1989
(n�251)

1990–1999
(n�195)

Age, y, mean�SD 63.6�10.1 66.9�10.2 69.9�10.9

Women, % 30.9 31.5 38.5

Body mass index, kg/m2,
mean�SD

27.2�4.43 27.0�4.31 28.1�4.66

Systolic blood
pressure, mm Hg,
mean�SD

145.2�22.2 139.5�20.5 142.7�21.4

Diastolic blood
pressure, mm Hg,
mean�SD

83.8�11.8 80.8�10.4 77.9�11.7

Hypertension treatment, % 29.3 36.5 44.6

Total cholesterol, mg/dL,
mean�SD

239.7�42.4 235.3�44.3 216.5�41.7

Diabetes mellitus, % 11.5 17.5 21.5

Smoking, % 48.2 38.5 29.5

Q-wave MI, % 75.2 71.7 47.7
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Of note, a previous Framingham report that evaluated
trends in the incidence of HF (of any cause) in the time period
1950 to 1999 demonstrated that incidence is stable in men but
may be decreasing in women.22 In the present report, we
demonstrate an increasing trend in post-MI HF over the time
period from 1970 to 1999. It may be important to analyze
trends in incidence of HF due to specific causes, because
temporal patterns may vary on the basis of the cause of HF.
For instance, it is conceivable that HF caused by hypertension

may have declined in more recent decades owing to better
control of high blood pressure, thereby explaining the decline
in overall incidence of HF in women (in whom the contribu-
tion of high blood pressure is greater relative to that of MI23).

Trends in HF After MI Incidence: Comparison
With Previous Literature
The results of the present investigation vary from those of
some other reports in the published literature. Differences in

Table 2. Age- and Sex-Adjusted Event Rates After MI and Adjusted Relative Risk of Events Across Decades

1970–1979 1980–1989 1990–1999 P for Trend

30-Day events

CHF 0.003

No. of events/No. at risk (%) 23/230 (10.0) 36/251 (14.3) 45/195 (23.1)

Event rate (95% CI)* 11.8 (7.5–18.6) 14.6 (10.1–21.2) 19.2 (13.6–27.0)

Risk ratio (95% CI) Referent 1.33 (0.80–2.22) 2.05 (1.25–3.36)

Death without CHF �0.0001

No. of events/No. at risk (%) 28/230 (12.2) 19/251 (7.6) 8/195 (4.1)

Event rate (95% CI)* 15.0 (9.2–24.5) 7.6 (4.4–13.2) 3.4 (1.6–7.1)

Risk ratio (95% CI) Referent 0.51 (0.29–0.90) 0.21 (0.09–0.47)

CHF or death 0.79

No. of events/No. at risk (%) 51/230 (22.2) 55/251 (21.9) 53/195 (27.2)

Event rate (95% CI)* 26.6 (19.8–35.7) 22.2 (16.8–29.5) 22.4 (16.9–29.8)

Risk ratio (95% CI) Referent 0.85 (0.61–1.19) 0.95 (0.67–1.34)

5-Year events (including 30-day events)

CHF 0.02

No. of events/No. at risk (%) 45/230 (19.6) 54/251 (21.5) 66/195 (33.9)

Event rate (95% CI)* 27.6 (18.8–35.0) 24.6 (17.3–30.9) 31.9 (23.5–39.0)

Hazards ratio (95% CI) Referent 1.05 (0.68–1.63) 1.74 (1.07–2.84)

Death without CHF �0.0001

No. of events/No. at risk (%) 66/230 (28.7) 47/251 (18.7) 26/195 (13.3)

Event rate (95% CI)* 41.1 (30.8–48.9) 23.9 (16.2–30.4) 17.3 (10.1–23.7)

Hazards ratio (95% CI) Referent 0.48 (0.32–0.73) 0.31 (0.18–0.54)

CHF or death 0.25

No. of events/No. at risk (%) 111/230 (48.3) 101/251 (40.2) 92/195 (47.2)

Event rate (95% CI)* 54.0 (45.6–60.3) 40.7 (33.3–46.9) 41.6 (33.8–48.2)

Hazards ratio (95% CI) Referent 0.72 (0.53–0.97) 0.83 (0.58–1.18)

5-Year events in people surviving 30 days

CHF 0.99

No. of events/No. at risk (%) 22/179 (12.3) 18/196 (9.2) 21/142 (14.8)

Event rate (95% CI)* 17.0 (8.1–24.6) 10.6 (4.6–16.0) 14.6 (6.9–21.5)

Hazards ratio, 95% CI Referent 0.69 (0.34–1.39) 1.02 (0.47–2.21)

Death without CHF 0.01

No. of events/No. at risk (%) 38/179 (21.2) 28/196 (14.3) 18/142 (12.7)

Event rate (95% CI)* 28.3 (17.7–36.6) 14.9 (8.4–20.7) 12.2 (5.8–17.9)

Hazards ratio (95% CI) Referent 0.53 (0.31–0.90) 0.43 (0.21–0.87)

CHF or death 0.06

No. of events/No. at risk (%) 60/179 (33.5) 46/196 (23.5) 39/142 (27.5)

Event rate (95% CI)* 38.6 (28.5–46.4) 23.3 (15.8–29.7) 24.2 (16.0–31.2)

Hazards ratio (95% CI) Referent 0.59 (0.39–0.91) 0.64 (0.38–1.07)

Multivariable models adjust for the following covariates: age, sex, body mass index, systolic blood pressure, hypertension treatment, total
cholesterol, diabetes mellitus, and smoking.

*All event rates are age and sex adjusted per 100 people.
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the case mix in the study samples (inclusion of first versus
recurrent MI; incident versus prevalent HF), varying dura-
tions of follow-up (in-hospital versus short- and long-term
follow-up after MI), and distinctions in the time periods of
observation (inclusion of the early and late 1990s versus
analysis of data from the early 1990s) may have contributed
to the apparently dissimilar findings across these studies, as
detailed below.

An investigation of the Olmsted County, Minnesota, pop-
ulation by Hellerman et al7 that used a study sample and
design similar to the present study (prospective cohort with
incident MIs, no prevalent HF, and mean follow-up of 7.6
years) reported a 28% decline in the incidence of post-MI HF
between 1979 and 1994. A major difference between that
report and the present report is the time period under study
(1979 to 1994 versus 1970 to 1999). As noted by Goldberg et
al,9 the use of primary percutaneous intervention as a treat-
ment for MI became more common in the late 1990s. It is
possible that the increased survival of “sicker” patients with
MI because of the efficacy of primary percutaneous interven-
tion led to an accrual of more susceptible people in the latter
half of the 1990s, which could explain why we observed an
increasing trend in post-MI HF by studying people up to
1999.

Several reports from the Worcester Heart Attack Study
(WHAS), a longitudinal, community-based surveillance
study, also have evaluated temporal trends in the incidence of
HF after MI. These reports were based on abstraction of
hospitalization records of patients with MI in the Worcester
Standard Metropolitan Area in different time periods, focused
on incidence of HF during the initial hospital stay, evaluated
all patients hospitalized with MIs (both first and recurrent),
and included patients with or without prevalent HF. In
contrast, the present investigation evaluated both short- and
long-term incidence (both during and beyond the initial
hospital stay) of HF after a first MI. An initial analysis of 20
years of data (up to the year 1995) by Spencer et al8 from
WHAS showed an inconsistent trend for HF incidence. The
25-year analysis (up to year 2001) reported by Goldberg et al9

showed unadjusted HF incidence rates that were similar
across the time periods evaluated; however, after statistical
adjustment for age, sex, prevalent coronary artery disease,
and MI order and type, the investigators observed an increas-
ing trend in HF incidence in recent decades. As noted above,

it is possible that the latter findings are consistent with the
present observations because of the similarity in the time
periods studied.

Strengths and Limitations
The present study extends prior observations in several
respects. We evaluated both in-hospital HF and events after
the index MI over a period of 5 years. Furthermore, we
concomitantly evaluated trends in both incidence of HF and
death (free of HF) to assess how changing case-fatality rates
may influence the incidence of post-MI HF.

Nevertheless, several limitations of the present investiga-
tion must be noted. We did not model temporal trends in the
use of specific treatments (such as use of angiotensin-
converting enzyme inhibitors, angiotensin receptor blockers,
aldosterone antagonists, or �-blockers) or revascularization
procedures for participants with an MI. It is more likely that
higher proportions of participants in the latter decades re-
ceived these therapies than participants in the decade of 1970
to 197920; however, treatments that improve post-MI survival
have also been shown to decrease the incidence of HF.
Another limitation of the present study is the lack of infor-
mation on the type of HF (systolic versus diastolic) or the
occurrence of left ventricular systolic dysfunction after MI.
Lastly, the present study sample is predominantly white and
of European ancestry, and caution must be exercised in
generalizing these results to other ethnicities.

Conclusions
Our longitudinal observations on a large, community-based
sample demonstrate reciprocal trends of a decrease in mor-
tality after MI accompanied by an increase in incidence of HF
in more recent years (1990s) relative to the 1970s. Greater
salvage of high-risk MI patients in recent time periods may
contribute to these trends.
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CLINICAL PERSPECTIVE
Mortality due to myocardial infarction (MI) has decreased in recent decades; however, few community-based epidemio-
logical investigations have addressed the long-term trends in the incidence of heart failure after MI. We evaluated trends
in the incidence of heart failure after MI in the time period 1970 to 1999 in the Framingham Heart Study cohort. We related
the decade of MI incidence to the occurrence of heart failure in the early (within 30 days of MI) and late (after 30 days
and up to 5 years) post-MI periods and to the incidence of death free of heart failure. We observed a striking increase in
the incidence of heart failure after MI in the decade 1990 to 1999 (compared with the decade 1970 to 1979), accompanied
by a decrease in the incidence of death without heart failure after MI over the same time period. We conclude that the
increase in heart failure incidence after MI in recent decades was explained primarily by increases in the early post-MI
period, in part due to a major decrease in mortality during this period in recent decades. The present data are consistent
with the notion that a greater salvage of high-risk patients in recent time periods may have contributed to the observed
trends in post-MI heart failure.

Go to http://cme.ahajournals.org to take the CME quiz for this article.
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Overcoming Educational Barriers for Advance Care 
Planning in Latinos with Video Images
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ABSTRACT

Background: Studies of end-of-life care have shown that Latino patients want more aggressive care
compared to white patients. While this has been attributed to aspects of ethnicity, national origin,
and religion, it is possible that limited education might obscure the true relationship between Latino
patients and their end-of-life care preferences.

Methods: Spanish-speaking subjects presenting to their primary care doctors were asked their
preferences for end-of-life care before watching a video of advanced dementia. Subjects then viewed
a 2-minute video of a patient with advanced dementia and were asked again about their prefer-
ences. Unadjusted and adjusted logistic regression models were fit using stepwise algorithms to ex-
amine factors related to preferences.

Results: A total of 104 subjects completed the interview. Before seeing the video, 42 (40%) sub-
jects preferred comfort care; 43 (41%) desired life-prolonging care; 11 (11%) chose limited care; and
8 (8%) were unsure of their preferences. Subject preferences changed significantly after the video:
78 (75%) of the subjects chose comfort care; 8 (8%) desired life-prolonging care; 14 (13%) chose
limited care; and, 4 (4%) were unsure of their preferences (p � 0.001). Unadjusted and adjusted
analyses revealed a statistically significant difference regarding prevideo preferences based on edu-
cational level. After the video, differences in preferences based on educational level disappeared.

Conclusions: Educational level was an independent predictor of end-of-life preferences after hear-
ing a verbal description of advanced dementia. After viewing a video of a patient with advanced de-
mentia there were no longer any differences in the distribution of preferences according to educa-
tional level. These findings suggest that educational level is an important variable to consider in
research and in patient care when communicating about end-of-life care preferences. While atten-
tion to patients’ culture is important, it is also important to avoid ascribing choices to culture that
may actually reflect inadequate comprehension. Attention to communication barriers with tech-
niques like the video used in the current study may help ensure optimal end-of-life care for Latino
patients irrespective of educational level.
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INTRODUCTION

LATINO PATIENTS make up the largest minority
group in our health care system. There has been

relatively little research exploring the end-of-life care

preferences for Latino patients compared to white pa-
tients. A few studies that included some Latino pa-
tients suggest that Latino ethnicity is predictive of end-
of-life preferences in favor of life-prolongation.1–6

Because decision making at the end of life is often

1General Medicine Unit, Massachusetts General Hospital, Boston, Massachusetts.
2Department of Medicine, Boston Medical Center, Boston, Massachusetts.
3Section of General Internal Medicine, Department of Medicine, University of Chicago, Chicago, Illinois.



complex, limited education may obscure patients’
preferences. In the end-of-life context, barriers posed
by education are surmountable while true value dif-
ferences should be respected.

Previous studies that suggested Latino ethnicity is
predictive of end-of-life preferences favoring life-pro-
longation did not adequately address the possible con-
founding role of education. In addition, if it were found
that people with limited education do not adequately
comprehend future health states to make informed de-
cisions about end-of-life preferences, there are multi-
ple education techniques to overcome barriers posed
by limited educational level.

Visual images have been shown to improve com-
munication of information with patients.7–12 Prior in-
terventions to improve decision making have included
print, audio, video and Web-based pictorial materi-
als,9,13–16 with mixed results.17 Video images allow
patients to envision health states in a manner not eas-
ily captured with verbal communication and can both
engage people and efficiently communicate informa-
tion about the experience of illness. Making sure that
patients understand disease states at the end of life is
a key element to ensuring that optimal care is deliv-
ered at the end of life.

In order to explore end-of-life care preferences in
Latino patients, we used the model of advanced de-
mentia to study whether care preferences were pre-
dicted by educational level. We hypothesized that af-
ter hearing a verbal description of advanced dementia,
subjects’ preferences for care at the end of life would
be independently predicted by educational level. Ad-
ditionally, we hypothesized that a video decision aid
of a patient with advanced dementia would overcome
communication barriers posed by limited education re-
sulting in a change of preferences for end-of-life care
toward comfort care.

METHODS

Subjects

Spanish-speaking patients over the age of 40 sched-
uled to see a general internist at two study sites were
eligible to participate. The study sites consisted of two
urban primary care clinics serving the Latino commu-
nity in the greater Boston area, which consists pre-
dominantly of Latinos from the Dominican Republic
and Puerto Rico. Subjects were excluded if, in the
judgment of the physician interviewer, they lacked
medical decision-making capacity at the time of the
interview, or if they did not speak Spanish. All inter-

views were conducted by two Spanish-speaking physi-
cians (A.E.V. and M.A.) between December 1, 2005
and January 31, 2007. Approval for the project was
granted by the Institutional Review Boards of the af-
filiated hospitals.

Design

A structured questionnaire used in a previous study
on end-of-life care was translated into Spanish, and
then back translated into English.12 Survey questions
were generated from a review of the medical ethics lit-
erature, and consultations with medical ethics, pallia-
tive care, geriatric, and neurology experts. Early ver-
sions of the survey were tested with subjects recruited
from primary care clinics.

After obtaining verbal informed consent, inter-
viewers defined advanced dementia in simple lan-
guage, highlighting functional impairments based on
the Functional Assessment Staging (FAST) stage 7c
criteria including inability to communicate under-
standably with others, inability to ambulate without as-
sistance, and inability to feed oneself.18 Refer to Ap-
pendix A for a transcript of the description used. As
in our previous studies, we then outlined three levels
of medical care and the goals associated with each
level: life-prolonging care, limited care, and comfort
care.12 The first level, life-prolonging care, aims to
prolong life at any cost. It includes all medically in-
dicated care. The second level, limited care, includes
treatments such as hospitalization, antibiotics, and ar-
tificial nutrition and hydration, but excludes attempted
cardiopulmonary resuscitation and care in the inten-
sive care unit. The third level, comfort care, aims to
maximize comfort and to relieve pain. It includes oxy-
gen and analgesics but excludes intravenous therapies
and hospitalization unless necessary to provide com-
fort. Subjects were asked which level they preferred
in the event they developed advanced dementia. Sub-
jects not able to select a level of care were documented
as “don’t know.”

Each subject next viewed a 2-minute video of a pa-
tient with advanced dementia, which was used in our pre-
vious studies. The video depicts the salient features of
advanced dementia. The Spanish narrative that accom-
panies the video is identical to the verbal description used
to assess subjects’ prevideo preferences. The Spanish film
clip used in this study is available online at: �http://home-
page.mac.com/avolandes/AlzheimersVideo/iMovie
Theater18.html� (an English version of the film is avail-
able at www.advancecareplanningvideos.com).

The subject was then asked the same questions as
previously regarding preferences for level of medical
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care. Answers to sociodemographic questions (age,
ethnicity, gender, etc.) were self-reported by the sub-
jects.

Statistical analysis

Bivariate analyses of baseline data were performed
to assess the association between various subject char-
acteristics and preferences. Subject characteristics
were compared across groups using the chi-square 
test for categorical variables and the nonparametric
Kruskal-Wallis test for continuous variables. Subjects’
choices for advanced care planning included: life-pro-
longing care, limited care, comfort care and don’t
know. These four responses were divided into comfort
care versus aggressive care, which included life-pro-
longing care, limited care, and do not know. Separate
logistic regression models were constructed to exam-
ine the association between initial preferences after a
verbal description (aggressive care, yes versus no) and
factors obtained in our baseline survey, which included
demographic items as well as additional attributes ob-
tained in the baseline survey (age, gender, education,
marital status, religion, religious attendance, health
status, and national origin). Multivariate logistic re-

gression analyses were used to identify factors inde-
pendently associated with preferences. Stepwise algo-
rithms were used to assess the independent role of each
variable. Factors significant at p � 0.10 were retained.
Factors thus selected were simultaneously entered into
the logistic regression model. Another backward step-
wise algorithm, using p � 0.05, was used to determine
the final model. All analyses were carried out using
Stata software, version 8 (Stata Corporation, College
Station, TX).

RESULTS

Subjects

A total of 104 subjects agreed to be interviewed.
Table 1 describes the characteristics of the survey sam-
ple. Of the 104 subjects, 40 (38%) were Dominican
and 42 (40%) were Puerto Rican. Most of the subjects
were Christian (95%), consisting of both Catholic
(63%) and other Christian denominations (33%).
Many subjects (34%) had only an elementary educa-
tion, while most (54%) had a high school education;
few (9%) had a college education.
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TABLE 1. CHARACTERISTCS OF STUDY SUBJECTS

Characteristics Total Dominicans Puerto Rican Othersa

Number of subjects, no. (%) 104 40 (38) 42 (40) 22 (21)
Age, mean (SD) 55 (10) 53 (12) 58 (12) 51 (8)
Women, no. (%) 93 (64) 56 (68) 37 (57) 0.22
Education, no. (%)

Elementary school 38 (37) 20 (50) 16 (38) 2 (9)
High school 56 (54) 16 (40) 22 (52) 18 (82)
College or beyond 10 (9) 4 (10) 4 (10) 2 (9)

Marital status, no. (%)
Married 49 (47) 16 (40) 24 (57) 9 (41)
Widowed 6 (6) 2 (5) 3 (7) 1 (5)
Single 38 (37) 15 (38) 12 (29) 11 (50)
Divorced 11 (11) 7 (18) 3 (7) 1 (5)

Religion, no. (%)b

Catholic 65 (63) 27 (68) 26 (62) 12 (55)
Christian (non-Catholic) 34 (33) 12 (30) 13 (31) 9 (41)
Non-Christian 5 (5) 1 (3) 3 (7) 1 (5)

Religious attendance, no. (%)
2 times per month or more 66 (64) 21 (53) 30 (71) 15 (68)
1 time per month or less 20 (19) 9 (23) 6 (14) 5 (23)
Never 17 (17) 9 (23) 6 (14) 2 (9)

Self-reported health status, no. (%)
Very healthy 25 (24) 7 (18) 11 (26) 7 (32)
Somewhat healthy 52 (50) 19 (48) 24 (57) 9 (41)
Not healthy 27 (26) 14 (35) 7 (17) 6 (27)

aOther national origins included: Peru (6); Guatemala (5); El Salvador (4); Honduras (3); Columbia (4); and, Cape Verde (2).
bOther Christian denominations reported: Evangelical (10); Pentecostal (9); Protestant (2); Baptist (2); Seventh Day Adventist

(2); Episcopalian (1); Jehovah’s Witness (1).
Items in bold reflect significant differences across groups with p � 0.05.
SD, standard deviation.



OUTCOMES

After hearing a brief verbal description of advanced
dementia, 42 (40%) subjects preferred comfort care;
43 (41%) desired life-prolonging care; 11 (11%) chose
limited care; and 8 (8%) were unsure of their prefer-
ences (Fig. 1). The subjects’ preferences changed sig-
nificantly after the video: 78 (75%) of the subjects
chose comfort care; 8 (8%) desired life-prolonging
care; 14 (13%) chose limited care; and, 4 (4%) were
unsure of their preferences (p � 0.001).

Of the 104 subjects, 51 (49%) subjects (95% con-
fidence interval [CI] 37–66) changed their preferences
or became uncertain of their preferences after viewing
the video (Fig. 1). Of the 42 subjects who chose com-
fort care before the video, 1 (2%) subject (95% CI 0–5)
changed his mind to life-prolonging care.

Of the 62 subjects who did not initially choose com-
fort care, 37 (60%) subjects (95% CI 29–45) altered
their preferences from aggressive levels of care to
comfort care.

Of the 43 subjects who chose life-prolonging care
before the video, 26 (60%) subjects (95% CI 19–32),
chose comfort care after viewing the video. Among
the 11 subjects who initially chose limited care, 5
(45%) subjects (95% CI 2–8) chose comfort care af-
ter the video. Of the 8 subjects who were uncertain be-
fore the video, 6 (75%) subjects (95% CI 3–8) chose
comfort care after the video.

Prevideo preferences for care were associated with
educational level but not with national origin, religion
or any of the other variables (Table 2). Unadjusted
analysis revealed that compared to those subjects with
a high school or higher education, subjects with less
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than a high school education were more likely to have
preferences for aggressive care (life-prolonging, lim-
ited or do not know) after the verbal description, odds
ratio (OR) 2.6 (95% CI 1.1–6.3; Table 2). In the mul-
tiple logistic regression stepwise model, the effect of
education was still significant, OR 2.5 (95% CI
1.1–6.1; Table 3).

After watching the video, all of the significant dif-
ferences disappeared. The experience of viewing the
video was acceptable to the subjects: 73% said they
were “comfortable” watching the video; and, 94%
thought that using videos for other diseases like can-
cer would be “helpful.”

DISCUSSION

End-of-life preferences for Latino patients were in-
dependently predicted by education. Patients with less
than a high school education were more likely to have preferences for more aggressive care at the end of life.

Furthermore, a video decision aid designed to over-
come barriers posed by limited education significantly
changed the distribution of preferences at the end of
life. After watching a video designed to compensate
for limited education, the preferences of Latinos were
more likely to be consistent with comfort care.

Several studies have explored facilitating advance
care planning options with Latino patients and have
concluded that Latinos frequently wish to explore end-
of-life care preferences in a family context and have
a similar rate of advance care planning to other groups
of patients.19–22 However, few studies have explored
what level of treatments Latinos prefer at the end of
life, and none of these evaluated the role of educa-
tion.1–3,5,6 For example, Blackhall et al.3 studied 200
elderly Mexican-Americans and found that they were
generally more positive about the use of life support
and were more likely to personally want such treat-
ments. However, this study did not evaluate the po-
tentially mediating influence of education. Our study
suggests that education may mediate the preferences
of Latino patients at the end of life and that educa-
tional techniques known to compensate for limited ed-
ucation, such as the video used in this project, may
surmount barriers posed by limited education. Our
findings replicate similar results we have seen in a
study of African American patients’ end-of-life pref-
erences.23

Attention to each patient’s values is critical. This
study suggests that prior characterizations of Latino
preferences for aggressive care may be misleading. If
clinicians have the impression that a patient’s ex-
pressed wishes are concordant with reported commu-
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TABLE 2. UNADJUSTED ODDS RATIOS OF INITIAL

PREFERENCES FOR AGGESSIVE CARE

AFTER VERBAL DESCRIPTION

Initial preferences
for aggressive carea

after verbal description

Characteristics Unadjusted OR 95% CI

Ethnicity
Puerto Rican 0.7 0.3–1.7
Other 1.4 0.5–3.8
Dominican 1.0

Education
High school or less 2.6 1.1–6.3
College or beyond 1.0

Gender
Male 1.8 0.8–4.2
Female 1.0

Marital status
Nonmarried 1.0
Married 0.64 0.3–1.4

Religion
Christian (non-Catholic) 1.3 0.6–3.1
Other 2.6 0.4–16.4
Catholic 1.0

Religious attendance
�1 month 0.7 0.2–2.7
�2 month 0.5 0.2–1.4
Never 1.0

Health status
Not healthy 0.5 0.2–1.3
Somewhat 0.5 0.2–1.6
Very healthy 1.0

aAggressive care includes those subjects who chose one of
the following: life-prolonging care, limited care or do not know.

OR, odds ratio; CI, confidence interval.

TABLE 3. ADJUSTED ODDS RATIOS OF INITIAL PREFERENCES

FOR AGGRESSIVE CARE AFTER VERBAL DESCRIPTION

Initial preferences
for aggressive careb

after verbal description

Characteristicsa Unadjusted OR 95% CI

Education
High school or less 2.5 1.0–6.1
College or beyond 1.0

Religious attendance
�2 month 0.5 0.2–1.1

aOther characteristics (age, gender, religion health status and
ethnicity) were excluded from the stepwise model as they were
not related to the outcome at a p � 0.10.

bAggressive care includes those subjects who chose one of
the following: life-prolonging care, limited care or do not know.

OR, odds ratio; CI, confidence interval.



nity norms, they may overlook the roles of good com-
munication and patient education. Indeed, our results
indicate that overcoming communication barriers
posed by limited educational level should become the
focus of clinical care and research at the end of life.
Video decision aids are a powerful tool to overcome
barriers due to low educational levels. Video is widely
accessible and is a medium that can engage people in
ways not easily accomplished with words.

Our study has several important limitations. This
study asked about preferences in the context of a study
in which subjects’ decisions were not binding. Addi-
tionally, preferences for level of care at the end of life
may change over the course of time. Our study looked
at the preferences of subjects at a particular point in
time. Future work looking at the stability of prefer-
ences over time would be helpful, especially in the
context of completing advance directives or more for-
malized advance care planning that could incorporate
decision aids such as the video used in the current
study.

Video is a powerful medium that can be manipu-
lated to sway patient perspectives. We studied the use
of a single video clip of a white patient that was de-
signed to portray advanced dementia in order to over-
come barriers posed by low educational level. Future
studies using other video clips that varied features such
as the ethnicity of the patient in the video would be
important.

Our study asked questions about preferences if in a
state of advanced dementia, the most common end-of-
life scenario. Preferences for end-of-life care in other
disease states may be different. Other studies using
disease states such as a persistent vegetative state and
severe stroke may be fruitful.

Finally, this study primarily looked at Latinos from
the Boston area, who are predominantly from the Do-
minican Republic and Puerto Rico. Our study did not
include the largest group of Latinos in this country,
Mexicans. Exploring the preferences of Mexicans and
other large Latino groups would be of great interest.
In addition, our sample was drawn from the metro
Boston area. Latinos from other parts of the United
States may have different attitudes towards the use of
video for decision making at the end of life. These
findings need to be reproduced in a nationally repre-
sentative sample.

Delivering high-quality end-of-life care entails un-
derstanding and respecting each patient’s values. Our
study suggests that inadequate doctor–patient com-
munication may pose a significant barrier to ascer-
taining patients’ values. Video decision aids that over-
come barriers posed by low educational level, along

with improved verbal communication, may improve
the delivery of high-quality end-of-life care to Latino
patients. It is the responsibility of the health care sys-
tem to ensure that the delivery of care at the end of
life is consistent with the patient’s values and not a re-
sult of miscommunication or cultural stereotyping.
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APPENDIX A. NARRATIVE DESCRIBING

ADVANCED DEMENTIA

“I am going to describe to you an illness called advanced
dementia, like advanced Alzheimer’s dementia, that you
may or may not be familiar with. Advanced dementia is
an incurable disease of the brain in which one is not able
to communicate with others. People in advanced de-
mentia are not able to move around or walk, get out of
bed independently, eat by oneself, or communicate un-
derstandably with others. People with advanced demen-
tia often have difficulty chewing or swallowing, and re-
quire assistance with feeding oneself. Advanced
dementia is an incurable disease and most commonly
occurs after many years of Alzheimer’s disease or as the
result of strokes. People are not able to answer any ques-
tions or tell you about themselves.”
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Health Literacy not Race Predicts End-of-Life 
Care Preferences
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ABSTRACT

Background: Several studies have reported that African Americans are more likely than whites to
prefer aggressive treatments at the end of life.

Objective: Since the medical information presented to subjects is frequently complex, we hypoth-
esized that apparent differences in end-of-life preferences and decision making may be due to dis-
parities in health literacy. A video of a patient with advanced dementia may overcome communi-
cation barriers associated with low health literacy.

Design: Before and after oral survey.
Participants: Subjects presenting to their primary care doctors.
Methods: Subjects were asked their preferences for end-of-life care after they heard a verbal de-

scription of advanced dementia. Subjects then viewed a 2-minute video of a patient with advanced
dementia and were asked again about their preferences. For the analysis, preferences were di-
chotomized into comfort care and aggressive care. Health literacy was measured using the Rapid
Estimate of Adult Literacy in Medicine (REALM) and subjects were divided into three literacy cat-
egories: low (0–45, sixth grade and below), marginal (46–60, seventh to eighth grade) and adequate
(61–66, ninth grade and above). Unadjusted and adjusted logistic regression models were fit using
stepwise algorithms to examine factors related to initial preferences before the video.

Results: A total of 80 African Americans and 64 whites completed the interview. In unadjusted
analyses, African Americans were more likely than whites to have preferences for aggressive care
after the verbal description, odds ratio (OR) 4.8 (95% confidence interval [CI] 2.1–10.9). Subjects
with low or marginal health literacy were also more likely than subjects with adequate health lit-
eracy to have preferences for aggressive care after the verbal description, OR 17.3 (95% CI 6.0–49.9)
and OR 11.3 (95% CI 4.2–30.8) respectively. In adjusted analyses, health literacy (low health liter-
acy: OR 7.1, 95% CI 2.1–24.2; marginal health literacy OR 5.1, 95% CI 1.6–16.3) but not race (OR
1.1, 95% CI 0.3–3.2) was an independent predictor of preferences after the verbal description. Af-
ter watching a video of advanced dementia, there were no significant differences in the distribution
of preferences by race or health literacy.

Conclusions: Health literacy and not race was an independent predictor of end-of-life preferences
after hearing a verbal description of advanced dementia. In addition, after viewing a video of a pa-
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INTRODUCTION

SEVERAL STUDIES have reported that African Amer-
icans are more likely than whites to prefer more

aggressive treatments at the end of life.1–9 Speculation
about this finding has focused on African Americans’
unique cultural and spiritual belief systems,1,4–7,9 and
their lack of trust in the health care system perhaps
due to historical experiences such as Tuskegee, in
which African American men were deprived of treat-
ment for syphilis as an experiment.1–4 Although low
health literacy is a prevalent barrier to accurate com-
munication and could confound the relationship be-
tween race and informed decision-making, no prior
studies on end-of-life decision-making have explored
the confounding effects of health literacy.

More than 90 million adults in the United States
have insufficient literacy skills to be independent
health care users,10 and low health literacy is associ-
ated with race, age, education, and having chronic ill-
ness.11 Distinguishing the effect of health literacy from
race is important in this context.12 Ethnicity and cul-
ture are factors that may shape preferences and should
be respected. By contrast, low health literacy is an ob-
stacle to communicating information for informed de-
cision-making that we should strive to surmount so
that we can accurately elicit and respect individual val-
ues.

There are multiple communication techniques that
could be used to overcome barriers posed by health
literacy. Visual images have been shown to improve
communication of information with patients.13–17

Prior interventions to improve decision-making have
included print, audio, video, and Web-based pictorial
materials,15,18–25 with mixed results.26 The medium of
video allows patients to envision health states in a
manner not easily captured with verbal communica-
tion and can both engage people and efficiently com-
municate information about the experience of illness.27

We hypothesized that after hearing a verbal de-
scription of advanced dementia, subjects’ preferences
for care at the end of life for themselves would be in-
dependently predicted by health literacy and not race.
Additionally, we hypothesized that a video of a patient
with advanced dementia would overcome communi-
cation barriers associated with low health literacy.

METHODS

Participants

Patients over the age of 40 scheduled to see a gen-
eral internist at six study sites were eligible to partic-
ipate. The age of 40 was chosen since most adults af-
ter that age have usually been involved with end-of-life
decision making for a loved one. Patients were given
a flyer outlining the study at the time of their clinic
visit. The study sites consisted of urban and suburban
primary care clinics affiliated with two teaching hos-
pitals in the greater Boston area. Subjects were ex-
cluded if they had previously had a close relationship
with a person with advanced dementia, since they will
likely have had first-hand experience and knowledge
of the disease. Previous work suggested that subjects
who had a close relationship strongly favored comfort
care and that a video did not better inform prefer-
ences.27 Subjects were also excluded if, in the judg-
ment of the physician interviewer, they lacked med-
ical decision-making capacity at the time of the
interview, or if they did not speak English, the lan-
guage of our validated tools. Only subjects who self-
reported their race as African American or white were
included in the analysis since this study attempted to
compare the preferences of African Americans and
whites. All interviews were conducted by two white,
male physicians between December 1, 2005 and Jan-
uary 31, 2007. Approval for the project was granted
by the Institutional Review Boards of the affiliated
hospitals.

Design

A structured questionnaire was developed for this
study. Survey questions were generated from a review
of the medical ethics literature, and consultations with
medical ethics, palliative care, geriatric, and neurol-
ogy experts. Early versions of the survey were tested
with subjects recruited from primary care clinics.

After obtaining verbal informed consent, inter-
viewers defined advanced dementia in simple lan-
guage, highlighting functional impairments based on
the Functional Assessment Staging (FAST)28 criteria
including inability to communicate understandably
with others, inability to ambulate without assistance,
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tient with advanced dementia there were no longer any differences in the distribution of preferences
according to race and health literacy. These findings suggest that clinical practice and research re-
lating to end-of-life preferences may need to focus on a patient education model incorporating the
use of decision aids such as video to ensure informed decision-making.



and inability to feed oneself27 (See Appendix A for
verbal description). We then outlined three levels of
medical treatments and the goals associated with each
level. The first level, life-prolonging care, aims to pro-
long life at any cost. It includes all medically indicated
treatments. The second level, limited care, aims to
maintain physical functioning. It includes treatments
such as hospitalization, intravenous fluids, antibiotics,
and artificial nutrition and hydration, but excludes at-
tempted cardiopulmonary resuscitation and treatments
in the intensive care unit. The third level, comfort care,
aims to maximize comfort and to relieve pain. It in-
cludes oxygen and analgesics but excludes intravenous
therapies and hospitalization unless necessary to pro-
vide comfort. Subjects were asked which level they
preferred in the event they developed advanced de-
mentia. Subjects not able to select a level of treatments
were documented as “don’t know.”

Each subject next viewed a 2-minute video of a
white patient with advanced dementia. The video de-
picts the salient features of advanced dementia. The
narrative that accompanies the video is identical to
the verbal description used to assess subjects’ initial
preferences. The design, content, and structure of the
video intervention were reviewed for accuracy by
three geriatricians and five neurologists, all of whom
specialize in the care of patients with dementia. The
video was also designed with the close collaboration
of caregivers of patients with advanced dementia.27

The video was available only in English. (The 
film clip is available online at advancecareplanning
videos.com.

The subject was then asked exactly the same ques-
tions as previously regarding preferences for level of
medical care. Answers to sociodemographic questions
(age, race, gender, etc.) were self-reported by the sub-
jects. Health literacy was measured at the end of the
interview using the validated Rapid Estimate of Adult
Literacy in Medicine tool (REALM).29 The survey is
available upon request.

Statistical analysis

The main outcome measure was preferences for care
after hearing a verbal description of advanced demen-
tia. We dichotomized preferences into two groups:
comfort care and aggressive care (life-prolonging care,
limited care, and do not know). As others have done,
we included subjects preferring “do not know” in the
aggressive care group since in clinical practice the
default for such patients is life-prolonging treat-
ments.27,30

Our measure for health literacy was the 66-word
REALM.29 This is a 2- to 3-minute English test of

medically relevant vocabulary. The REALM is a valid
test of word pronunciation and has been shown to cor-
relate well with tests that evaluate a range of literacy
skills.31 As others have done, we defined three cate-
gories for literacy: low literacy (REALM score of
0–45, sixth grade and below); marginal literacy
(REALM score of 45–60, seventh to eighth grade); and
adequate literacy (REALM score of 61–66, ninth grade
and above).11,32 Fisher’s exact test was used to com-
pare the proportion of subjects who chose comfort care
across levels of health literacy.

Univariate analyses for subject characteristics
(health literacy, age, gender, education, marital status,
religion, religious attendance, and health status) with
race and preferences for care were conducted utilizing
the Fisher’s exact test. Unadjusted odds ratios (ORs)
were calculated using contingency tables to compare
subject demographic characteristics to their prefer-
ences.

Multivariate logistic regression analyses were
used to identify factors independently associated
with preferences. Stepwise algorithms were used to
assess the independent role of each variable. Factors
significant at p � 0.10 were retained. Factors thus
selected were simultaneously entered into the logis-
tic regression model. Another backward stepwise al-
gorithm, using p � 0.05, was used to determine the
final model.

The distribution of levels of care after the verbal de-
scription compared to the distribution of preferences
after the video were analyzed utilizing the McNemar’s
test of correlated proportions. All p values are two-
tailed. Data were analyzed using SAS software, ver-
sion 9.1 (SAS Institute, Cary, NC).

RESULTS

Study participants

A total of 214 subjects were approached to partici-
pate in the study, of whom 173 (81%) agreed to be in-
terviewed. The most common reason given for not par-
ticipating was lack of time. Of the 173 subjects
recruited for the study, 23 were disqualified due to a
prior history of a close relationship with a person with
advanced dementia. Four subjects were excluded due
to being Asian American (1), Native American (1), or
Latino (2); 2 subjects were excluded from the analy-
sis due to refusal to participate in the health literacy
assessment. The resulting dataset included 144 sub-
jects.

Table 1 describes the characteristics of the sur-
vey sample. Of the 144 subjects, 64 (44%) were
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whites and 80 (56%) were African Americans.
African Americans had significantly lower health
literacy, lower education, more religious atten-
dance, and poorer health.

Outcomes

After hearing a verbal description of advanced de-
mentia, treatment preference was associated with race,
health literacy, education, and health status (Table 2).

Preferences after verbal description by race

Of the 64 whites, 55 (86%) preferred comfort care
and 9 (14%) preferred aggressive care (Fig. 1). Of the
80 African Americans, 45 (56%) preferred comfort
care and 35 (44%) preferred aggressive care (Fig. 1).
Few whites or African Americans indicated “do not
know” as their preferences after the verbal description,
2 (3%) and 5 (6%) subjects, respectively.

Unadjusted analysis revealed that compared to
whites, African Americans were more likely to have
preferences for aggressive care after the verbal de-
scription, OR 4.8 (95% CI 2.1–10.9; Table 2). In the
multiple logistic regression stepwise model, the effect
of race was no longer significant, OR 1.1 (95% CI
0.3–3.2; Table 3).

Preferences after verbal description 
by health literacy

Preferences after the verbal description were also
strongly associated with health literacy (Fig. 1). Of the
27 subjects with low health literacy, 18 (67%) pre-
ferred aggressive care. Of the 30 subjects with mar-
ginal health literacy, 17 (57%) chose aggressive care.
Of the 87 subjects with adequate health literacy, only
9 (10%) selected aggressive care. There was an in-
creasing preference for comfort care after the verbal
description with increasing health literacy that was
highly statistically significant (p � 0.0001).

Unadjusted analyses revealed that subjects with low
health literacy were more likely to have preferences
for aggressive care after the verbal description when
compared to those subjects with adequate health liter-
acy, OR 17.3 (95% CI 6.0–49.9), as did those with
marginal health literacy, OR 11.3 (95% CI 4.2–30.8;
Table 2). In the multiple logistic stepwise model,
health literacy remained a significant and independent
predictor of preferences for care (low literacy OR 7.1,
95% CI 2.1–24.2; marginal literacy 5.1, 95% CI
1.6–16.3; Table 3).

Of all the other characteristics (age, education, gen-
der, marital status, religion, religious attendance, and
health status), only education remained in the model
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TABLE 1. CHARACTERISTICS OF STUDY SAMPLE

Characteristics Total African Americans Whites p value

Number of subjects, no. (%) 144 80 (56) 64 (44)
Age, mean (SD) 57 (11) 56 (11) 58 (12) 0.3
Women, no. (%) 92 (64) 55 (69) 37 (58) 0.22
Health literacy, no. (%) �0.0001

Low 27 (19) 23 (29) 4 (6)
Marginal 30 (21) 26 (33) 4 (6)
Adequate 87 (60) 31 (39) 56 (88)

Education, no. (%) �0.0001
High school or less 80 (56) 65 (81) 15 (23)
College or beyond 64 (44) 15 (19) 49 (77)

Marital status, no. (%) 0.001
Married 77 (53) 33 (42) 44 (69)
Nonmarried 67 (47) 47 (59) 20 (31)

Religion, no. (%) �0.0001
Christian 116 (81) 74 (93) 42 (66)
Non-Christian 28 (19) 6 (8) 22 (34)

Religious attendance, no. (%) 0.0001
Two times per month of more 61 (42) 43 (54) 18 (28)
One time per month or less 23 (16) 16 (20) 7 (11)
Never 60 (41) 21 (26) 39 (61)

Self-reported health status, no. (%) 0.0002
Very healthy 77 (53) 31 (39) 46 (72)
Somewhat healthy 61 (42) 44 (55) 17 (27)
Not healthy 6 (4) 5 (6) 1 (2)

SD, standard deviation.



after the stepwise approach (Table 3). Education was
also associated with preferences after the verbal de-
scription. Subjects with a high school education or less
were more likely to have preferences for aggressive
care when compared to those with a college or higher
education, OR 15.0 (95% CI 5.0–45.2; Table 2). In ad-
justed analysis controlling for race and health literacy,
education was still a significant and independent pre-
dictor of preferences after the verbal description, OR
4.5 (95% CI 1.1–18.6; Table 3).

Change in initial preferences after the video

The distribution of subjects’ preferences after view-
ing the video changed significantly compared to the
distribution of preferences after hearing the verbal de-
scription (p � 0.0001). The vast majority of subjects
across both races and all health literacy groups chose
comfort care after viewing the video (Fig. 2). After the

video, no whites and 10 (13%) African Americans pre-
ferred aggressive care (Fig. 2). After the video, 3
(11%) subjects with low health literacy and 3 (10%)
subjects with marginal health literacy preferred ag-
gressive care. Of the subjects with adequate health lit-
eracy, 4 (3%) preferred aggressive care after the video.

DISCUSSION

Previous studies have suggested that African Amer-
icans are more likely than whites to prefer aggressive
care at the end of life. This finding was observed in
the current study as well; however, adjusted analyses
reveal that health literacy mediates the relationship be-
tween race and end-of-life preferences for African
Americans. The influence of health literacy on end-of-
life decision-making reflected a dose-response effect
with increasing health literacy leading toward comfort
care. This suggests that race should not be the primary
focus of research and patient care regarding end-of-
life preferences. Rather, health literacy and a height-
ened commitment to patient education and communi-
cation should be the top priority. The importance of
patient education and communication is corroborated
by the finding in our study that a video intervention
designed to compensate for low health literacy skills
had a large impact on patient preferences. Indeed, af-
ter viewing the video there were no significant differ-
ences in end-of-life preferences by race or health lit-
eracy status. Carefully crafted video decision aids
designed to overcome barriers posed by health liter-
acy may improve decision-making at the end of life
for patients with low health literacy. Furthermore,
racial disparities in features of clinical medicine that
may be heavily dependent on health literacy, such as
we found to be the case in this study, can be influ-
enced by interventions like video that target deficits in
health literacy. Video offers a unique and widely ac-
cessible means of communication that engages pa-
tients in a way not achieved with words.

None of the studies previously cited regarding
African American preferences at the end of life stud-
ied health literacy,1–9 and few asked about educa-
tion.2,3,6 Education is closely related to health literacy,
but the two variables clearly represent different con-
structs. Education level represents how far a person
progressed in formal education, not how much liter-
acy skill he/she acquired. Various forces such as so-
cial promotion can lead to significant variance between
education level and observed literacy. In this country,
the average adult English reading level is between
eighth and ninth grade,33 and, the quality of educa-
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TABLE 2. UNADJUSTED ODDS RATIOS

OF INITIAL PREFERENCES FOR AGGRESSIVE

CARE AFTER VERBAL DESCRIPTION

Initial preferences
for aggressive carea

after verbal description

Characteristic Unadjusted OR 95% CI

Race
African American 4.8 2.1–10.9
White 1.0

Health literacy
Low 17.3 6.0–49.9
Marginal 11.3 4.2–30.8
Adequate 1.0

Education
High school or less 15.0 5.0–45.2
College or beyond 1.0

Gender
Male 1.0 0.5–2.1
Female 1.0

Marital status
Nonmarried 1.8 0.9–3.7
Married 1.0

Religion
Non-Christian 1.8 0.7–4.8
Christian 1.0

Religious attendance
�1 month 1.3 0.5–3.8
�2 month 1.7 0.8–3.7
Never 1.0

Health status
Not healthy 1.6 0.3–9.7
Somewhat healthy 2.1 1.0–4.4
Very healthy 1.0

aAggressive care includes those subjects who chose one of
the following: life-prolonging care, limited care, or don’t know.

OR, odds ratio; CI, confidence interval.



tional outcomes varies significantly.34 Our results
show that both education and health literacy were in-
dependently associated with end-of-life care prefer-
ences. We posit that health literacy will be more
closely related to communication barriers than educa-

tion because health literacy is a direct measure of a
patient’s current skills. Future studies exploring in de-
tail the increasingly recognized roles of health literacy
and education at the end of life are important.35–36

Our study has several important limitations. First,
the distribution of low or marginal health literacy be-
tween African Americans and whites was not parallel.
There were only 8 whites with low or marginal health
literacy. Future research on the relationship between
race, health literacy, and end-of-life preferences could
benefit from a more balanced or simply larger analytic
sample. This would permit exploration of additional
potential confounders, such as socioeconomic status.
In addition, our sample was drawn from the metro
Boston area. These findings should be evaluated in a
nationally representative sample that includes other
large minority groups such as Latinos and Asian
Americans.

We used a before and after study design in which
individual subjects heard the description of dementia
twice, verbally and then with the video. Subjects with
limited health literacy may simply have benefited from
the repetition of information. Future studies isolating
the effect of the video would be helpful. Additionally,
preferences for level of care at the end of life may
change over the course of time. Our study looked at
the preferences of subjects at a particular point in time.
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TABLE 3. ADJUSTED ODDS RATIOS

FOR INITIAL PREFERENCES FOR AGGRESSIVE

CARE AFTER VERBAL DESCRIPTION

Initial preferences
for aggressive care

after verbal description

Characteristica Unadjusted OR 95% CI

Race
African American 1.1 0.3–3.2
White 1.0

Health literacy
Low 7.1 2.1–24.2
Marginal 5.1 1.6–16.3
Adequate 1.0

Education
�High school 4.5 1.1–18.6
�College 1.0

aOther characteristics (age, gender, religion, religious atten-
dance and health status) were excluded from the stepwise model
as they were not related to the outcome at a p � 0.10.

OR, odds ratio; CI, confidence interval.

FIG. 1. Preferences after verbal description by race and health literacy. The Fisher’s exact test was used to compare each vari-
able (race, literacy) with the proportion of subjects who chose comfort care.



Future work looking at the stability of preferences over
time would be helpful, especially in the context of
completing advance directives or more formalized ad-
vance care planning that incorporates the video.

Video is a powerful medium that can be manipu-
lated to sway patient perspectives. We studied the
use of a single video clip that was designed to por-
tray advanced dementia in order to overcome barri-
ers posed by health literacy. Future studies explor-
ing the designing and filming of videos to overcome
literacy barriers would be useful. It would also be
interesting to explore the preferences of subjects us-
ing other video clips that varied the features of the
patient, such as race and gender. It is important to
note that special care needs to be taken to develop
patient education materials and decision-aids that
empower—not manipulate—patients. Our study
asked questions about preferences if patients would
be in a state of advanced dementia, a common end-
of-life scenario. Preferences for end-of-life care in
other disease states may be different. Other studies
using disease states such as a persistent vegetative
state, severe stroke, end-stage chronic obstructive
pulmonary disease (COPD) and severe congestive
heart failure (CHF) may be fruitful.

Discussions regarding treatments at the end of life
will increasingly involve a more diverse pool of pa-
tients, and consideration of each patient’s culture is
important. Yet our data show that accepting a patient’s
preferences based on a verbal conversation about a fu-
ture disease state may not reflect a patient’s fully in-
formed preferences for end-of-life treatments: the di-
versity of preferences that have often been attributed
to racial and cultural differences are a result of differ-
ences in health literacy, not race. Video in addition to
improved verbal communication may be one means to
overcome barriers posed by health literacy. Prema-
turely accepting aggressive preferences for end-of-life
treatments may inadvertently condemn patients to an
unwanted and misunderstood course of medical treat-
ments at the end of life.
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APPENDIX A. NARRATIVE DESCRIBING

ADVANCED DEMENTIA

“I am going to describe to you an illness called advanced
dementia, like advanced Alzheimer’s dementia, that you
may or may not be familiar with. Advanced dementia is
an incurable disease of the brain in which one is not able
to communicate with others. People in advanced de-
mentia are not able to move around or walk, get out of
bed independently, eat by oneself, or communicate un-
derstandably with others. People with advanced demen-
tia often have difficulty chewing or swallowing, and re-
quire assistance with feeding oneself. Advanced
dementia is an incurable disease and most commonly
occurs after many years of Alzheimer’s disease or as the
result of strokes. People are not able to answer any ques-
tions or tell you about themselves.”

Narrative Describing the Goals of Care

“I am going to ask you a question about your pref-
erences for medical care if you had a disease called

advanced dementia. I will ask you what you prefer.
You have three choices for medical care if you 
had this condition. I will first review these three
choices with you. The three choices for medical
care that i want you to think about for advanced de-
mentia are life-prolonging care, limited care, and
comfort care.

Life-prolonging care

The goal of this category of care is to prolong life.
There are no limits to care. This choice includes every-
thing a modern hospital has to offer to maintain your
life. Such procedures include: cardiopulmonary resus-
citation or CPR in which a doctor pushes on your chest
when the heart stops and will often use electricity to
shock the heart. Being placed on a breathing machine,
also known as life support, in which a tube is placed
down your throat into the lungs. And other medical
procedures performed in the intensive care unit or ICU.
The goal is to prolong life.

Limited care

The goal of this category is to maintain physical and
mental functions. Care will depend on your physical
and mental functioning. Such care includes intrave-
nous (IV) therapies like antibiotics, feeding tubes and
hospitalization. But does not include CPR and ICU
care. The goal is to maintain physical and mental func-
tioning.

Comfort care

The goal of this category is to maximize comfort. Only
measures that comfort or relieve pain are performed.
The aim is to relieve pain and to be kept as pain-free
as possible. Comfort care does not include CPR res-
pirators, ICU care, and generally would not include IV
therapy, feeding tubes, or hospitalization. The goal is
maximizing comfort and relieving pain.
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BACKGROUND: Prior studies have linked limited liter-
acy to poorer HIV medication adherence, although the
precise causal pathways of this relationship have only
been initially investigated.

OBJECTIVE: To examine whether social stigma is a
possible mediator to the relationship between literacy
and self-reported HIV medication adherence.

DESIGN: Structured patient interviews with a literacy
assessment, supplemented by medical chart review,
were conducted among patients receiving care at infec-
tious disease clinics in Shreveport, Louisiana and
Chicago, Illinois. Literacy was measured using the
Rapid Estimate of Adult Literacy in Medicine (REALM),
while stigma was measured using items taken from the
Patient Medication Adherence Questionnaire (PMAQ).

PARTICIPANTS: Two hundred and four consecutive
patients participated.

RESULTS: Approximately one-third of the patients
(30.4%) were less than 100% adherent to their regimen,
and 31.4% had marginal (7th–8th grade) or low (≤ 6th
grade) literacy. In multivariate analyses, patients with
low literacy were 3.3 times more likely to be non-
adherent to antiretroviral regimens (95% CI 1.3–8.7; p
<0.001). Perceived social stigma was found to mediate
the relationship between literacy and medication ad-
herence (AOR 3.1, 95% CI 1.3–7.7).

CONCLUSIONS: While low literacy was a significant
risk factor for improper adherence to HIV medication
regimens in our study, perceived social stigma mediated
this relationship. Low literacy HIV intervention strate-
gies may also need to incorporate more comprehensive
psychosocial approaches to overcome stigma barriers.

KEY WORDS: literacy; stigma; HIV; medication; adherence.
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INTRODUCTION

Several studies have identified limited literacy as a risk factor
for poor HIV medication adherence, despite evidence that
questions this association.1–4 Conceptually, whether this
relationship is construed as intuitive is controversial, as the
actual causal pathways linking literacy to health outcomes
remain unclear.5–7 Nonetheless, it is important to understand
the nature of the literacy-adherence relationship and what
specific factors might plausibly explain it.

A possible mediating variable that might partially explain
the association between literacy and medication adherence,
specifically in the context of HIV/AIDS, could be concern for
social stigma. Stigma has been labeled as the most formidable
social and psychological aspect of the HIV experience.8,9 HIV
stigma includes “prejudice, discounting, discrediting, and
discrimination directed at people perceived to have AIDS or
HIV, and the individuals, groups, and communities with which
they are associated.”10 Large segments of the public remain
uneducated about HIVand how it is transmitted, which promotes
fear and antipathy toward those infected with the virus.11 These
sentiments may often translate into biased and discriminatory
actions. Concern for such stigma is widely reported among people
living with HIV, which subsequently affects their social, psycho-
logical, and physical well-being.12,13 Concern for and experience
with stigma has been linked to elevated stress, depression,
impaired immune response, and high suicide rates among those
living with HIV.14–20 It can also lead people to hide their sero-
status from others, and avoid healthcare or forego their antire-
troviral medications.21–23 Specifically, patients may miss doses of
their regimen if their schedule requires them to take themedicine
at inopportune times and in public environments.22,24,25

Rintamaki and colleagues found that a greater concern for social
stigmawas a significant independent predictor of HIVmedication
adherence.23

It is possible that patients with limited literacy skills may be
more sensitive to matters of shame and stigma as a result of
their co-existing concern for social stigma related to their
limited reading proficiency, among other psychosocial
issues.2,26–29 In earlier studies, HIV-infected patients with
inadequate health literacy were found to be significantly more
likely to report negative health care perceptions and experi-
ences, and to be less confident in their ability to self manage
their disease than those with adequate health literacy. 2,30

No study to our knowledge has directly investigated the
relationship between concern for social stigma and literacy
level or, specifically, whether perceived stigma mediates the
relationship between literacy and medication adherence. We
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sought to investigate the relationship between literacy, social
stigma concerns and HIV medication adherence among a
diverse cohort of patients.

METHODS

Sample

The study sample and methods have been previously de-
scribed in detail.2,31,32 From June to September 2001, we
enrolled a total of 204 consecutive HIV-infected patients
receiving medical care who were prescribed one or more
antiretroviral medications and received medical care through
outpatient infectious disease clinics at the Northwestern
Memorial Hospital (Chicago site) and the Louisiana State
University Health Sciences Center at Shreveport (LSUHSC).
Patients who were on their regimen for less than two weeks
were excluded from participation, as well as those having any
of the following conditions: (1) dementia; (2) blindness or
severely impaired vision not correctable with eyeglasses; (3)
deafness or hearing problems uncorrectable with a hearing
aid; (4) too ill to participate in the survey. Approval for human
subjects research was obtained from institutional review
boards at both study sites prior to consenting patients to the
study.

Data and Procedure

Trained research assistants received referrals of interested and
eligible patients from clinic health providers, gathered in-
formed consent, and conducted a structured interview with
recruited patients in a private room. Information collected at
this time included literacy level, stigma concerns, and HIV
medication adherence.

Medication Adherence

Patients were given the low literacy accessible version of the
Patient Medication Adherence Questionnaire (PMAQ) and
asked to identify the medications in their current regimen, as
well as self-report any recent missed doses using pages that
contained names and color photographs of common HIV
medications.33,34 This version of the PMAQ had been revised
to simplify the test by limiting the recall period for missed
doses and adding visual cues to aid in medication iden-
tification. Information on patient antiretroviral agents, co-
morbidities, and non-HIV prescriptions was obtained through
medical chart reviews. Four questions were asked pertaining to
anymissed doses over the past four days. Proper adherence was
determined if patients reported no skipped doses over the past
four days, whereas non-adherence was determined if any doses
in the patient’s regimen were missed during the past four day
interval.1,2,23,31,32

Measurement

HIV-Related Social Stigma. Patients’ concern with HIV-related
stigma was measured using three items from the PMAQ, which
is a 25-item scale that assesses psychosocial barriers to
adherence.33 Items included statements related to problems
associated with adhering to HAART regimens. Three state-

ments were presented to patients that addressed internalized
stigma issues: “I am embarrassed to get my medicines from a
drug store;” “I don’t want people to see me take my HIV
medicines;” and “Taking my medicines reminds me that I have
HIV.” Patients were asked to respond to each statement by
endorsing the item on a three-point scale (agree, not sure,
disagree).

Conceptually, the first two statements speak to participants’
sensitivity to exposing their medications and, potentially, their
HIV status. The dilemmas these statements represent have
been detailed in earlier work regarding HIV patients’ stigma
concerns for being seen using antiretroviral medications or
accessing HIV-related services.21,22 The first and third state-
ments also speak to people who may have internalized HIV
stigma, whose embarrassment and heightened identity sa-
lience around their medications is hypothesized to correlate
with high concerns for HIV stigma and discrimination.35–38

A total score of social stigma concern was calculated (range
3 to 9), and perceived HIV-related stigma concern was
categorized as either low (3–5), moderate (6–7), or high (8–9).
These items have previously been found to demonstrate high
internal consistency (> 0.85), loading on a single stigma factor
(Eigenvalue=1.60; factor loadings 0.73, 0.76, and 0.80, re-
spectively).23

Literacy. Patient literacy was assessed using the Rapid
Estimate of Adult Literacy in Medicine (REALM).39 For this
literacy assessment, patients are asked to read aloud 66
medical terms while a trained research assistant scores the
REALM based on number of words pronounced correctly.
Classification of literacy are as follows: third grade or less (0–
18), fourth to sixth grade (19–44), seventh to eighth grade (45–
60), and ninth grade and above (61–66). In health care studies
where patients need only be categorized as low (scores 0–44),
marginal (scores 45–60) or adequate (scores 61–66) readers,
the information provided by the REALM is generally sufficient.
The REALM is highly correlated with standardized reading
tests and the Test of Functional Health Literacy in Adults
(TOFHLA).40,41

Analysis Plan

Statistical Analysis. Chi-square and student’s t-tests were used
to evaluate the association between patient literacy, demo-
graphic (age, gender, race, insurance coverage, employment,
monthly income, site) and clinical (number of HIV and non-
HIV medications currently taken, comorbidity, treatment in
the past 6 months for mental illness or illicit drug use)
characteristics, social stigma concerns, and self-reported ad-
herence to HAART regimens (100% adherence vs. < 100%
adherence, past four days). Patient literacy was classified
either as low (6th grade and below), marginal (7th–8th grade)
or adequate (9th grade and higher). Multivariate logistic
regression models were used to estimate the independent
relationship between low literacy and the outcomes of asso-
ciated concerns of social stigma and medication adherence
while controlling for potential confounding variables (age,
gender, race, site) and additional risk factors for medication
non-adherence (number of HIV medications in regimen, other
medications taken, comorbidity, history of mental illness
and/or illicit drug use).
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Mediational Analysis. We used mediational analysis to analyze
the pathways linking literacy and HIV medication adherence.42

Mediating variables are those thought to lie in a causal
pathway between the main predictor variable and the
outcome. The independent relationship between literacy and
medication adherence was revisited, adjusting for all exog-
enous covariates and potential interaction effects (baseline
model). Next, the relationship between literacy and social
stigma concerns were examined. Finally, social stigma was
added to the baseline model as a mediator, and changes in
odds ratios for patient literacy were analyzed. Model calibra-
tion and discrimination was estimated using the Hosmer-
Lemeshow goodness-of-fit chi-square test and the c-statistic
from receiver operating characteristic (ROC) curves. All statis-
tical analyses were performed using STATA, version 8.0
(College Station, TX).

RESULTS

Sample Characteristics

The mean age of patients was 40.1 years, 45.1% were African
American and 79.9% were male. Over half of respondents
(55.9%) were unemployed, 39.7% had a household income of
less than $800/month, and 27.5% did not carry any health
insurance. More than 60% of patients reported at least some
college education. Approximately one-third of patients had
limited literacy skills; 11.3% were reading at or below a sixth
grade level (low literacy) and 20.1% were reading at a seventh
to eighth grade level (marginal literacy). More than half (52.5%)
of patients were also being treated for a non-HIV related
chronic illness. Nearly one-third reported receiving mental
health services and 9.3% received treatment for alcohol or
illicit drug use in the past six months. Significant differences in
demographic and clinical characteristics were noted across
literacy levels (see Table 1). Patients with low literacy were
more likely to be African American, lower educated, male,
employed but uninsured, and from the Shreveport site.

Social Stigma Concern and Medication
Adherence

Over 70% of the patients were taking three or more antire-
troviral medications in addition to a mean of 3 (SD=2.9) non-
HIV prescription medications. Patients with low literacy had
the highest reported rate of non-adherence (52.2%) and
individuals with marginal literacy skills were the least likely
to self-report missing any doses of antiretroviral medications
(19.5%). Patients who reported moderate or high levels of social
stigma concern were also more likely to be non-adherent
compared to those with low levels of social stigma concern
(high – 46.4%, moderate – 30.6%, and low – 22.5%, p=0.01).

Multiple logistic regression models that included social
stigma concerns and medication adherence as dependent
variables were analyzed using generalized estimating equa-
tions (GEE) for binomial data (Table 2). Low literacy (≤6th
grade) was a significant independent predictor of high concern
for social stigma (Adjusted Odds Ratio (AOR) 3.1, 95%
confidence interval (CI) 1.8–9.7), and medication non-adher-
ence in the past four days (AOR 3.3, 95% CI 1.3–8.7; Table 2).

Marginal literacy (7th–8th grade) was not significantly associ-
ated with social stigma concern or adherence. Multiple regres-
sion analyses were then repeated to examine the relationship
between social stigma and HIV medication adherence, without
literacy in the model. A high level of social stigma concern was
also found to be a significant independent predictor of
medication non-adherence in the past four days (AOR 3.7,
95% CI 1.5–9.1; Model 2, Table 3).

Mediational Analyses

The multivariate model for medication non-adherence was
repeated in mediational analyses, including the hypothesized
potential mediating factor of social stigma concern (Table 3).
After concern for social stigma was entered into the model the
relationship between literacy and adherence attenuated to a
point of non-significance (AOR 2.1, 95% CI 0.7–6.5). High
concern for social stigma was a significant independent

Table 1. Characteristics of Sample, Stratified by Literacy Level

Variable Literacy Level P
value

Adequate
(n=140)

Marginal
(n=41)

Low
(n=23)

Age 0.91
< 40 57.9 63.4 56.5
40–50 29.3 26.8 26.1
> 50 12.8 9.8 17.4

Gender 0.03
Male 78.3 65.9 84.3

Race <0.001
African American 31.4 68.3 86.9

Education <0.001
< High school 5.7 22.0 34.8
High school graduate 17.9 43.9 43.5
> High school 76.4 34.1 21.7

Monthly income .06
< $800 33.6 43.9 69.6
$800–$999 24.3 24.4 13.0
$1000–$1500 11.4 9.8 0.0
> $1500 30.7 21.9 17.4

Employment <0.001
Unemployed 73.9 56.1 52.9
Employed, part-time 13.0 17.1 15.0
Employed, full-time 13.1 26.8 32.1

Insurance <0.001
Private 33.6 21.9 0.0
Medicare 20.0 22.0 13.0
Medicaid/free care 46.4 56.1 87.0

Site 0.02
Shreveport 50.7 43.9 78.3
Chicago 49.3 56.1 21.7

Social stigma concerns 0.007
Low 43.6 56.1 21.7
Moderate 38.6 26.8 30.4
High 17.9 17.1 47.9

No. of HIV
medications
in regimen

0.17

1– 2 25.9 35.5 45.0
3 or more 74.1 64.5 55.0

Non-adherence in
past 4 days

0.01

1 or more missed
doses

30.0 19.5 52.2
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predictor of medication non-adherence in the final model (AOR
3.1, 95% CI 1.3–7.7). Interactions between literacy and social
stigma concern were entered into the model; these were not
found to be statistically significant.

DISCUSSION

In our study, we re-examined the relationship between literacy
and adherence to HIV antiretroviral medications among a
diverse sample of patients from two distinct regions of the
United States. Approximately one-third of patients in our
sample had missed one or more doses in their HAART regimen
within the past four days, and low literacy was associated with
more than a threefold greater likelihood of missed doses. In
mediational analyses, the effect of literacy on medication
adherence was reduced by nearly 40% after social stigma
concern was included in the model. To our knowledge, this is
the first study that documents the association between limited
literacy, stigma, and medication adherence. As such, our
research advances the national agenda to describe, in more
detail, the likely causal pathways linking literacy to health
outcomes.

Specifically, higher perceived social stigma mediated the
relationship between limited literacy and worse antiretroviral
medication adherence. This is not surprising, as it is plausible
that stigma concerns might interfere with appropriate proces-
sing and understanding of health information, as well as
sustained medication-taking behaviors that frequently occur
in social situations. Yet stigma concern might impact adher-
ence on a broader level, such as general acceptance of one’s
condition and the need for antiretroviral therapies.43 Our
findings suggest that patients with low literacy skills are more
sensitive to these concerns. Unfortunately we did not assess
patients’ sense of shame related to domains other than HIV
medication-taking behavior, as prior research has shown that
patients with low literacy harbor a great amount of shame and
stigma relating to their limited literacy skills.

Additional study limitations should be mentioned. We
assessed adherence via self-report rather than more objective
measures, such as random pill counts, medication event
monitoring system (MEMS) caps, or pharmacokinetic labora-
tory assessments. Although we utilized an existing, validated
assessment tool to measure HIV medication adherence,
patients may under-report missed doses through question-
naires.33,34 In addition, our measure of concern for HIV-related
stigma was a short, three-item scale derived from a previously
validated instrument, which may lack the sensitivity of more
in-depth stigma questionnaires. Further psychometric evalua-
tion should be performed to determine the utility of this scale
compared to other available tools that may not be so parsimo-
nious and practical for use in clinical settings.44 Our data is
also derived from a cohort of HIV-infected patients interviewed
five years ago, and may not directly reflect the experience of
those currently on HAART regimens. While more recent
advances offer the potential for simplified and less restrictive
dosing schedules, adherence still remains a significant chal-
lenge for patients with the disease.45,46 However, our study is
one of the first to quantitatively report on the relationship
between social stigma and HIV medication adherence among a
sample of patients from both urban and rural settings.
Therefore, we believe our findings to still be relevant in the
present day. Finally, the relatively small sample size and
modest number of individuals with low literacy skills further
limits the generalizability of study findings.

Despite the limitations, this study suggests that high
concern for social stigma is a significant independent predictor
of poor medication adherence for those with low literacy. This
finding is important, given that most low literacy strategies
have focused mostly on simplifying health information without
addressing the social circumstances of health care.47–50 Inter-
ventions are needed that extend beyond the ‘plain language’
programs that have been developed. These methods have
resulted in variable success and usually do not lead to
improvements in health behaviors.48,49 While improving health
information is imperative, more comprehensive approaches

Table 3. Adjusted Odds Ratios (AOR) for Non-Adherence to HIV
Medication Regimen, Past Four Days

Variable Non-adherence to HAART Regimen

Model 1 Model 2 Model 3

AOR
(95% CI)

AOR
(95% CI)

AOR
(95% CI)

Literacy level
Adequate
(≥ 9th grade)

1.0 1.0

Marginal
(7th–8th grade)

2.1 (0.8, 5.5) 0.7 (0.2, 1.8)

Low (≤ 6th grade) 3.3 (1.3, 8.7) 2.1 (0.7, 6.5)
Stigma concerns
Low 1.0 1.0
Moderate 1.9 (0.8, 4.5) 1.4 (0.6, 3.2)
High 3.7 (1.5, 9.1) 3.1 (1.3, 7.7)

Odds ratios adjusted for age, gender, site, insurance coverage, employ-
ment status, number of medications in HIV regimen, number of non-HIV
prescription medications currently taken, presence of a comorbid chronic
condition, treatment for a mental health condition in past six months, and
treatment for alcohol or drug use in past six months.
CI – confidence interval

Table 2. Adjusted Odds Ratios (OR) for Social Stigma Concern and
Medication Non-Adherence, by Literacy Level

Outcome Literacy Level

Adequate
(n=140)

Marginal
(n=41)

Low
(n=23)

High social stigma concern, % 17.9 17.1 47.9
Crude OR (95% CI) 1.0 0.9

(0.4–2.4)
4.2
(1.7–10.6)

Adjusted OR (95% CI) *,a 1.0 0.7
(0.1–6.3)

3.1
(1.8–9.7)

HIV medication adherence, % 70.0 80.5 47.8
Crude OR (95% CI) 1.0 0.5

(0.2–1.2)
2.9
(1.3–6.5)

Adjusted OR (95% CI) 1.0 2.1
(0.8–5.5)

3.3
(1.3–8.7)

*Odds ratios adjusted for age, gender, site, insurance coverage, employ-
ment status, number of medications in HIV regimen, number of non-HIV
prescription medications currently taken, presence of a comorbid chronic
condition, treatment for a mental health condition in past six months, and
treatment for alcohol or drug use in past six months.
CI – confidence interval
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should address psychosocial concerns by assessing not only
patients’ understanding, but also their self-efficacy and ability
to perform the tasks necessary to promote health.51 A prior
study by Wolf and colleagues already underscores the value of
self-efficacy in overcoming literacy barriers in HIV medication
adherence.2 Yet chronic disease self-management programs
infrequently mention social stigma specifically as a potential
barrier.51–53 It is possible that social stigma concerns could be
addressed through greater patient activation, but this requires
further study. Limited evidence is currently available that
demonstrates ways to remediate stigma concerns, although
interventions targeting patient coping skills and self-efficacy
have been cited.54,55 These types of programs require further
testing for use among lower literate HIV patients specifically.

Providers should also be included in the design of effective
responses to address stigma and adherence issues for patients
with low literacy. Communication skills training modules have
already been developed that can aid physicians and other
health professionals in discussing the specific implementation
of medication schedules within patients’ lifestyle and daily
routine.56,57 This allows for preventive problem-solving around
potentially difficult scenarios that might lead to missed doses.
Ultimately, stigma and literacy concerns should be addressed
with strategies that target both patients and providers and
have been tested in diverse clinical settings, including com-
munity health centers that serve low-income and minority
patients who are at greater risk for literacy barriers and may
have more challenging social environments.
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BACKGROUND: Buprenorphine is a safe, effective and
underutilized treatment for opioid dependence that
requires special credentialing, known as a waiver, to
prescribe in the United States.

OBJECTIVE: To describe buprenorphine clinical prac-
tices and barriers among office-based physicians.

DESIGN: Cross-sectional survey.

PARTICIPANTS: Two hundred thirty-five office-based
physicians waivered to prescribe buprenorphine in
Massachusetts.

MEASUREMENTS: Questionnaires mailed to all waiv-
ered physicians inMassachusetts in October and Novem-
ber 2005 included questions on medical specialty,
practice setting, clinical practices, and barriers to pre-
scribing. Logistic regression analyses were used to iden-
tify factors associated with prescribing.

RESULTS: Prescribers were 66% of respondents and
prescribed to a median of ten patients. Clinical practices
included mandatory counseling (79%), drug screening
(82%), observed induction (57%), linkage to methadone
maintenance (40%), and storing buprenorphine notes
separate from other medical records (33%). Most non-
prescribers (54%) reported they would prescribe if bar-
riers were reduced. Being a primary care physician
compared to a psychiatrist (AOR: 3.02; 95% CI: 1.48–
6.18) and solo practice only compared to group practice
(AOR: 3.01; 95% CI: 1.23–7.35) were associated with
prescribing, while reporting low patient demand (AOR:
0.043, 95% CI: 0.009–0.21) and insufficient institutional
support (AOR: 0.37; 95% CI: 0.15–0.89) were associated
with not prescribing.

CONCLUSIONS: Capacity for increased buprenorphine
prescribing exists among physicians who have already
obtained a waiver to prescribe. Increased efforts to link
waivered physicians with opioid-dependent patients and
initiatives to improve institutional support may mitigate
barriers to buprenorphine treatment. Several guideline-
driven practices have been widely adopted, such as
adjunctive counseling and monitoring patients with drug
screening.

KEY WORDS: opioid dependence; buprenorphine; medication assisted

treatment.
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INTRODUCTION

Although opioid dependence is steadily increasing in the United
States, the number of federally licensedmethadonemaintenance
treatment slots is unchanged at approximately 250,000 and
unevenly distributed geographically.1 Buprenorphine is a safe,
effectivemedication for opioid dependence that is associatedwith
increased treatment retention, reduced illicit opioid use, reduced
opioid craving, increased survival, and few adverse effects in
research and community office-based settings.2–12 With the
enactment of the Drug Addiction Treatment Act (DATA) of 2000
and the Food and Drug Administration’s approval of sublingual
buprenorphine for the treatment of opioid dependence inOctober
2002, office-based physicians in the United States, such as
primary care physicians and psychiatrists, gained the opportu-
nity to treat opioid-dependent patients with buprenorphine,
commonly referred to as office-based opioid treatment (OBOT).13

To provide OBOT with buprenorphine, DATA 2000 requires
physicians to obtain a waiver from the federal Center for
Substance Abuse Treatment (CSAT). Prescribing physicians are
responsible for providing patients with or referring patients to
substance abuse counseling as well as developing linkages to
other addiction treatment programs (e.g., methadone mainte-
nance treatment). CSAT-issued guidelines form the core curric-
ulum of treatment practices for the required 8-hour certification
course.14 Sublingual buprenorphine is indicated for medically
supervised taper (detoxification) or maintenance treatment in
opioid-dependent patients. The guidelines recommend that
dosing during the 1st day of induction be observed in a medical
setting, such as the office. The guidelines recommendmonitoring
treatment adherence with drug toxicology screening, and pill
counts. To decrease abuse and diversion, the use of the
sublingual tablet coformulation of buprenorphine/naloxone
(“combo” tablet) is recommended in all cases except for pregnant
patients and during the first part of supervised induction forPublished online July 1, 2008
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patients who are dependent on long-acting opioids. In these
cases, the sublingual tablet of buprenorphine alone (“mono”
tablet) is indicated. Consistent with federal public health regula-
tions that require specific protections of drug and alcohol
treatment information,15 procedures should be established to
ensure the privacy and confidentiality of patients treated with
buprenorphine, such as storing OBOT records separately from
other general medical information.

With buprenorphine as the first opioid agonist medication
FDA-approved for OBOT, generalist physicians are taking on a
new role in addiction treatment that requires additional guide-
line-driven training and certification. Because the system to
certify and waiver physicians to prescribe buprenorphine is
unique, it is important to examine the barriers waivered physi-
cians encounter in prescribing thismedication andhowpractices
compare to guidelines. Previous examinations of barriers to
providing OBOT with buprenorphine were conducted within a
year of its approval and were focused on addiction specia-
lists.16,17 In September 2003, Kissin et al. surveyed a random
national sample of 545 addiction specialists who had obtained a
waiver, finding that 58% of those waivered, prescribed. Signifi-
cant predictors of prescribing included longer time since obtain-
ingwaiver, working in a solo or “individual” practice, andworking
in a specialty substance abuse treatment program. Predictors of
not prescribing included being a psychiatrist.

Because of the substantial mortality and morbidity from opioid
dependence,18 the Massachusetts Department of Public Health
(MA DPH) surveyed all 356 waivered physicians in October and
November of 2005 about their practices and barriers to office-
based opioid treatment with buprenorphine. This study advances
current understanding because we surveyed both the barriers to
prescribing buprenorphine and treatment practices among sub-
stantial numbers of physicians without addiction specialty certifi-
cationwhowere waivered to prescribe buprenorphine 3 years after
it was initially available. We report the findings from this survey.

METHODS

Population

In October of 2005, MA DPH mailed two questionnaires, one for
prescribers and one for non-prescribers, to all 356 physicians in
Massachusetts waivered by CSAT to prescribe buprenorphine.
Non-respondents were sent a secondmailing in November 2005.
Mailings included a cover letter from MA DPH explaining that
only one of the two mailed questionnaires should be completed
based on whether or not the physician was currently prescribing
buprenorphine. A self-addressed, stampedenvelopewas included
in the mailing. No personal demographic information was
collected and no compensation was offered for completing the
questionnaires. Respondents who indicated on their question-
naire that they did not work in an office-based setting were
excluded fromanalysis, because of our focus on describingOBOT.

Data Collection

Both questionnaires included questions about medical spe-
cialty, practice setting, addiction society certification, and
barriers to prescribing. Respondents were asked about nine
barriers to prescribing (for prescribers, “Have you experienced
any of the following barriers to the provision of buprenorphine

treatment?” and for non-prescribers, “Why do you not cur-
rently prescribe buprenorphine?”), including stigma among
office staff, “payment issues,” “pharmacy issues,” low patient
demand for treatment, insufficient physician or staff knowl-
edge, and lack of nursing, office, and institutional support. In
addition, a space to specify “other” barriers was provided. The
prescriber questionnaire inquired about the following treat-
ment practices: the number of patients currently treated;
prescribing indication (detox or maintenance); buprenophine
induction location (office versus home); the use of substance
abuse counseling; the availability of methadone maintenance
programs for referral of the use of monitoring practices, such
as drug screens or pill counts; indication for the use of the
mono tablet; and whether OBOT patient information is stored
separately from other patient medical records. The non-
prescriber questionnaire asked about past prescribing and
plans to prescribe in the future.

Statistical Analysis

The dependent variable of interest was prescriber status (pre-
scriber vs. non-prescriber). We performed frequencies and
proportions for each of the questionnaire responses above,
overall and by prescriber status. We dichotomized the medical
specialty variable into psychiatrists and primary care physi-
cians (general internists, family practitioners, or pediatri-
cians), as these disciplines accounted for nearly all waivered
physicians. We also dichotomized the practice setting variable
(i.e., group vs. solo), collapsing those who reported both group
and solo practice into the group practice category. We con-
ducted bivariate comparisons of these variables and the
barrier variables for prescribers and non-prescribers using
chi-square tests. To identify factors associated with prescribing
buprenorphine, we fit multiple logistic regression models,
including the following independent variables: medical spe-
cialty, practice setting, addiction society certification, and
seven potential barriers to prescribing (insufficient nursing/
office support, lack of institutional support, low demand,
insufficient physician knowledge, insufficient staff knowledge,
payment issues, and pharmacy issues). Correlation analyses
were performed prior to performing regression analyses to
identify potential variables that may be collinear (r>0.4).
Because of high correlation between the nursing support
barrier and the office support barrier (r=0.56), we combined
these into a single variable (insufficient nursing or office
support) for the logistic regression. We did not include the
office staff stigma barrier in the regression, because no non-
prescribers reported this barrier. This study was approved by
the institutional review board at Boston Medical Center. All
statistical analyses were done using SAS 9.1.

RESULTS

Of the 356 waivered physicians who were sent a survey, 235
(66%) were included in our analysis. Of the 121 physicians
who were excluded from analyses, 20 questionnaires were
returned because of wrong address, 80 questionnaires were
non-respondents, and 21 respondents were excluded because
they did not practice in an office setting (Fig. 1). The survey
response rate, excluding wrong addresses and non-office
based physicians, was 75% (235/315).
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Characteristics and Barriers Among Prescribers
and Non-prescribers

Among the 235 physicians in the study sample, 156/235 (66%)
were prescribers and 79/235 (34%) were non-prescribers. The
characteristics and barriers reported by the total sample and by
prescriber status are presented in Table 1. Respondents were
from psychiatry (54%) and primary care specialties (44%), in
some group practice setting (74%), or only solo practice (26%).
Addiction society certification was held by 24%. The more
common barriers among prescribers were payment issues,
insufficient nursing support, insufficient office support, lack of
institutional support, and pharmacy issues. The more common
barriers for non-prescribers were insufficient office support,
insufficient nursing support, lack of institutional support,
insufficient staff knowledge, and low demand. About half of
prescribers reported at least one barrier, whereas two-thirds of
non-prescribers reported at least one barrier.

OBOT Practices

Results of the prescriber survey are presented in Table 2.
Prescribers reported currently treating a median of 10 (inter-
quartile range 3–25.5) patients and a mean of 14 patients. Only
8% of prescribers provided detoxification treatment alone.
Forty-three percent of prescribers have at least some of their
patients on complete buprenorphine induction at home (i.e.,
not directly observed). Substance abuse counseling was man-
dated by 79%, with 66% offering individual and 39% offering
group counseling in their practice, and 57% referring to
counseling elsewhere. To address opioid-dependent patients
who failed or did not qualify for buprenorphine, 86% of
respondents stated that they had the capacity to refer patients
to methadone maintenance treatment and 40% had made such
referrals. Monitoring practices for illicit drug use and appropri-
ate adherence to prescribed medications included: pill counts
(43%) and drug screens (82%), with over half reporting “ob-
served” collection of drug screens. The “mono” tablet not co-
formulated with naloxone was used by 29% for the following
indications: 10% induction, 13% in pregnant patients, and 11%
for “patient preference.” Only one-third reported maintaining

OBOT patient information separately from other medical infor-
mation. Four-fifths of prescribers accepted insurance for OBOT.

Non-prescribers and OBOT

Of those non-prescribers who had never prescribed buprenor-
phine, 54% (33/61) reported they will prescribe in the future if
the barriers are diminished. Reasons that respondents gave for
not prescribing beyond barriers specifically queried included
the following: the induction periodwas “too demanding,” the 30-
patient limit, insufficient time or space in current practice, and
lack of another physician for backup. Of the non-prescribers
who had prescribed in the past, 67% (10/15) reported that they
would prescribe in the future if barriers were diminished.

Factors associated with prescriber status

Results of logistic regression analyses modeling prescriber
status are presented in Table 3. Being a primary care physician
(OR 3.02 95% CI: 1.48–6.18) and being in a solo practice only
(OR 3.01 95% CI: 1.23–7.35) were factors that significantly
increased the odds of prescribing in adjusted analyses. Barriers
significantly associated with decreased odds of prescribing in
adjusted analyses included insufficient institutional support
(OR 0.37 95% CI: 0.15–0.89) and low patient demand for
buprenorphine (OR 0.04 95% CI: 0.01–0.21).

Figure 1. Survey response.

Table 1. Characteristics of 235 Office-Based Respondents
Waivered to Prescribe Buprenorphine in Massachusetts, Overall

and by Prescriber Status

Total
n (%)

Prescribers
n (%)

Non-
prescribers
n (%)

Total 235 (100) 156 (66) 79 (34)
Specialty*

Psychiatrist 126 (54) 74 (47) 52 (67)
Primary care† 102 (44) 78 (50) 24 (31)
Internist 61 (26) 45 (29) 16 (21)
Family medicine 32 (14) 27 (17) 5 (6)
Pediatrician 9 (4) 6 (4) 3 (4)
Other‡ 6 (3) 4(3) 2 (3)
Practice setting§
Solo 58 (26) 46 (30) 12 (16)
Group 169 (74) 107 (70) 62 (84)
Addiction society certified 55 (24) 41 (27) 14 (18)
Barriers¶
Insufficient nursing support 46 (20) 25 (16) 21 (27)
Insufficient office support 44 (19) 20 (13) 24 (30)
Lack of institutional support 38 (16) 19 (12) 19 (24)
Office staff stigma 11 (5) 11 (7) 0 (0)
Low demand 17 (7) 3 (2) 14 (18)
Insufficient physician
knowledge

7 (3) 5 (3) 2 (3)

Insufficient staff
knowledge

28 (12) 11 (7) 17 (22)

Payment issues 40 (17) 32 (21) 8 (10)
Pharmacy issues 19 (8) 18 (12) 1 (1)
One or more barriers 130 (55) 77 (49) 53 (67)

* N=234, 1 with missing data
†Primary care is the sum of internists, family medicine, and pediatri-
cians. “Other” excluded
‡Other specialties included “anesthesia/pain medicine” × 2, “retired
surgeon,”ambulatory/urgent care medicine,” “outpatient addiction/
mental health non-psychiatrist,” “emergency medicine”
§N=227, 8 with missing data
N=232, 3 with missing data
¶N=235, none missing
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DISCUSSION

This survey of waivered physicians in Massachusetts revealed
several important findings about who is prescribing buprenor-
phine and how they are doing it. Given the median number of
active patients among prescribers (i.e., ten), substantial treat-
ment capacity among current prescribers remains. Thus, efforts
to increase OBOT treatment could be directed to both waivered
physicians who already prescribe but have further capacity by
regulations as well as those who do not prescribe. The lack of
office and nursing support noted as common barriers by both
prescribers and non-prescribers is evidence that for many
providers adding OBOT with buprenorphine to one’s practice
requires increased administrative and clinical resources. An
example of a successful collaborative care model was recently
described.3 As prescribers commonly identified payment and

pharmacy issues as barriers, it is likely that increasing insurance
coverage for buprenorphine and making it more available in
pharmacies would help prescribers treat more patients. Increas-
ing prescribing among non-prescribers will likely require im-
proved top-down institutional support and improved systems
that match patients seeking treatment to waivered physicians.

Determining why psychiatrists were less likely to prescribe
than physicians in primary care specialties warrants further
investigation. This reluctance of psychiatrists to prescribe
buprenorpine was noted previously in a national survey of
1,203 psychiatrists conducted before buprenorphine was re-
leased for OBOT, where four-fifths of all respondents, including
43% of those certified in addiction psychiatry, reported they
would not be comfortable providing OBOT.19 The increased
likelihood of prescribing we found among primary care physi-
cians compared to psychiatrists may be evidence that the DATA
2000 legislation has encouraged office-based treatment beyond
specialty practices and into primary care. According to the CSAT
guidelines, DATA 2000 “promises to bring opioid addiction care
into the mainstream of medical practice.”14

We found that being in solo practice versus being in a group
practice was also associated with prescribing buprenorphine.
Wolinsky andFriedson have described a trade off between greater
resources and greater autonomy for physicians who choose to
work in group or solo practices, respectively.20 We expected that
group practices could provide more administrative support to
waivered physicians who would therefore be more likely to
prescribe. However, it is likely that while group practices are
better resourced, they present more bureaucratic or administra-
tive barriers to instituting a new treatment such as OBOT.
Furthermore, early regulations restricted not only each individ-
ual physician to 30 patients, but each group practice to 30 total
patients, which likely reduced the incentive for group practices to
support providing buprenorphine treatment over competing
priorities.

Clinical practices of prescribers were largely consistent with
the substance and spirit of buprenorphine training and the CSAT
guidelines in that they conform to the 30-patient limit thatwas in
effect at the time of this survey, substance abuse counseling was
available and being offered, and monitoring of adherence and
relapse through drug screens and pill counts occured widely
among prescribers.

Although these OBOT practices were CSAT guideline-driven,
others were not. Substantial numbers of physicians use unob-
served home induction where patients start buprenorphine at
home, usually with telephone support from a nurse or physician.
A successful home induction protocol has been described,3 but is

Table 3. Unadjusted and Adjusted Logistic Regression Models for Prescribing Buprenorphine Among Waivered Physicians in Massachusetts*

Unadjusted odds ratio 95% CI P-value Adjusted odds ratio 95% CI P-value

Primary care vs. psychiatry 2.28 1.28–4.07 0.005 3.02 1.48–6.18 0.002
Solo vs. group practice 2.20 1.08–4.49 0.027 3.01 1.23–7.35 0.016
Addiction society certified vs. not certified 1.66 0.84–3.27 0.145 1.57 0.68–3.61 0.286
Barriers
Insufficient nursing or office support 0.41 0.22–0.74 0.003 0.76 0.33–1.74 0.518
Lack of institutional support 0.43 0.22–0.89 0.022 0.37 0.15–0.89 0.026
Low demand 0.09 0.03–0.33 <0.001 0.04 0.01–0.21 <0.001
Insufficient physician knowledge 1.27 0.24–6.72 0.775 2.95 0.25–34.9 0.390
Insufficient staff knowledge 0.28 0.12–0.62 0.002 0.45 0.15–1.37 0.160
Payment issues 2.29 1.00–5.24 0.050 2.00 0.73–5.48 0.177
Pharmacy issues 10.17 1.33–77.7 0.025 7.76 0.88–68.3 0.065

*N=219 for this model. Complete data not available for 16 respondents. Adjusted odds ratios from model that includes all variables in the table

Table 2. Treatment Practices of 156 Office-Based Buprenorphine
Prescribers in Massachusetts

Treatment practices N=156

Number of patients treated, mean 13.7
Median (interquartile range) 10 (3–25.5)
Detox or maintenance* n (%)
Detox only 12 (8)
Maintenance only 62 (41)
Detox and maintenance 77 (51)
Induction site†
Office only (observed) 71 (47)
Home only (unobserved) 31 (21)
Office and home 32 (21)
Inpatient only 15 (10)
Substance abuse counseling
Mandatory counseling 120 (79)
Individual counseling offered in practice 100 (66)
Group counseling offered in practice 59 (39)
Offer referral to counseling 87 (57)
Methadone program available for referral 131 (86)
Made referrals to methadone program 61 (40)
Monitoring practices:
Pill counts 67 (43)
Drug screens 128 (82)
Observed drug screens 68 (44)
Unobserved drug screens 60 (38)

Used mono tablet (buprenorphine alone) for:
Induction 15 (10)
Pregnant patients 21 (13)
Patient preference 17 (11)
OBOT notes stored separate from other records 46 (33)
Accept insurance for buprenorphine 119 (80)

*N=151, 5 with missing data
†N=149, 7 with missing data
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not part of the CSAT guidelines. Some physicians prescribe the
mono tablet for “patient preference.” This is not an appropriate
indication because the mono tablet is more likely to be abused by
crushing it and injecting it. Thus, it is more likely to be diverted
and has a higher risk of contributing to overdoses.21 Only one
third of prescribers store their notes separately fromothermedical
information, which is a practice not specifically required, but may
facilitate compliance with federal confidentiality requirements.

Because this study targeted all physicians eligible to provide
OBOT with buprenorphine in a single state almost 3 years after
buprenorphine was available, it adds to and supports previous
examinations of treatment practices and barriers.22 We found
that two thirds of waivered physicians provided OBOT with
buprenorphine, confirming preliminary national esti-
mates.1,16,17 As in our study, Kissin et al. found that factors
associated with not prescribing buprenorphine included being a
psychiatrist and working in a setting other than a solo practice.
Common barriers noted in this study included concern around
the induction logistics, availability of themedication, and the 30-
patient limit per physician and per practice that was in force at
that time.

A survey of 375 physicians attending HIV educational confer-
ences in 2006 found 25% had obtained a waiver to prescribe
buprenorphine, but only 6% had ever prescribed.23 As in our
study, the provider specialty was significantly associated with
likelihood of prescribing buprenorphine. Among the HIV provi-
ders, general internists were more likely to prescribe than family
medicine or infectious disease physicians. Common barriers to
providing care noted bywaivered respondents includeddeficits in
knowledge about opioid treatment, lack of immediate telephone
access to an addiction expert, inability to refer to a substance
abuse treatment program, concern about resistance from staff or
colleagues, and fear of taking on increased medicolegal risks,
overly complicated patients, and issues of medication diversion.
Similar knowledge deficits were not commonly reported in our
study, though lack of nursing, office, and institutional support
were.

The issue of lack of institutional support as a barrier deserves
further study. Our survey did not clearly define lack of institu-
tional support, whether it is a barrier from group practice,
insurance carrier, hospital or clinic administration. Our findings
do suggest that the impact of lack of institutional support is
independent of whether a waivered physician is in a solo or group
practice. Potential improvements in institutional support are
suggested by a 2003 survey of primary care and HIV clinic
directors in New York examining the barriers to providing OBOT
with buprenorphine.24 This study found 60% would be likely to
provide OBOTwith buprenorphine if training was offered. Clinic
characteristics associated with increased likelihood of prescrib-
ing included providing HIV specialty care, having a secure site to
store narcotics, having immediate telephone access to an
addiction expert, and receiving continuing medical education
credits for training.

Our study has some limitations. First, the number of patients
physicians are permitted to treat has evolved, and thus our
resultsmay not fully reflect current conditions.We conducted the
survey 1 month after the 30-patient limit on each group practice
was lifted. Thus, some group practices may have been unwilling
to commit physician time or resources to so few patients at the
time of the survey, which may explain why physicians in group
practices were less likely to be prescribers. Furthermore, in
January of 2007, the 30-patient limit per physician was

increased to 100 patients for approved physicians prescribing
for greater than 1 year. As thisMassachusetts sample shows that
most prescribers are not close to the 30-patient limit, the impact
of increasing the limit to 100 is unlikely to be immediate. Another
limitation is that the survey instrument provided nine barriers
for respondents to endorse, yet important barriers may not have
been included on the list, such as the 30-patient limit. A third of
the non-prescribers reported none of the barriers listed, and thus
some barriers to prescribing were not identified in this study.

Addictive disorders, such as opioid dependence, are chronic
relapsing brain diseases. Like methadone maintenance, OBOT
with buprenorphine is probably most effective as a chronic
therapy for opioid dependence.2 Fully integrating this treatment
for a chronic disease into mainstream medical practice is
occurring among generalist physicians and will likely be en-
hanced with substantial systematic, multidisciplinary support.
Prescribing practices are largely consistent with guidelines,
though more education about home induction and the indica-
tions for the mono buprenorphine-only formulation should be
incorporated into training. Our study provides evidence that
utilizing the exisitng treatment capacity among physicians
waivered to provide OBOT awaits the improvement of nursing,
office, and institutional support and the resolution of payment
and pharmacy issues.
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Objective: To assess the impact of recent heavy alcohol use, heroin/cocaine use, and
homelessness on short-term mortality in HIV-infected persons.

Methods: Survival in a longitudinal cohort of 595 HIV-infected persons with alcohol
problems was assessed at 6-month intervals in 1996–2005. The time-varying main
independent variables were heavy alcohol use (past 30 days), heroin/cocaine use (past
6 months), and homelessness (past 6 months). Date of death was determined using the
Social Security Death Index. Outcomes were limited to deaths occurring within
6 months of last assessment to ensure recent assessments of the main independent
variables. Cox proportional hazards models were fit to the data.

Results: Death within 6 months of their last assessment occurred in 31 subjects (5.2%).
Characteristics at study entry included mean age 41 years, 25% female, 41% African-
American, 24% with CD4 cell count <200 cells/ml; 41% taking antiretroviral therapy,
30% heavy alcohol use, 57% heroin or cocaine use, and 28% homelessness. Heroin or
cocaine use [hazard ratio (HR), 2.43; 95% confidence interval (CI), 1.12–5.30)] and
homelessness (HR, 2.92; 95% CI, 1.32–6.44), but not heavy alcohol use (HR, 0.57;
95% CI, 0.23–1.44), were associated with increased mortality in analyses adjusted for
age, injection drug use ever, CD4 cell count, and current antiretroviral therapy.

Conclusions: Recent heroin or cocaine use and homelessness are associated with
increased short-term mortality in HIV-infected patients with alcohol problems. Optimal
management of HIV-infected patients requires regular assessments for drug use and
homelessness and improved access to drug treatment and housing.

� 2008 Wolters Kluwer Health | Lippincott Williams & Wilkins
AIDS 2008, 22:415–420
Keywords: alcohol, cocaine, heroin, HIV, homeless persons, mortality
Introduction

Since the advent of combination active antiretroviral
therapy (ART) in 1996, mortality in HIV-infected
patients with access to these drugs has decreased
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substantially [1–7]. However several studies have noted
smaller mortality improvements in patients infected with
HIV from injection drug use compared with other
transmission routes [1,6,8–11]. Recent drug use [12,13],
alcohol use [14,15], and homelessness [16–19] are
orized reproduction of this article is prohibited.

, the bSection of Gastroenterology, Department of Medicine,
, the cDivisions of General Medicine and Primary Care and
rd Medical School, the dDepartment of Biostatistics, the
avioral Sciences, and the fYouth Alcohol Prevention Center,
, USA.

dicine, Boston Medical Center, 91 East Concord 200, Boston,

ovember 2007.

alth | Lippincott Williams & Wilkins 415

mailto:awalley@bu.edu


Co

416 AIDS 2008, Vol 22 No 3
common modifiable conditions in HIV-infected patients.
The impact of recent homelessness, alcohol use, or illicit
drug use on survival among HIV-infected patients is
not clear.

Some cohort studies have found no increased mortality
from recent homelessness, alcohol, or drug use [20,21].
While two studies showed increased mortality among
subjects using drugs at every follow-up assessment
compared with those using drugs at no follow-up
assessments [22,23], these studies categorized subjects
based on their pattern of use over the cohort, rather
than using time-varying analyses allowing subjects’
status to change during follow-up time. One study of
HIV-infected women found an increased risk of non-
AIDS-related mortality with recent injection drug use
[11]. None of these studies focused on short-term
mortality by restricting the outcome to those deaths
occurring within 6 months of the last study assessment.

Because substance use and homelessness are dynamic
conditions that change over time, focusing on deaths
occurring within a shorter period of time, such as
6 months after they are measured (‘short-term
mortality’), increases the likelihood of measuring a
mortality impact from these conditions when they are
active. To address the issue of whether substance use and
homelessness, as modifiable characteristics, are associated
with mortality, we studied the impact of recent heavy
alcohol use, recent heroin or cocaine use, and recent
homelessness as time-dependent variables on short-term
mortality in HIV-infected patients with current or past
alcohol problems.
Methods

Population
A survival analysis was performed using data collected
from two prospective cohorts, the HIV–Alcohol
Longitudinal Cohort (HIV-ALC) and the HIV-Longi-
tudinal Interrelationships of Viruses and Ethanol (HIV-
LIVE) cohort, which have been described in prior
publications [24,25]. Both cohorts used identical
recruitment sites in Boston, Massachusetts. Entry criteria
included confirmed HIV positive antibody test, two or
more affirmative answers on the CAGE alcohol screening
questionnaire [15,26,27] or diagnosis by a study coin-
vestigator physician of current or past alcohol abuse or
dependence, English or Spanish speaking, and at least one
contact person available to assist with follow-up. Between
July 1997 and July 2001, HIV-ALC enrolled and followed
349 patients. Between September 2001 and November
2005, the HIV-LIVE study enrolled and followed 400
subjects, 154 of whom had also participated in HIV-ALC.
The combined HIV-ALC and HIV-LIVE cohort
analyzed in this study included 595 subjects.
pyright © Lippincott Williams & Wilkins. Unauthor
Data collection and independent variables
Laboratory and interview data were collected by trained
research associates every 6 months. The 30-day timeline
followback method was used at each interview to measure
alcoholic intake [28–30]. Recent heavy alcohol use was
defined according to National Institute on Alcohol Abuse
andAlcoholismguidelines:> 14drinks/weekor> 4drinks
on one occasion for men< 65 years of age, and> 7 drinks/
week or > 3 drinks on one occasion for all women and
men � 65 years of age. Recent heroin or cocaine use was
defined as any use over the last 12 months at studyentry and
over the last 6 months at follow-up assessments via the
Composite International Diagnostic Interview – Short
Form: Drug Dependence (CIDI-SF DD) [31]. Recent
homelessness was defined as having spent a night in the past
6 months in an overnight shelter or on the street.

Potential confounders defined at study entry included
age, sex, race/ethnicity, prior injection drug use, prior
suicide attempt, CD4 cell count (< 200 cells/ml versus
� 200 cells/ml), log of HIV viral load, and time of study
entry (prior to August 2001 versus after August 2001).
Because of the limited number of outcomes, for
multivariable analyses, race/ethnicity was dichotomized
as black versus nonblack. Time of study entry was
considered as a covariate in order to control for potential
improvement in HIV care and access between the study
entry period for HIV-ALC and HIV-LIVE.

Potential confounders modeled as time-varying covari-
ates included ART status and adherence over 3 days [32],
physical and mental health status using the 12-item Short
Form Health Survey [33,34], and depressive symptoms
using the Center for Epidemiologic Studies Depression
(CES-D) scale [35,36]. ART status was examined using
the following categories: not on ART, on ART but not
adherent, and on ART and adherent. Adherence was
defined as 100% adherence over the 3 previous days.
Because of the limited number of outcomes, ART status
was dichotomized for the multivariable analyses: on ART
versus not on ART. Depressive symptoms were
dichotomized using a cut-off of � 23 or greater in the
CES-D indicating substantial depressive symptoms.

Assessment of date and cause of death
The primary outcome for this study was time from study
enrollment to death. Events were restricted to those
deaths that occurred within 6 months after the subjects’
last study interview (‘short-term’ mortality) in order to
ensure the availability of recent assessments of substance
use and homelessness. The observation time for all other
subjects was defined as the time from study enrollment
until 6 months following their last study visit.

Dates of death were determined by searching the Social
Security Death Index from 1997 to 2005. Causes of death
were obtained for subjects who died prior to 2004 via the
National Death Index Plus and for subjects who died
ized reproduction of this article is prohibited.
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between 1 January 2004 and 15 November 2005 from the
Massachusetts Registry of Vital Records using copies of
death certificates. Three of the study physicians (AW, HL,
and DN) independently allocated each death into the
following categories: HIV related, liver related, over-
dose, non-HIV/nonliver-related cancer, other infection
related, trauma, cardiovascular, and other (deaths for
which there was not enough information or death that
did not fit into one of the categories above). After
independent categorization, the three authors resolved
discrepancies through consensus.

Analysis
Time-varying Cox proportional hazards models were
used to examine the association of the main independent
variables with short-term mortality. Preliminary unad-
justed models were fit for each independent variable. It
was not possible to fit a multivariable model that included
all the main independent variables and potential con-
founders because of the modest number of deaths
occurring within 6 months of the final study visit. A
multivariable model was fitted that included the three
main independent variables and covariates that have
been demonstrated to be important mortality predic-
tors in HIV-infected patients: age, CD4 cell count
< 200 cells/ml, prior injection drug use, and ART use
[37]. Hepatitis C infection was not included because of
substantial correlation (r¼ 0.76) between this infection
opyright © Lippincott Williams & Wilkins. Unauth

Table 1. Characteristics and relative hazards of short-term mortality amo

All subjects at stud

Mean age [years (SD)] 41 (7.43)
Female [No. (%)] 148 (25)
Race/ethnicity [No. (%)]

African-American 246 (41)
White 202 (34)
Other 147 (25)
African-American versus other

Prior injection drug use [No. (%)] 354 (60)
Prior suicide attempt [No. (%)] 119 (20)
Depressive symptomsM [No. (%)] 291 (49)
Study entry pre-August 2001 [No. (%)] 349 (59)
Mean SF-12 score (SD)

PCSM 44 (11.2)
MCSM 39 (14.1)

Mean HIV RNA [log copies/ml (SD)] 2.71 (1.98)
CD4 cell count <200 cells/ml [No. (%)] 136 (24)
Medication status [No. (%)]

Not on ARTM 240 (40)
On ART, not adherentM 105 (18)
On ART, adherentM 249 (42)
Off ART versus on ARTM

Heavy alcohol use in prior 30 daysM [No. (%)] 180 (30)
Heroin/cocaine usec,M [No. (%)] 218 (37)
Homeless in prior 6 monthsM [No. (%)] 164 (28)

HR, hazard ratio; CI, confidence interval; SF-12, 12-item Short-Form Health
summary; ART, antiretroviral therapy.
aFor crude and adjusted hazard models, variables were measured at study
varying variables.
bThe adjusted Cox proportional hazards model included age, prior injection
heroin or cocaine use, and homelessness.
cHeroin or cocaine use in the last 12 months for study entry, heroin or co
and past intravenous drug use among the 399 subjects in
the HIV-LIVE cohort for whom HCV infection status
was available. The remaining covariates were added one at
a time to assess whether any one was a confounder. A
change in the parameter estimate of � 10% was used
to identify confounding. All analyses were performed
using SAS 9.1.3 (SAS Institute, Cary, North Carolina,
USA).
Results

Of the 595 study subjects, 31 subjects (5.2%) died within
6 months of their last study interview, and 99 subjects
(16.6%) died overall. The mean follow-up time was 2.7
years. Characteristics of all 595 subjects at study entry are
shown in Table 1. Across the study follow-up, heavy
alcohol use was reported in no assessments, at least one
assessment, and at all assessments by 52%, 37%, and 11%
of subjects, respectively. The respective proportions for
heroin/cocaine use were 49%, 35%, and 16%, respect-
ively; for homelessness they were 62%, 26%, and 11%,
respectively.

Unadjusted Cox proportional hazards models for each of
the main independent variables and potential confoun-
ders are also presented in Table 1. Recent heroin or
orized reproduction of this article is prohibited.

ng 595 HIV-infected patients with alcohol problems.

y entry Crude HR (95% CI)a Adjusted HR (95% CI)a,b

1.04 (1.00–1.09) 1.06 (1.01–1.13)
1.38 (0.61–3.10)

1.05 (0.43–2.55)
Ref

1.73 (0.68–4.38)
0.80 (0.39–1.65)
2.81 (1.15–6.87) 1.75 (0.69–4.43)
0.54 (0.19–1.55)
1.41 (0.70–2.86)
1.31 (0.52–3.31)

0.96 (0.93–1.00)
0.98 (0.95–1.00)
1.20 (0.98–1.46)
2.43 (1.14–5.15) 3.58 (1.59–8.06)

1.88 (0.89–3.99)
1.02 (0.28–3.62)

Ref
1.88 (0.93–3.80) 2.92 (1.33–6.40)
0.61 (0.25–1.49) 0.57 (0.23–1.44)
2.39 (1.18–4.85) 2.43 (1.12–5.30)
2.85 (1.34–6.07) 2.92 (1.32–6.44)

Survey; PCS, physical component summary; MCS, mental component

entry, except for those marked with M, which were analyzed as time-

drug use, CD4 cell count, off ART versus on ART, heavy alcohol use,

caine use in the last 6 months for follow-up visits.
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cocaine use [hazard ratio (HR), 2.39; 95% confidence
interval (CI), 1.18–4.85] and recent homelessness (HR,
2.85; 95% CI, 1.34–6.07) were both associated with
increased mortality. Recent heavy alcohol use was not
significantly associated with mortality (HR, 0.61; 95%
CI, 0.25–1.49).

In the multivariable Cox proportional hazards model
controlling for age, prior injection drug use, CD4 cell
count, and ART use, recent heroin or cocaine use (HR,
2.43; 95% CI, 1.12–5.30) and recent homelessness (HR,
2.92; 95% CI, 1.32–6.44), but not recent heavy alcohol
use (HR, 0.57; 95% CI, 0.23–1.44), were associated with
a higher risk of mortality (Table 1). Further adjustment
for health status, depressive symptoms, gender, race, prior
suicide attempt, and time of study entry did not reveal
confounding of the association between the main
independent variables and mortality.

Overdose, liver-related conditions, and HIV-related
conditions were the three most common categories for
the 31 deaths occurring within 6 months of an assessment
and for the 99 deaths overall (Table 2).
Discussion

In this longitudinal cohort of HIV-infected patients with
current or past alcohol problems, recent heroin or cocaine
use and homelessness were associated with an increased
risk of short-term mortality. The major strength of this
study is the use of regular reassessments of substance use
and homelessness states as time-varying covariates.
Substance use and homelessness are often conditions
that occur together, with presumably similar causes and
effects. Yet we were able to disentangle their impacts by
including them, along with known important covariates,
such as CD4 cell count and prior injection drug use, in
multivariable Cox proportional hazards models.

We did not find a similar impact on mortality risk from
recent heavy alcohol use. It may be that heavy alcohol use
pyright © Lippincott Williams & Wilkins. Unauthor

Table 2. Causes of death.

Cause of death category

Short-term
mortality
(n¼31)a

Overall
mortality
(n¼99)b

HIV-related, No. (%) 5 (16) 15 (15)
Liver-related 6 (19) 19 (19)
Overdose 7 (23) 14 (14)
Infection-related 3 (10) 10 (10)
Non-HIV/Nonliver-related cancer 2 (6) 8 (8)
Trauma 2 (6) 4 (4)
Cardiovascular 1 (3) 1 (1)
Other 5 (16) 28 (28)

aDeaths occurring within 6 months of subjects’ last study interview.
bAll deaths identified anytime during the study period.
affects only long-term, not short-term, mortality, acting
via chronic liver disease. Alternatively, the short-term
mortality risk from heavy alcohol use may be mitigated by
a ‘sick quitter’ phenomenon, where sicker subjects are less
likely to be drinkers [38,39].

There are several limitations to our study. First, we had a
modest number of deaths occurring within 6 months of
last interview, limiting our power and ability to control
for all potential confounders in the same model.
Nonetheless, this definition of the outcome enabled us
to focus on the short-term effects of recent conditions.
Second, the generalizability of our findings may be
limited because we studied HIV-infected subjects with
current or past alcohol problems recruited from one
urban area. Third, loss to follow-up may have introduced
a bias. For example, subjects who missed study visits may
have been more likely to be drinking heavily, using drugs,
or homeless. However, this bias would likely have biased
results towards the null hypothesis.

Many of the deaths in this cohort, such as those caused by
overdose, trauma, and infection, were likely acute,
preventable, and directly related to recent drug use and
homelessness. Integration of effective substance abuse
treatment with HIV care has been demonstrated to be
effective [40–43]. Successful housing programs with
integrated services for homeless people with mental
health or substance abuse problems have been described
[44–46]. In addition to providing standard medical
treatment, optimal management of HIV-infected patients
requires regular assessments for drug use and homelessness
and improved access to substance abuse treatment and
housing.
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Abstract Cannabis and heavy alcohol use potentially

increase HIV transmission by increasing risky drug

behaviors. We studied 404 subjects entering treatment for

heroin dependence, in St. Petersburg, Russia. We used the

HIV Risk Assessment Battery (RAB) drug subscale to

measure risky drug behavior. Although all heavy alcohol

users had risky drug behaviors, their drug RAB scores did

not differ from non-heavy alcohol users in unadjusted or

adjusted analyses. Cannabis use was significantly associ-

ated with drug RAB scores in unadjusted analyses (mean

difference 1.7 points) and analyses adjusted for age, sex,

and employment (mean difference 1.3 points). When also

adjusting for stimulant use, the impact of cannabis use was

attenuated and no longer statistically significant (mean

difference 1.1 points). Because of the central role of risky

drug behaviors in the Russian HIV epidemic, it is important

to understand how the use of multiple substances, including

cannabis and alcohol, impacts risky drug behaviors.

Keywords Cannabis � Alcohol � Russia � HIV �
Risk behaviors

Introduction

Since the mid-1990s, HIV infection in the Russian Federa-

tion has become the largest HIV epidemic in Europe with an

estimated 860,000 (range: 420,000–1.4 million) people liv-

ing with HIV in 2003 (UNAIDS, 2005). Injection drug use

has driven this rapid growth with more than 80% of officially

reported HIV cases occurring among injection drug users

(IDUs) (Dehne, Khodakevich, Hamers, & Schwartlander,

1999; Dehne, Pokrovskiy, Kobyshcha, & Schwartlander,

2000). Preventing HIV transmission in Russia is challenging

because unsafe injection practices, such as sharing needles,

are common (Shaboltas et al., 2006), and opioid replacement

therapy with methadone or buprenorphine is illegal. Nal-

trexone is approved and was shown to prevent relapse to

heroin use over a 6-month period in 42–44% of subjects, but

it has not been widely used since its cost ($3.50/50 mg tablet)

is prohibitive (Krupitsky et al., 2004b; Krupitsky et al.,

2006). With HIV infection rates among IDUs as high as 30%

(Kozlov et al., 2006; Krupitsky et al., 2004a; Shaboltas

et al., 2006), the epidemic is crossing over into other risk

groups, such as sex workers and sexual partners of injectors

(UNAIDS, 2005).
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Russian society has a long history of high levels of

alcohol consumption. Nationally representative samples

from 1992 to 2004 report about 70% of men and 45% of

women drink alcohol (Zohoori, Banchette, & Popkin,

2005). Binge drinking is particularly popular in Russia,

where the 20% of men with the greatest intake average

more than 100 g (i.e., seven drinks) of alcohol per day

(McKee, 1999). With an estimated one third of all deaths in

Russia in 1994 related to alcohol, alcohol use is a signifi-

cant Russian public health issue (Nemtsov, 2002; World

Health Organization, 2004). Emerging evidence shows

active alcohol use among HIV-infected patients in Russia

and associations between heavy drinking and HIV risk

behaviors (Benotsch et al., 2006; Krupitsky et al., 2005;

Somlai et al., 2002).

Little has been published on the potential association

between cannabis use and HIV risk behaviors, yet it is the

most abused illicit drug in Russia (United Nations Office

on Drugs and Crime, 2006). Among 15 and 16 year olds,

5% are monthly users, 22% are lifetime users and 24%

report cannabis is easily available (Hibell et al., 2004). Use

of other drugs, such as stimulants, has been linked to HIV

transmission and risk behaviors in several populations

(Buchanan et al., 2006; Lorvick, Martinez, Gee, & Kral,

2006; Molitor et al., 1999; Pechansky et al., 2006). A

recent study among HIV-negative IDUs in St. Petersburg,

Russia reports increased HIV seroconversion among IDUs

who inject stimulants (Kozlov et al., 2006).

With a rapidly expanding HIV epidemic among IDUs, in

the setting of high levels of cannabis and alcohol con-

sumption, it is important to determine whether cannabis

and alcohol use impacts risky drug behaviors. If HIV

transmission is increased by cannabis or alcohol con-

sumption, efforts to reduce cannabis or alcohol use may be

effective HIV prevention strategies. We examined the

association of cannabis use and alcohol use with HIV drug-

risk behaviors in Russian drug users in this secondary

analysis of baseline data from three randomized control

trials conducted between 1999 and 2005.

Methods

Participants

We studied 404 patients undergoing treatment for heroin

dependence in and around St. Petersburg. Between 1999

and 2002, 332 of these subjects were recruited into two

randomized controlled trials of naltrexone for relapse pre-

vention (Krupitsky et al., 2004b; Krupitsky et al., 2006).

Trained physician research associates recruited these sub-

jects during inpatient treatment at addiction hospitals

affiliated with the St. Petersburg Pavlov State Medical

University or by referral from community psychiatrists

after outpatient detoxification. Eligibility criteria for these

two trials were identical: a diagnosis of heroin dependence;

age between 18 and 40 years; education at the high school

level or above; at least one relative willing to support the

subject’s treatment and supervise adherence to study

medications; a stable address with a working phone; no

regular use of psychiatric medication; a negative pregnancy

test and commitment to contraceptive use, if female; and

abstinence from heroin and other substances for at least one

week prior to study entry.

The remaining 72 subjects were the heroin dependent

subgroup of the Russian PREVENT (Partnership to Reduce

the Epidemic Via Engagement in Narcology Treatment)

study. PREVENT was a randomized controlled trial of an

HIV prevention intervention with the goal of reducing HIV

sexual risk behaviors (Samet et al., 2006). PREVENT

subjects were enrolled in 2004 and 2005. Trained physician

research associates approached patients at the Leningrad

Regional Center for Addictions and the Medical Narcology

Rehabilitation Center after initial detoxification, and as-

sessed eligibility, offered participation, and conducted

assessments. Eligibility criteria included age 18 years and

older; no alcohol or other abused substances for at least

48 h; reported unprotected anal or vaginal sex in the past

6 months; willingness to undergo HIV testing per standard

narcology hospital protocols or previous diagnosis of HIV

infection; and provision of reliable contact information

(i.e., a home telephone number, an address within 150 km

of St. Petersburg, and a friend or family contact).

In the current analysis, we combined these cohorts, as

subjects were recruited from the same geographic area,

under similar conditions, and with similar entry criteria and

were assessed with similar baseline study instruments and

methods. All subjects provided written informed consent

prior to enrollment in the studies.

Measures

Baseline assessment in each cohort included the following:

demographic survey; the Risk Assessment Battery (RAB)

to assess HIV drug risk behavior in the past 6 months

(Metzger et al., 1992; Metzger, Navaline, & Woody, 2001;

Navaline et al., 1994); and the 30-day Timeline Follow-

back (TLFB) survey for alcohol and cannabis use (Fals-

Stewart, O’Farrell, Freitas, McFarlin, & Rutigliano, 2000;

Sobell & Sobell, 1992; Sobell & Sobell, 1995). For the

Naltrexone cohort, stimulant use was assessed using the

30-day TLFB. We categorized subjects with any stimulant

use in the 30 days prior as stimulant users. For the PRE-

VENT cohort, stimulant use in the last 30 days was

assessed using the Addiction Severity Index (ASI)

(McLellan et al., 1985). The ASI includes questions about

AIDS Behav (2008) 12:662–669 663
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cocaine and amphetamine use in the past 30 days. Those

subjects who answered yes to either of these questions

were categorized as stimulant users. All study instruments

were translated into Russian and checked for clarity by

Russian research staff. Trained research staff delivered all

survey instruments in one-on-one confidential sessions,

except in the Russian PREVENT cohort, where the RAB

was administered by an Audio Computer-Assisted Self-

Interviewing (ACASI) System. ACASI allows additional

privacy, minimizes literacy issues, encourages truth telling,

and provides an identical recording of each question. Using

this system has been shown to enhance the quality of self-

report behavioral assessments and to provide an acceptable

method for collecting self-reports of HIV risk behavior

(Newman et al., 2002). HIV infection was recorded as part

of the intake assessment for the PREVENT cohort, but not

for the naltrexone cohorts. Subjects in all cohorts were

compensated US$ 5 for participation in the baseline

assessment.

Main Independent Variables

Heavy Alcohol Use

The TLFB survey asked subjects to recall the amount of

alcohol consumed on each of the 30 days prior to entering

treatment. From these data on their average weekly intake,

alcohol status was classified into the following two cate-

gories: heavy (>seven drinks/week for women and >14/

week for men) and not heavy (alcohol use less than heavy

thresholds). We chose these categories to be consistent

with National Institute on Alcohol Abuse and Alcoholism

recommendations for heavy drinking. There are no estab-

lished heavy drinking limits in Russia.

Cannabis Use

The TLFB survey in all cohorts asked subjects to recall

cannabis use on each of the 30 days prior to entering

treatment. We categorized subjects with any cannabis use

in the 30 days prior as a cannabis user and those with no

cannabis use as a cannabis non-user.

Outcomes

Measures of HIV Drug-Risk Behavior

The primary outcome of the study was the drug RAB score,

modeled as a continuous variable. The drug RAB score

ranges from 0 to 25. Injecting drugs within the last 6 months

scored 1 point. Additional points were scored for needle

sharing, equipment sharing, injecting in group settings, and

mixing and sharing drugs. Among a prospectively followed

group of IDUs in the United States, the drug RAB was able

to discriminate those who seroconverted from those who

remained seronegative for HIV infection (Metzger et al.,

2001). A secondary outcome was risky drug use in the past

6 months. We defined risky drug use as having a drug RAB

score greater than 1, which indicates some needle, equip-

ment, or drug sharing in the last 6 months.

Data Analysis

We performed descriptive analyses (e.g. means, medians,

standard deviations, proportions) for the following vari-

ables: age, sex, employment status, HIV status (available

for PREVENT study only), stimulant use, cannabis use,

heavy alcohol use, mean drug RAB score, and risky drug

use. Subjects in the two naltrexone trials were grouped into

the Naltrexone cohort (n = 332) and compared to the

PREVENT cohort (n = 72) using two-sample t-tests or v2

tests. We assessed whether heavy alcohol use and cannabis

use were associated with drug RAB score using multiple

linear regression models, adjusting for age, sex, employ-

ment status, stimulant use and study cohort as covariates.

Logistic regression models were used to analyze the sec-

ondary dichotomous outcome, risky drug use. To assess

whether the effect of heavy alcohol use and cannabis use

was similar for both cohorts, regression models were also

fit separately for each cohort. For the PREVENT cohort,

we performed an additional model that included a covariate

for HIV status. All analyses were conducted using two-

sided tests and a significance level of 0.05.

Results

Characteristics of the combined and individual cohorts are

presented in Table 1. The combined cohort included 27%

women, 28% employed, 13% stimulant users, 10% drink-

ing at heavy levels, and 91% with a drug RAB score

greater than 1. The Naltrexone and PREVENT cohorts

were similar overall, but the PREVENT cohort was older

(27 years vs. 23; t(402) = 5.81; P < 0.01); had more can-

nabis users (33% vs. 22%; v2 (1, n = 404) = 4.06;

P < 0.05); and had a higher mean drug RAB score (12.6 vs.

8.0; t(402) = 6.86; P < 0.01). HIV infection status was

only known for the PREVENT cohort, in which 35% were

HIV-infected. The cohorts were similar with regards to

gender, employment, stimulant use and heavy alcohol use.

When stratified by heavy alcohol use, characteristics were

similar for heavy and non-heavy alcohol users. When

stratified by cannabis use, cannabis and non-cannabis users

were similar on all characteristics except cannabis users

were more likely to use stimulants (22% vs. 10%; v2 (1,

n = 404) = 9.96; P < 0.01).
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Table 2 displays the bivariate analyses of cannabis use

and heavy alcohol use with drug RAB score and risky drug

use. In unadjusted analyses, cannabis users had a higher

mean drug RAB score compared to non-users (10.2 vs. 8.5;

t(402) = 2.74; P < 0.01), however there was no difference

in the proportion of risky drug use (93% vs. 91%; v2 (1,

n = 404) = 0.71; ns). We did not find a significant differ-

ence in drug RAB score between heavy and non-heavy

drinkers (9.6 vs. 8.8; t(402) = 0.89; ns), however, heavy

drinkers were more likely to be risky IDUs (100% versus

90%; Fisher’s exact test; P < 0.05), as defined above in

‘‘Outcomes’’.

In multiple regression analyses, the mean drug RAB

score remained higher for cannabis users compared to non-

cannabis users (adjusted mean difference 1.09 points;

t(402) = 1.82; ns; Table 3), however the magnitude of the

association was attenuated and no longer statistically sig-

nificant. Because cannabis use has been described as a

gateway drug, and therefore may precede stimulant use in

the causal pathway, we performed an adjusted analysis that

did not include stimulant use which showed cannabis users

had a mean drug RAB score 1.25 points higher than non-

cannabis users (t(402) = 2.10; P < 0.05). No statistically

significant association between heavy alcohol use and the

continuous drug RAB score was detected in both the model

adjusted for stimulant use (adjusted mean difference in

drug RAB score 0.59 for heavy versus non-heavy alcohol

use; t(402) = 0.71; ns) and the model that was not (adjusted

mean difference 0.63; t(402) = 0.76; ns). Significant asso-

ciations with lower drug RAB scores among covariates

included older age, current employment, and participation

in the Naltrexone cohort.

In secondary multiple linear regression analyses strati-

fied by study cohort, associations between cannabis use and

higher drug RAB scores were observed for both cohorts;

however, the associations were not statistically significant.

In both study cohorts, older age was significantly associ-

ated with lower drug RAB scores. Current employment

was associated with lower RAB scores, though statistically

significant for the PREVENT cohort, but not the Naltrex-

one cohort. In the PREVENT cohort analysis that included

HIV status, subjects with HIV infection had higher drug

RAB scores than those who were not HIV-infected (the

mean drug RAB score was 4.6 points higher for HIV

positive versus HIV negative subjects, t(70) = 3.26;

P < 0.01).

Table 1 Characteristics of IDUs in St. Petersburg overall and stratified by study cohort

Total n = 404 PREVENT n = 72 Naltrexone n = 332 Test statistica

Age, mean (SD) 23.9 (4.5) 26.6 (4.9) 23.4 (4.2) 5.81**

Male, no. (%) 294 (73) 49 (68) 245 (74) 0.98

Employed, no. (%) 111 (28) 18 (25) 93 (28) 0.27

HIV status, no. (%)

Positive 25 (6) 25 (35) 0 NA

Negative 47 (12) 47 (65) 0

Unknown 332 (82) 0 332 (100)

Stimulant use, no. (%) 51 (13) 12 (17) 39 (12) 1.28

Cannabis use, no. (%) 97 (24) 24 (33) 73 (22) 4.06*

Heavy alcohol use no. (%) 40 (10) 7 (10) 33 (10) 0.0051

Risky IDU, no. (%) 368 (91) 67 (93) 301 (91) 0.42

Mean drug RAB score (SD) 8.9 (5.4) 12.6 (6.3) 8.0 (4.9) 6.86**

* P < 0.05, ** P < 0.01
a t-tests (degrees of freedom = 402) and v2 tests (degrees of freedom = 1)

Table 2 Bivariate comparisons of heavy alcohol use, cannabis use with drug risk behaviors

Mean drug RAB score (SD) T-test statistic (df = 400) Risky IDU, no. (%) v2 statistic (df = 1)

Heavy alcohol use 9.6 (5.3) –0.89 40 (100) *,a

No heavy alcohol use 8.8 (5.4) 326 (90)

Cannabis use 10.2 (5.5) 2.74** 90 (93) 0.47

No cannabis use 8.5 (5.3) 276 (91)

* P < 0.05, ** P < 0.01
a Calculated using Fisher’s exact test
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Unadjusted and adjusted logistic regression models

showed no significant association between cannabis use

and the secondary outcome risky drug use (unadjusted

Odds Ratio 1.35; 95% confidence interval 0.57–3.19; v2 (1,

n = 402) = 0.47; ns; adjusted Odds Ratio 1.30; 95% con-

fidence interval 0.53–3.17; v2 (1, n = 402) = 0.32; ns). In

logistic regression models including heavy alcohol use as

an independent variable, odds ratios were not estimable as

all heavy drinkers were risky drug users.

Discussion

Reducing drug-related HIV transmission in Russia will

require wide adoption by the existing public health systems

of effective prevention and treatment efforts, such as nee-

dle exchange programs, increased access to naltrexone and

availability of methadone or buprenorphine replacement

programs. Understanding the relationship between sub-

stance use (e.g., alcohol, cannabis, and stimulants) and

injection drug use practices should inform the implemen-

tation of these programs. We hypothesized that among

heroin dependent patients entering treatment in Russia,

both heavy alcohol use and cannabis use would be inde-

pendently associated with risky drug use behaviors. In

unadjusted analysis, we found a statistically significant

increase in drug RAB score among cannabis users. But in a

multiple regression analysis this association was attenuated

and not statistically significant after adjustment for stimu-

lant use. We did not detect a significant association

between heavy alcohol use and drug RAB score, yet we

found that all heavy alcohol users had some needle,

equipment, or drug sharing in the last 6 months.

How could cannabis use increase HIV drug risk

behaviors? Research focused on the relationship of can-

nabis use and HIV drug risk behaviors is limited. Cannabis

use is associated with the use of other drugs and frequently

precedes the use of injectable drugs, such as heroin and

cocaine (Fergusson, Boden, & Horwood, 2006; Golub &

Johnson, 1994; Lynskey et al., 2003). A French cohort

study of HIV-infected IDUs found that cessation of injec-

tion drug use was associated with decreased cannabis use

(Bouhnik et al., 2004). No studies have directly assessed

the hypothesis that cannabis use is associated with risky

drug behaviors, either directly via immediate disinhibitory

effects or as a marker of risky behavior.

Kozlov et al. reported increased incidence of HIV

seroconversion among IDUs in St. Petersburg who use

stimulants (Kozlov et al., 2006). Incidence was further

increased with greater weekly injection frequency, how-

ever this study did not examine the impact of other drugs,

such as alcohol or cannabis. It is possible that an associa-

tion between heavy alcohol use, cannabis use and increased

risk behaviors, as well as stimulant use and increased HIV

seroconversion are examples of polysubstance use driving

increased risk taking. In our adjusted model that did not

include stimulant use, we found a significant association

between cannabis use and increased drug RAB score, yet

this association was attenuated and not significant in the

model that included stimulant use. This attenuation may

occur because cannabis use is a marker of one or more

factors, such as stimulant use, which increases risk taking.

Cannabis may be used concomitantly to attenuate the

dysphoric results of stimulant use, or cannabis use may

precede stimulant use in a causal pathway where cannabis

use leads to stimulant use and then to increased risk taking.

The impact of cannabis use on HIV sex risk behaviors

has been described (Brodbeck, Matter, &, Moggi, 2006;

Simbayi et al., 2004; Somlai et al., 2002; Woody et al.,

1999) but results have not always been inconsistent.

Woody et al. (1999) found that cannabis use was not

associated with increased sex risk among gay men, while

Table 3 Multiple linear regression models assessing the impact of heavy alcohol use and cannabis use on drug RAB score among IDUs in St.

Petersburg (n = 404)

Adjusted for stimulant use Not adjusted for stimulant use

Mean change

in drug RAB

Standard error T-value Mean change

in drug RAB

Standard error T-value

Heavy alcohol use +0.59 0.84 0.71 +0.63 0.84 0.76

Cannabis use +1.09 0.60 1.82 +1.25 0.59 2.10*

Agea –0.23 0.059 –4.07** –0.24 0.059 –4.15**

Female vs. Male –0.30 0.57 –0.52 –0.23 0.57 –0.41

Employed –1.47 0.56 –2.63** –1.53 0.56 –2.74**

Naltrexone vs. PREVENT cohort –5.13 0.68 –7.52** –5.19 0.68 –7.60**

Stimulant use +1.28 0.77 1.67 X X X

* P < 0.05, ** P < 0.01
a Adjusted mean corresponding to a 1 year increase in age
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Brodbeck et al. (2006) found in a random sample of Swiss

heterosexuals that cannabis use was associated with

increased HIV sex risk behaviors, though not specifically at

the time they were using cannabis. This is evidence that

cannabis use is a marker of a riskier personality, or

increases risk via chronic effects rather than directly

increasing sex risk during the time it is used. In addition,

chronic use may affect general risk taking by lowering

motivation to protect oneself. If the effect of cannabis use

is primarily an increase in general risk taking rather than

acute situational risk taking, its use likely increases both

HIV drug and sexual behaviors through a similar mecha-

nism. HIV risk behavior research that addresses the impact

of acute and chronic cannabis use on measures of moti-

vation might further clarify the mechanism by which can-

nabis may increase risk behaviors.

Results of studies on alcohol’s relationship to HIV risk

among IDUs in the United States are mixed. Alcohol use

among needle exchange participants in Providence, RI has

been associated with increased injection and sexual risk

(Stein et al., 2000). Using 30-day TLFB for both risky

injection drug use and alcohol use, an association has been

shown between daily alcohol use and daily risky injection

(Stein, Charuvastra, Anderson, Sobota, & Friedmanna,

2002). Among Puerto Rican IDUs not in treatment, alcohol

intoxication has been associated with sharing needles and

cotton filters (Matos et al., 2004). However, among

detoxification inpatients in Boston, alcohol consumption

was associated with increased sexual risk, but not injection

risk (Rees, Saitz, Horton, & Samet, 2001). Studies in

Russia have shown that among HIV-infected inpatients,

alcohol abuse or dependence has a significant association

with sexual risk and a non-significant association with

injection risk (Krupitsky et al., 2005). Among young

injection drug users in St. Petersburg, Somlai et al. (2002)

reported a 40% rate of needle sharing in the previous

90 days and a 74% rate of alcohol use in the previous

30 days, but this study did not look specifically at the

association between alcohol and risky injection.

Alcohol and drug use disorders often co-occur in US

populations (Belenko, 1979; Kessler et al., 1997), yet these

Russian IDUs had a low percentage (10%) of heavy

drinking. With the high overall prevalence of alcohol use in

Russia, we expected to find higher rates of alcohol use

among heroin users. The low proportion of heavy drinkers

in these samples limited our ability to detect a significant

association with risky drug behaviors. In unadjusted anal-

yses, we found an association between heavy drinking and

the secondary dichotomous outcome, risky drug use, but

we were unable to estimate odds ratios from logistic

regression models as all heavy drinkers also had risky drug

behaviors. We did not find an association between heavy

drinking and the continuous drug RAB score, however the

measure of heavy drinking we used was developed in the

United States and may not be the optimal measure in

Russia. Because Russians consume more alcohol than

Americans, it is conceivable that the optimal Russian

measure may be a higher threshold, which in this study

would have the impact of categorizing even fewer heavy

drinkers. Despite the absence of a statistically significant

association, we caution that alcohol may still represent an

important predictor of HIV drug risk behaviors. As risky

drug practices in Russia improve with more prevention

education and optimal measures of heavy alcohol use in

Russia are developed, a relationship between alcohol use

and risky injection drug use may be revealed, as the heavy

drinkers may be slow adopters of safer injection behaviors.

Alternatively, the impact of heavy alcohol use may be

limited to sexual risk behaviors.

The association of HIV infection with increased drug

RAB scores observed in the PREVENT cohort is consistent

with the rapid spread of HIV among IDUs in Russia.

Furthermore, the mean drug RAB scores in both cohorts

were higher than those seen among drug using Russian

(Krupitsky et al., 2005) and American (Rees et al., 2001;

Stein et al., 2000) cohorts and may well reflect increased

risky drug behavior in Russia. The higher means among the

PREVENT cohort relative to the Naltrexone cohort may be

explained by the data collection methods. In PREVENT,

drug risk behaviors were assessed with the use of the

ACASI system which likely reduces social desirability bias

and increases truth telling, whereas the Naltrexone cohort

was assessed with one-on-one interviews, similar to the

other studies that have used the RAB instrument.

There are several limitations to our study. First, our

analysis was potentially underpowered to detect effects of

the observed magnitude for cannabis and heavy alcohol

use. Post-hoc calculations indicate that our study would

have approximately 80% power to detect a minimum dif-

ference in drug RAB score of 2.5 and 1.8 for heavy

drinking and cannabis use, respectively. Thus, it is likely

that the study was not sufficiently powered to detect the

observed magnitudes of association. Second, this is a cross-

sectional analysis of baseline data, which limits our ability

to establish causality, as well as the order of preceding

causal elements. Third, this study combines results from

three different cohorts that enrolled subjects at different

times. However, the subjects were recruited and enrolled

by similar study staff from similar settings and provided

similar data. Fourth, while we did adjust for age, gender,

and employment, future research should examine the im-

pact of other psychosocial factors, such as mental illness on

drug-related HIV risk behavior. Fifth, as all subjects came

from the St. Petersburg area and were entering treatment,

they may not adequately represent all Russian IDUs. IDUs

entering treatment are likely to be more motivated to re-
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duce not only their heroin use, but their alcohol and can-

nabis use as well. Therefore it is possible that they may

have fewer drug-related risk behaviors before entering

treatment. If this were the case, then this would decrease

the likelihood we would find an association. Sixth,

although we had cannabis use and heavy alcohol use data

via the 30-day TLFB method, our risk behavior data was

limited to the drug RAB score, which encompasses the

prior 6 months. Collecting drug and alcohol use informa-

tion as well as drug behavior information on a day-by-day

basis would allow for examination of the daily relationship

between substance use and risky behaviors.

Among 404 Russian IDUs entering treatment for heroin

dependence, all heavy alcohol users had risky drug

behaviors, but we did not find significant evidence of an

association between heavy alcohol use and the HIV drug

RAB score in unadjusted or adjusted analyses. We did find

a significant association between cannabis use and drug

RAB score after adjustment for age, sex, and employment

status. Yet when adjusted for stimulant use, the association

between cannabis use and HIV drug risk behaviors was

attenuated and not statistically significant. Because of the

central role of IDUs in the rapidly progressing Russian HIV

epidemic, it is important to understand how the use of

multiple substances, including cannabis and alcohol,

impacts risky drug behaviors among IDUs.
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The Patients in Recovery (PIR) Perspective: Teaching
 
Physicians About Methamphetamine
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ABSTRACT. Methamphetamine dependence is an emerging epidemic confronting physicians. In 
an effort to improve understanding of its impact, the authors presented an educational workshop at 
a national meeting for general internists featuring small group discussions with patients in recovery 
(PIR) from methamphetamine dependence. Participants rated the workshop highly, stating it would 
lead to concrete change in their teaching, research, or patient care practices and they would invite 
the workshop to their institution for presentation. Direct interaction with PIR was the most valued 
aspect of the workshop. Lessons learned included patient's fear of being "turned in" limits disclosure 
of methamphetamine use to physicians; active users have little insight into methamphetamine-related 
changes in physical appearance; and a sense of productivity reinforces ongoing methamphetamine 
use. Workshops that include small group discussions between physicians and PIR are an innovative, 
practical, and acceptable method to teach physicians about their role in helping patients with substance 
dependence. 

KEYWORDS. Methamphetamine abuse, physician education, substance abuse training 

INTRODUCTION cause these complications are most commonly 
recognized in hospitalized patients where med

Substance use disorder (SUD) education has ical student and residency training has been 
typically focused on the medical complications focused (1). With the demonstrated benefit of 
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reduce hazardous alcohol use in randomized 
controlled trials (2), SUD medical education has 
shifted from managing the late-stage complica
tions of hospitalized patients towards preventing 
the progression and complications of alcohol 
problems (1). The emergence of the human 
immunodeficiency virus (HIV) epidemic and its 
association with injection drug use has increased 
attention on preventing and treating other SUDs, 
including methamphetamine dependence, an 
emerging problem that is challenging to treat 
and has significant medical, social, and environ
mental consequences (3). 

Discussions between physicians and pa
tients in recovery (PIR) from methamphetamine 
dependence may improve physicians' atti
tudes, knowledge, and skills in caring for 
all SUD patients. At a national meeting 
of general internists, we conducted a work
shop that featured small group discussions 
with PIR from methamphetamine dependence 
focused on how physicians can effectively 
address methamphetamine dependence. We 
sought to determine if using PIR in small 
group discussions was practical, effective, and 
acceptable. 

CASE 

Our workshop, "Learning from the patient's 
perspective: Methamphetamine abuse," was pre
sented at the Society for General Internal 
Medicine (SGIM) Annual Conference in April 
2006 in Los Angeles, California. The learning 
objectives were to (I) describe the epidemiology 
and the acute and chronic health effects of 
methamphetamine; (2) summarize the avail
able treatment options for methamphetamine
related disorders; (3) describe the experience 
and perspective of PIR; and (4) incorporate 
PIR as a method for teaching about addic
tion medicine. The 90-minute workshop began 
with two didactic presentations: the history, 
epidemiology, and physical effects of metham
phetamine (20 minutes); and the treatment of 
methamphetamine-use disorders (15 minutes). 
We then divided into five small groups each with 
two PIR, and six to eight conference attendees 
to participate in a 40-minute discussion of 

methamphetamine use and treatment. After the 
small group discussions, a representative from 
each table shared lessons learned with the entire 
group (about 2 minutes per table). The final 
5 minutes of the workshop were dedicated to 
the distribution, completion, and collection of 
evaluations. 

Thirty-four SGIM conference attendees par
ticipated in our workshop. The participants 
included general academic internists and 
physicians-in-training. We had four facilitators: 
three internists with experience working with 
SUD patients and a local, nonphysician, SUD 
treatment specialist. The treatment specialist 
coordinated the participation of 10 volunteer 
PIR. Prior to the workshop, we asked the PIR 
to focus the discussions on the role physi
cians can play in the treatment of metham
phetamine dependence. They were encouraged 
to let physicians' questions guide the discus
sions and avoid lengthy self-help group-style 
testimonials. 

Lessons learned by the physician participants 
in the small group discussions included (l) 
patients' fear of being "turned in" to authorities 
can limit disclosure of methamphetamine use 
and its consequences to physicians; (2) active 
users have little insight into changes in physical 
appearance due to their use; and (3) in addition 
to euphoria, a sense of "productivity" among 
users reinforces ongoing use. In response to 
feedback solicited by the facilitators at the 
end of the workshop, the PIR expressed both 
surprise about the lack of knowledge among 
the physicians about methamphetamine and sup
port for the PIR-physician interactive teaching 
format. 

Of the 34 physician attendees, 24 (71 %) 
returned evaluations compared to an over
all conference evaluation return rate of 64% 
(Table 1). Our workshop received higher scores 
than the conference in general on all questions 
except Question 7 where workshop attendees 
indicated lower prior knowledge of metham
phetamine and its treatment than other topics 
covered during the conference. Seventeen write
in comments regarding the workshop were 
generally positive, with praise for the inclusion 
of and interaction with PIR as the most common 
theme (Table 2). 
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sion Directly involving PIR represents a novel 
non means to educate physicians on the diagnosis, 

i treatment, and management of SUDs. At aI 

•	 "Not only is this a fantastic way for doctors to learn 
from clients but this kind of contact approach has 
wider implications for reducing stigma. A huge 
compliment to you for taking the risk and involving 
clients." 

•	 "Excellent to have people in recovery here-rare treat 
to have patients in a workshop ...Would recommend 
putting interactive portion earlier or breaking up the 
lectures to engage participants earlier." 

•	 "It was a privilege to talk to patients in recovery. This 
was definitely the highlight of the conference for me." 

•	 "Nice combination of didactic with small group and the 
use of patients as educators.' 

•	 "Very much enjoyed having the clients there for expert 
opinion." 

national conference of physicians, we found 
that utilizing PIR as interactive teachers was 
accepted and achieved high satisfaction as a 
teaching modality by the audience and PIR. PIR 
personalized the impact of methamphetamine, 
promoted the destigmatization of the disease, 
and clarified the role health care providers should 
play in caring for patients with SUDs. 

Research demonstrates that only 51% of in
ternal medicine residency programs had formal 
substance abuse curricula (4); large proportions 
of physicians neither screen, nor intervene or 
refer patients with SUDs to treatment (5,6); 
and professional satisfaction and confidence in 
treating patients with SUD are less than they 
are for treating patients with other common 
conditions, such as hypertension (7). 

Curricula focused on screening and treatment 
for SUDs utilizing simulated patients can im
prove clinical skills for medical students (8), 
residents (9), and physicians (to). In addition, 
physician training that includes experiences with 
SUD treatment programs are associated with in
creased screening and referral to treatment (l1), 
A patient-centered approach to care was recently 
promoted in the Institute of Medicine (10M) 
report, "Improving the Quality of Health Care 
for Mental and Substance-Use Conditions"(12). 
A teaching modality where PIR are the teachers 
and physicians are the learners may be another 
patient-centered approach to augment learning 
of SUD. 

Workshop participants reported a high likeli
hood that the lessons learned from PIR will result 
in concrete changes in their teaching, research, 
and patient care practices. The impact of this 
method on physician knowledge, skills, and be
havior warrants further research. In conclusion, 
we found that focused small group discussions 
between PIR and physicians at a national confer
ence workshop is an innovative, practical, and 
acceptable method to teach physicians about 
the role they can play in helping patients with 
addictions. 
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First implemented in 1990, patient navigation interventions are emerging today

as an approach to reduce cancer disparities. However, there is lack of consensus

about how patient navigation is defined, what patient navigators do, and what

their qualifications should be. Little is known about the efficacy and cost-effec-

tiveness of patient navigation. For this review, the authors conducted a qualita-

tive synthesis of published literature on cancer patient navigation. By using the

keywords ‘navigator’ or ‘navigation’ and ‘cancer,’ 45 articles were identified in the

PubMed database and from reference searches that were published or in press

through October 2007. Sixteen studies provided data on the efficacy of navigation

in improving timeliness and receipt of cancer screening, diagnostic follow-up

care, and treatment. Patient navigation services were defined and differentiated

from other outreach services. Overall, there was evidence of some degree of effi-

cacy for patient navigation in increasing participation in cancer screening and

adherence to diagnostic follow-up care after the detection of an abnormality. The

reported increases in screening ranged from 10.8% to 17.1%, and increases in ad-

herence to diagnostic follow-up care ranged from 21% to 29.2% compared with

control patients. There was less evidence regarding the efficacy of patient naviga-

tion in reducing either late-stage cancer diagnosis or delays in the initiation of

cancer treatment or improving outcomes during cancer survivorship. There were

methodological limitations in most studies, such as a lack of control groups,

small sample sizes, and contamination with other interventions. Although can-

cer-related patient navigation interventions are being adopted increasingly across
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the United States and Canada, further research will be necessary to evaluate their

efficacy and cost-effectiveness in improving cancer care. Cancer 2008;113:1999–

2010. � 2008 American Cancer Society.
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healthcare.

C ontinued advances in cancer screening and treat-

ment are evident in the overall reduction in mor-

bidity and mortality among those diagnosed with

cancer.1 Uninsured, African-American, Hispanic, and

low-income patients are less likely than white, high-

income, and insured patients to receive recommended

cancer care.2,3 Those most at risk for advanced stage

at cancer diagnosis and high mortality include racial/

ethnic minorities and socioeconomically disadvantaged

populations who are more likely to be uninsured.2

These same populations experience significant delays

in completing follow-up care once a screening abnor-

mality has been detected.4,5 Although the reasons for

these disparities are complex and are not understood

completely, research has identified numerous patient,

provider, and health system barriers for these at-risk

populations.6,7 A growing body of literature indicates

that known barriers to care interfere with timely access

to diagnosis and treatment once a screening abnormal-

ity has been identified.8-18

In an effort to reduce these disparities, patient

navigation has been proposed as an innovative inter-

vention to address known barriers to obtaining can-

cer care. Patient navigation is a model of care that is

expanding rapidly in underserved communities and

medical institutions across the nation.19,20 However,

despite the proliferation of patient navigator pro-

grams, there is little consensus about what constitutes

patient navigation services, and there is little informa-

tion on the efficacy of patient navigation in improving

outcomes. The objectives of this review were to 1)

describe the evolution of patient navigation as a

model to address cancer disparities, 2) review current

literature that defines patient navigation and its

impact on cancer care, and 3) describe the goals of

the Patient Navigation Research Program (PNRP),

sponsored by the National Cancer Institute (NCI) and

the American Cancer Society (ACS), as a means to

address existing gaps in our knowledge regarding the

efficacy of patient navigation. In synthesizing the liter-

ature, we sought to investigate the following ques-

tions: 1) What is patient navigation? 2) What do

patient navigators do? 3) How is patient navigation

distinct from existing cancer care services? 4) What

are the qualifications of a patient navigator? 5) What

are the target populations served by patient naviga-

tion programs? 6) What are the intended outcomes of

patient navigation? 7) Where in the cancer care con-

tinuum do patient navigators provide services? and 8)

What is the efficacy of patient navigation?

Historic Evolution of Patient Navigation in Cancer Care
The prevention, diagnosis, and treatment of cancer

are complex processes that often require consulta-

tion with multiple medical specialists, in multiple

settings, using numerous medical tests.21 To under-

stand the unique challenges faced by disadvantaged

populations in accessing these complex processes,

the ACS conducted a series of hearings in 1989 with

low-income Americans throughout the United States.

The results of those hearings were published in a

report by the ACS entitled Report to the Nation: Can-

cer in the Poor.6 It indicated that poor individuals

face significant ‘obstacles’ to accessing cancer care

services that prevent them from obtaining needed

care, including: 1) widespread financial barriers, such

as being unable to afford health insurance, Medicaid

or Medicare ineligibility, losing employment that pro-

vides health insurance, and lack of affordable cancer

services; 2) logistical barriers, such as a lack of trans-

portation, living at a far geographic distance from

healthcare, lack of reminder systems, and lack of

understandable cancer information; and 3) sociocul-

tural barriers, such as limited social support and

inadequate health literacy.

In response to the results of the ACS report, Dr.

Harold P. Freeman partnered with the ACS to create

the first patient navigation program in Harlem, New

York in 1990 targeting women with historically poor

breast cancer outcomes.21-23 This innovative program

assisted low-income women in overcoming barriers

to breast cancer screening and follow-up care. In

addition to expanding screening and education ser-

vices throughout the community, specified members

of the community provided patient navigation ser-

vices to women who had a clinical finding suspicious

for cancer.23

Since the pioneering work of Dr. Freeman, there

has been a growing commitment to support patient

navigation services. In 2001, the President’s Cancer

Panel recommended that funding be provided to

support community-based programs, such as patient
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navigator programs, to assist individuals in obtaining

‘cancer information, screening, treatment, and sup-

portive services.’24 Consequently, there has been an

expansion in programs nationwide with funding

from private foundations, including the ACS, the

Avon Foundation, and the Susan B. Komen Breast

Cancer Foundation,19 as well as local, state, and

federal governments and community organizations.

In 2003, there were over 200 cancer care programs

identified nationwide by the NCI that were providing

patient navigation.19 By 2007, the ACS funded more

than 60 patient navigation programs across the

United States.25

The federal government has made a substantial

commitment to patient navigation through support

of 3 separate programs. In 2005, NCI’s Center to

Reduce Cancer Health Disparities funded 8 sites for

the PNRP (and, in collaboration with the ACS, a

ninth site joined the PNRP). This program will test

community-based navigation programs using a con-

trol group. In June 2005, the Patient Navigator, Out-

reach, and Chronic Disease Prevention Act of 2005

authorized federal grants to hire and train patient

navigators to assist patients with cancer and other

serious chronic diseases to obtain access to timely

diagnostic, treatment, and follow-up care,21 and $2.9

million was appropriated in 2007 for this initiative.

In 2006, the Center for Medicare Services (CMS)

funded 6 demonstration sites for pilot programs tar-

geting minority Medicare beneficiaries with the

objective of overcoming barriers in screening, diag-

nosis, and treatment of cancer.26 Despite the interest

in patient navigation and funding of these programs,

there is limited published information regarding their

efficacy and cost-effectiveness.

MATERIALS AND METHODS
Study Identification
The objective of the current literature review was to

identify and summarize both descriptive and efficacy

literature on patient navigation. A review of research

literature in the National Library of Medicine was

conducted in October 2007 by searching the PubMed

database to identify articles describing patient navi-

gation programs that were published at any time in

English with human participants. Reference lists of

identified articles also were reviewed for relevant

publications. The inclusion criteria specified 1) pub-

lished original articles and 2) a description of a

patient navigator program related to cancer treat-

ment, diagnosis, or screening. The PubMed database

was searched using the keywords ‘navigator’ or ‘navi-

gation’ and ‘cancer.’ The search produced 893 cita-

tions; however, when the abstracts of each article

were reviewed, only 35 were related to cancer patient

navigation.23,27-60 An additional 7 studies were either

found in reference lists from articles that were identi-

fied in the search or were included in the same jour-

nal issue as another published article.19,21,22,61-64

Three additional articles were identified by study

authors.65-67 All 45 articles were reviewed, and any

article that described a patient navigator program

was retained for further analysis. Twenty-eight arti-

cles provided descriptive information on cancer

patient navigator programs in sites across the United

States and Canada. Of these articles, 16 provided in-

formation on outcomes of a patient navigation inter-

vention (Table 1). These articles were used to provide

descriptive information on patient navigation and

evidence regarding its efficacy.

RESULTS
What Is Patient Navigation?
Several definitions of patient navigation have been

published.21,22,68,69 Although variations do exist,

patient navigation generally is described as a barrier-

focused intervention that has the following common

characteristics:

� Patient navigation is provided to individual pati-

ents for a defined episode of cancer-related care

(eg, evaluating an abnormal screening test).

� Although tracking patients over time is empha-

sized, patient navigation has a definite endpoint

when the services provided are complete (eg, the

patient achieves diagnostic resolution after a

screening abnormality).

� Patient navigation targets a defined set of health

services that are required to complete an episode

of cancer-related care.

� Patient navigation services focus on the identifica-

tion of individual patient-level barriers to accessing

cancer care.

� Patient navigation aims to reduce delays in acces-

sing the continuum of cancer care services, with

an emphasis on timeliness of diagnosis and treat-

ment and a reduction in the number of patients

lost to follow-up.

What Do Patient Navigators Do?
Despite its narrow barrier-focused definition,

patient navigation has been operationalized quite

broadly in practice. The term ‘navigator’ has been

applied to any type of service that assists indivi-

duals in overcoming obstacles from screening to

treatment and in coping with challenges during

survivorship. In our analysis of published articles

Patient Navigation/Wells et al 2001
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that describe patient navigation services, we identi-

fied 4 areas in which patient navigators frequently

intervene: 1) overcoming health system barriers, 2)

providing health education about cancer across the

cancer continuum from prevention to treatment, 3)

addressing patient barriers to cancer care, and 4) pro-

viding psychosocial support. To overcome health sys-

tem barriers, patient navigators may coordinate

cancer diagnostic or treatment care from multiple

providers; assist patients with completing medical

paperwork; schedule, confirm, reschedule, and attend

appointments; and facilitate patient-provider commu-

nication.27,28,31,34,36,37,40,45,48-53,55,56,58,59,61,70 When pro-

viding health education, patient navigators provide

written information, discuss diagnostic and genetic

tests, discuss treatment options, and answer patients’

questions.28,31,34,36,45,50-53,55,56,58,59,61 To overcome

patient barriers to cancer care, a patient navigator

may address issues such as lack of transportation,

financial and insurance barriers, lack of childcare or

language translation, low health literacy, or low

literacy.28,40,41,50,53,56,70 Patient navigators also provide

psychosocial or emotional support, either directly or

by referring patients to social workers or cancer

support groups.28,50,51,55,56

How Is Patient Navigation Distinct From Existing Cancer
Care Services?
Patient navigation shares characteristics with other

models of patient assistance.30 For instance, hospi-

tal-based social workers may provide health educa-

tion materials to oncology patients; and community

health workers, lay health advisors, or promotoras

may promote cancer screening in the community. In

addition, case management and patient advocate

models often provide services similar to those pro-

vided by patient navigators, but these models also

can differ distinctively.

Case managers work to assist the client in

achieving optimal wellness, self-management, and

functional capability by linking clients with service

providers and resources throughout the continuum

of health and human services and care settings.71

Although the principles of case management (case

identification, identifying barriers to care, developing

individual plans to overcome barriers, tracking over

time) are embedded in patient navigation, there are

distinct differences. Most noteworthy, patient naviga-

tion focuses on 1 health condition instead of the

broader objective of case management to improve

health in general. In addition, patient navigation

tends to track to the completion of a discrete set of

health services instead of using long-term follow-up.

Similar to patient navigators, a patient advocate helps

resolve issues about healthcare, medical bills, and job

discrimination related to a patient’s medical condi-

tion.72 However, the focus of patient advocates is

on improving the healthcare system rather than

delivering care to individual patients.26 Although

patient navigators also may perform tasks similar to

those of patient advocates, their objective is to over-

come individual and logistic barriers to the preven-

tion, diagnosis, and treatment of a health concern.

What Are the Qualifications of a Patient Navigator?
Our review of the published literature yielded great

variation in the personnel who provide patient navi-

gation services. Patient navigation services frequently

were provided by a lay patient navigator,28,29,50,56

although several programs described navigators with

undergraduate degrees,32,33,65,67 master’s degrees,32,33

nurse practitioners or nurses,55,58,59 social work-

ers,57,58 health educators,59 clinic staff members,49

research assistants,45,52 and cancer survivors.41,59

Typically, patient navigators are paid personnel

rather than volunteers.

Although it appears that most patient navigators

in the United States are receiving some training, the

quality and training of that training are unclear. In

an evaluation of patient navigation in Canada, vir-

tually none of the patient navigators had received

navigation training; however, the patient navigators

who were evaluated were either nurses or social

workers and, thus, had extensive knowledge of medi-

cine or case management.73

What Are the Target Populations Served by Patient
Navigation Programs?
Patient navigator programs that were reviewed

serve mainly those populations most at risk for poor

cancer outcomes. The programs in our review

targeted many diverse and underserved populations

in the United States, including inner-city resi-

dents,23,27,32,33,37,40,45,56,63,65 Native Americans,28,29,50,53

low-income populations,43 minority populations,35,49,57,58

and rural residents.67 However, several patient naviga-

tion programs did not specifically target underserved

populations.31,36,41,51,52,55,59 For example, patient

navigation has been provided to medical center

patients31,34,36,41,48,51,55,59,65 and patients in a managed

care organization.52

What Are the Intended Outcomes of Patient Navigation?
Our review indicated that most patient navigation pro-

grams have been designed to improve the outcomes

for cancer in a single, specific site of the body, such as

breast cancer. By far, most programs described in the

published literature focus on improving outcomes for

Patient Navigation/Wells et al 2005



breast cancer.27-29,31,32,34,40,41,51,63,65 Other patient navi-

gation programs target cervical cancer,33,35,49 colorectal

cancer,45,48 prostate cancer,57,58 lung cancer,55 and

head and neck cancer.36 Only 5 programs reported

navigation programs that targeted multiple cancer

sites.37,43,50,59,67

Where in the Cancer Care Continuum Do Patient
Navigators Provide Services?
Patient navigation services also target improving can-

cer outcomes across the cancer care continuum.

Several programs were implemented to increase

screening,28,29,35,45,48,49,57,58 improve follow-up care

after an abnormal cancer screen,27,28,32-34,37,40,43,48,51,65

reduce time from diagnosis to treatment of cancer,55

improve cancer treatment and the psychosocial

experience of cancer treatment,34,36,40,41,56,59,67 and

improve accrual and retention in clinical trials.50,56

Less frequently, patient navigators have provided

healthcare,55 assisted in accrual and retention of

clinical trial participants,28 recruited individuals for

cancer screening,28 and sought to increase compli-

ance with referrals to BRCA1/2 genetic testing.52

To date, no published study has evaluated the effi-

cacy of a patient navigation intervention for cancer

survivors.

What Is the Efficacy of Patient Navigation?
Sixteen studies evaluated the efficacy of a patient

navigation intervention using several different study

designs (Table 1), all with different outcomes. Most

studies focused on the receipt of cancer diagnostic

care and treatment services. Although the majority of

these 16 published studies targeted improving

outcomes in diagnostic breast health ser-

vices,27,29,32,34,41,51,63,65 none of the studies reviewed

had comparable outcomes. Most published studies

used prospective designs comparing participants

who had received patient navigation with patients

who did not receive navigation.29,33-35,37,41,45,52,57,58,65

Seven studies (43.8%) randomly assigned participants

or clinics to a patient navigation intervention or a

comparison group.29,34,45,52,57,58,65 Two studies were

limited by low sample sizes.41,52

Improving screening rates
Six published articles provided evidence of the effi-

cacy of patient navigation in improving screening

rates for 3 cancers.29,35,45,48,57,58 The improvement in

the rate of adherence to screening ranged from

10.8% to 17.1% when patients in a navigation group

were compared with a control group. Limitations in

the research designs precluded reaching definite con-

clusions regarding efficacy. Some articles reported

that patient navigation was combined with educa-

tional outreach,57,58 included in a multifaceted cogni-

tive-behavioral intervention,35 or combined with

improvements in the hospital’s gastrointestinal

suite,48 making it difficult to determine whether

patient navigation alone significantly increased

screening rates. In 2 studies,29,45 participants were

randomized to the patient navigation intervention or

a control arm, whereas another 2 studies57,58 com-

pared patient navigation with other educational

interventions.

Improving adherence to diagnostic services after an
abnormality is detected
Several published articles reported that patient navi-

gation resulted in improvements both in adherence

to follow-up visits after the detection of a screening

abnormality (improvements ranged from 21% to

29.2% when patient navigation was compared with a

control group) and in the timeliness of obtaining care

from screening abnormality to diagnostic resolution

among patients who were screened for breast, cervi-

cal, prostate, and colorectal cancer.27,32-34,37,48,51,65

Only 2 studies randomly assigned patients to a

patient navigation intervention or a usual care

group.34,65 Other studies used historic comparisons

or study nonparticipants.27,32,33,37,48,51,63 In addition,

3 studies combined patient navigation with counsel-

ing,32-34 making it difficult to determine whether

improvements in follow-up care were because of

patient navigation or because of more intense psy-

chosocial intervention.

Stage of cancer diagnosis
The only study that examined the effect of patient

navigation on disease stage at the time of cancer di-

agnosis reported reductions in late-stage cancer diag-

nosis associated with an intervention that included

patient navigation, free cancer screening, and cultu-

rally sensitive health education.63 Because that study

involved a multimodal intervention, it is impossible

to draw conclusions regarding the effect of the

patient navigator intervention alone on disease stage

at the time of diagnosis.

Improving cancer treatment
Information regarding the impact of patient naviga-

tion on the timeliness of initiating cancer treatment

is mixed. One study reported no significant improve-

ment in the timeliness of initiating breast cancer

treatment for patients who received patient naviga-

tion and counseling compared with nonpartici-

pants,32 whereas another study reported that patients

who received patient navigation and counseling had

faster initiation of breast cancer treatment than par-
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ticipants who were randomized to receive usual

care.34 The information obtained from both of these

studies was limited, because the patient navigation

intervention was combined with other services.

Implications of existing research
Despite the flurry of interest and large financial

investment in implementing patient navigation pro-

grams nationally, there remains only limited evidence

of their efficacy as a means to reduce cancer health

disparities. To convert these demonstration projects

into long-lasting public policy, scientifically rigorous

efficacy data are needed to demonstrate the benefits

of patient navigation. To achieve this objective, there

needs to be standardization in the definition of

patient navigation, including its tasks, target popula-

tion, and intended outcomes. Standard metrics to

assess the benefit of existing programs are para-

mount, and high-quality training should be provided

to patient navigators. To date, the PNRP is the only

large-scale research study to examine the effective-

ness of patient navigation.

The Patient Navigation Research Program
The PNRP, a 5-year multisite clinical trial, is designed

to provide data regarding the efficacy and cost-effec-

tiveness of the patient navigation intervention

model.74 Eight academic research institutions and 1

health board that serves underserved populations

were awarded funding in 2005. The PNRP defines

patient navigation as support and guidance offered

to individuals who have an abnormal cancer screen-

ing test or a cancer diagnosis with the objective of

accessing the cancer care system and overcoming

barriers to timely, quality care. In the PNRP, patient

navigation targets those who are most at risk for

delays in care, including racial and ethnic minorities,

patients from low-income populations, uninsured

patients, and patients from rural areas who have an

abnormal cancer screening test for breast, cervical,

colorectal, or prostate cancer. PNRP patient navigators

identify individual barriers to care and then work with

the healthcare team and other community agencies to

assist patients in overcoming those barriers.

Patient navigator training
The PNRP National Patient Navigator Training and

Education Committee provides fundamental or core

training across all sites.75 The national training is

supplemented by local training at each of the sites.

This committee has successfully implemented 2 in-

person training sessions for over 250 patient naviga-

tors from the PNRP, ACS, and CMS patient navigation

programs. The training sessions were implemented

using multiple adult learning modalities, including

traditional lecture, interactive formats, and role play

with case scenarios. The training curriculum covered

topics such as an overview of cancer, cancer screen-

ing, cancer treatment, communication, culture and

diversity, barriers to care, and mapping resources.

The efficacy of training was evaluated by using tests

before and after training that were developed by the

training committee. Continuing education occurs

through regular Webinar training sessions and an-

nual in-person sessions.

Evaluation of the PNRP study
The PNRP used a committee structure to define

common data elements and clinical definitions to

measure common outcomes consistently across sites.

Ultimate outcomes of navigation are to reduce

morbidity and mortality of cancer. PNRP focuses on

the measurement of the following intermediate

outcomes:

� time from a cancer-related abnormal screening

finding to a definitive diagnosis of cancer or reso-

lution of abnormality for those who do not have

cancer;

� time from cancer diagnosis to initiation of cancer

treatment;

� time from initiation to completion of primary can-

cer care for patients newly diagnosed with cancer;

� patient satisfaction with cancer care; and

� cost-effectiveness of patient navigation.

In evaluating the effectiveness of patient naviga-

tion, the objectives of the PNRP—timely diagnosis

and treatment and ease of interacting with the medi-

cal care system—appear to have intrinsic value. The

assumption underlying investments in navigation is

that these costs will be offset by reductions in mor-

tality as a result of the more timely resolution of an

abnormal cancer screening test than would occur in

the absence of navigation. This assumption will be

correct if navigation moves an individual to an ear-

lier stage at diagnosis (or a significantly smaller tu-

mor) than would occur in the absence of

navigation. Among individuals who may delay but

will attend follow-up, stage shift may not be as dra-

matic or may not occur at all, depending on the

length of delay relative to tumor growth. For

instance, recent studies report delays of 25 days ver-

sus 42 days in diagnostic follow-up with and with-

out navigation, respectively.65 This 17-day delay,

although statistically significant, will not affect stage

at diagnosis.

Because navigation in the PNRP is focused on

populations that historically are under screened,
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navigators will be helping individuals with prevalent

tumors that have more advanced stage than are seen

in a regularly screened population. In this situation,

mortality benefits from stage shift can be expected to

be minimal. Navigation could improve mortality for

these prevalent cases (and others with minimal

delay) only if they improve adherence to effective

treatments in populations that otherwise would not

comply with therapy. Treatment navigation programs

are being developed,76 and treatment adherence

aspects are being addressed by several of the PNRP

sites, but their efficacy for improving survival has not

been tested.

DISCUSSION
Despite gains in cancer screening, diagnosis, and

treatment, certain populations continue to suffer

poor outcomes and higher mortality.3,77 Several

health system and individual barriers exist for under-

served populations in accessing and completing

recommended cancer care.6,7 Although they origin-

ally were designed to overcome the barriers experi-

enced by underserved patients who had screening

abnormalities, today, patient navigation service pro-

grams are widespread throughout the United States

and Canada and target several different cancer-

related outcomes in many populations.

Sixteen published articles provided data on the

efficacy of patient navigation. Some published arti-

cles indicate that patient navigation is associated

with improvements in breast, prostate, and colorectal

cancer screening as well as improvements in adher-

ence to follow-up visits after the detection of an

abnormality and reduction in the time from an

abnormal screening to diagnostic resolution for

breast, cervical, prostate, and colorectal can-

cer.27,29,32-34,37,45,48,51,57,58,65 However, published stu-

dies have limitations that preclude drawing definitive

conclusions about the efficacy of patient navigation,

such as lack of a control group, lack of randomization

to treatment or comparison groups, low sample size,

no single definition of patient navigation, and com-

bining patient navigation services with other interven-

tions. Thus, information about the efficacy of patient

navigation programs is limited, and there is no infor-

mation about cost-effectiveness of patient navigation.

The PNRP is a collaborative effort that was

designed to overcome limitations in the research lit-

erature by evaluating the efficacy and cost-effective-

ness of various models of patient navigation in

cancer in a standardized, rigorous process. The

PNRP is collecting standardized data across 9 sites to

determine the characteristics of successful and cost-

effective navigation programs and to identify which

patients benefit from patient navigation. Until more

information is available regarding the efficacy of

patient navigation programs, institutions that are con-

sidering implementing such interventions should be

aware of the paucity of data regarding such benefits.

To date, there are no formal, recognized certifica-

tion programs for patient navigators, nor is there evi-

dence indicating which characteristics of navigators

are most efficacious in improving cancer outcomes.

Patient navigators have a variety of backgrounds and

levels of formal education, and there is little informa-

tion regarding the training of navigators.21,73 The

PNRP program has provided centralized, standar-

dized training to patient navigators from all 9 sites

and is collecting data to determine the characteris-

tics of navigators who predict better outcomes in

abnormal screening tests as well as cancer diagnosis

and treatment. If it is determined that patient navi-

gation is effective, then it will be important to agree on

a standardized navigator training program and evalu-

ate the appropriateness of a formal certification pro-

cess for patient navigators. Without such formal

certification, it will be difficult to obtain reimburse-

ment from insurance companies or the federal gov-

ernment for patient navigation services.

In conclusion, patient navigation is an interven-

tion designed to reduce health disparities by addres-

sing specific barriers to obtaining timely, quality

healthcare. This intervention is used in many differ-

ent settings to target various cancer outcomes in

many different populations. Although published

research indicates that patient navigation may be

associated with improvements in screening and diag-

nostic resolution after screening in certain popula-

tions, the research limitations preclude drawing

generalizable conclusions regarding efficacy of

patient navigation. A thorough evaluation of the

PNRP and other scientifically rigorous, future pro-

grams will be necessary to ensure that navigator pro-

grams are effective and cost-effective before

continued dissemination.
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Clinical Teaching

Improving Bedside Teaching: Findings from a
Focus Group Study of Learners
Keith N. Williams, MD, MSME, EdM, Subha Ramani, MBBS, MMEd, MPH,
Bruce Fraser, PhD, and Jay D. Orlander, MD, MPH

Abstract

Purpose
Literature reviews indicate that the
proportion of clinical educational time
devoted to bedside teaching ranges from
8% to 19%. Previous studies regarding
this paucity have not adequately
examined the perspectives of learners.
The authors explored learners’ attitudes
toward bedside teaching, perceptions of
barriers, and strategies to increase
its frequency and effectiveness, as well as
whether learners’ stages of training
influenced their perspectives.

Method
Six focus group discussions with fourth-
year medical students and first- or
second-year internal medicine residents
recruited from the Boston University
School of Medicine and Residency
Program in Internal Medicine were

conducted between June 2004 and
February 2005. Each 60- to 90-minute
discussion was audiotaped, transcribed,
and analyzed using qualitative
methods.

Results
Learners believed that bedside teaching
is valuable for learning essential clinical
skills. They believed it is underutilized
and described many barriers to its use:
lack of respect for the patient; time
constraints; learner autonomy; faculty
attitude, knowledge, and skill; and
overreliance on technology. Learners
suggested a variety of strategies to
mitigate barriers: orienting and including
the patient; addressing time constraints
through flexibility, selectivity, and
integration with work; providing learners
with reassurance, reinforcing their

autonomy, and incorporating them
into the teaching process; faculty
development; and advocating evidence-
based physical diagnosis. Students
focused on the physical diagnosis aspects
of bedside teaching, whereas views of
residents reflected their multifaceted
roles as learners, teachers, and
managers.

Conclusions
Bedside teaching is valuable but
underutilized. Including the patient,
collaborating with learners, faculty
development, and promoting a
supportive institutional culture can
redress several barriers to bedside
teaching.

Acad Med. 2008; 83:257–264.

There is a general uneasiness both in the
minds of the public and also in the
practicing physician, that future
specialists in internal medicine will
become mostly reliant on laboratory,
computerized, nonpersonal techniques of
management, and the patient as a human
being with emotional and psychological
aspects will be forgotten. If such
physicians are to come into being, it must
be due to the kind of training and
environment to which they are exposed in
their years in medical school.

—L.H. Nahum

Bedside teaching, clinical teaching
done in the presence of a patient, has
been a fundamental component of
medical training in the United States
since the institution of modern methods
of instruction in the late 19th century.
Although few data exist regarding the

effectiveness of bedside teaching, many
medical educators espouse its value in
training physicians.1–17 It seems logical
to assume that clinical skills related to
physician–patient communication,
physical examination, clinical reasoning,
and professionalism are better learned
at the bedside than in a classroom.
Nevertheless, the proportion of clinical
educational time devoted to bedside
teaching has ranged from 8% to 19%
since the 1960s.18 –23 Although medical
educators have speculated on the reasons
for this paucity, few studies have
examined the issue systematically.
Existing studies have had a limited scope
or have explored bedside teaching only
from the perspective of teachers.24 –28

Although numerous guidelines
advocating specific bedside teaching
strategies have been published, it is
unclear whether the perspectives of learners
influenced their development.29–42

Learners are likely to have unique
and valuable perspectives on bedside
teaching; any effort to increase or
improve bedside teaching should
consider their views. Our objectives were

to explore learners’ attitudes toward
bedside teaching, perceptions of barriers,
and strategies to increase its frequency
and effectiveness. We included learners
at different stages of training to assess
whether experience influenced perspective.

Method

With the exception of the principal
investigator (K.W.), all coinvestigators
had qualitative research experience
before the conduct of this study, and
one (B.F.) taught a graduate course on
qualitative research. We conducted six
focus group discussions between June
2004 and February 2005 with students
from the Boston University School of
Medicine and residents from the Boston
University Residency Program in Internal
Medicine. All prospective participants
received an e-mail letter of invitation.
Participation was voluntary and
confidential, and verbal consent was
obtained from all participants. We
audiotaped discussions and transcribed
them verbatim. The institutional review
board of the Boston University Medical
Center approved the research protocol.

Please see the end of this article for information
about the authors.

Correspondence should be addressed to Dr.
Williams, c/o Dr. Ramani, Boston University School of
Medicine, 715 Albany St., Vose 320, Boston, MA
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7905; e-mail: (Keith.Williams@bmc.org).
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We sought varied perspectives by
recruiting participants at different
stages of training. Groups one and two
consisted of fourth-year students. Groups
three and five consisted of “first-year”
internal medicine (IM) residents, and
groups four and six of consisted of
“second-year” IM residents; by definition,
the former had completed one year of
postgraduate study, and the latter had
completed two.

We defined bedside teaching as clinical
teaching in the presence of a patient. We
constructed open-ended questions to
explore learners’ experiences and
opinions regarding bedside teaching. We
asked whether they learned from bedside
teaching and, if so, what they had
learned. We asked about the quality and
quantity of bedside teaching they
received. Finally, we solicited their views
on barriers to bedside teaching and
suggestions on strategies to increase its
frequency and effectiveness. The
interviewer (K.W.) pursued relevant
themes and sought clarification or
elaboration as required. Participants had
ample opportunity to express unsolicited
opinions.

Focus group discussions were 60 to 90
minutes in duration. The principal
investigator (K.W.) conducted all
interviews and, using standard qualitative
methods, coded the transcripts.43 We
grouped coded passages into major
categories and identified prominent
themes that emerged. We also identified
contrasting responses across the
experience levels of participants.

Results

Thirty-three students and residents
participated in one of six focus group
discussions (Table 1). All residents had
attended medical school in the United
States or Canada. Coded passages
generated several categories: value of
bedside teaching, quantity and quality of
bedside teaching, barriers to bedside
teaching, and strategies to increase and
improve bedside teaching. Differences
between students’ and residents’ views
were apparent and reflected differences in
their roles. When applicable, we have
noted the level of learner. Statements
represent the views of learners and not
the authors.

Value of bedside teaching

Learners believed bedside teaching is
valuable, if not essential, for learning
skills relating to physician–patient
communication, physical examination,
clinical reasoning, and professionalism
(List 1). They reported that observing the
resident or attending physician interact
with patients is often instructive. Learners
indicated that patients also benefit from
bedside teaching encounters, and they
emphasized that discussions of topics not
directly related to patient care are more
appropriately taught elsewhere.

It’s very powerful if you see the example
on an actual person, and especially if you
know more about their story, their
background, you’re more likely to take
something away from that experience,
whether it be some kernel of knowledge
about a disease or a certain way of
interacting with patients. (Fourth-year
medical student)

Quantity and quality of bedside
teaching

Learners stated that bedside teaching is
underutilized and that there are missed
opportunities for bedside teaching. They
reported that the quantity and quality of
bedside teaching vary greatly among
faculty and, for students, between
clerkships. Students noted the most
bedside teaching during their IM
clerkships, but even there, quantity and
quality vary.

We do [bedside teaching] rarely because I
feel like when it happens it stands out so
much. (Second-year IM resident)

Barriers to bedside teaching

Viewing bedside teaching as the interplay
of patient, teacher, and learner in the
context of the learning environment,
barriers were classified as personal,
interpersonal, or environmental (Table 2).

Table 1
Characteristics of 33 Volunteer Participants in Six Focus Groups on Bedside
Teaching, Boston University (BU) School of Medicine and BU Residency Program
in Internal Medicine, 2004–2005

Age of participants
Students’

specialty plans
Residents’ specialty

plans

Group Type Men Women 20–25 26–30 31–35 Medicine Surgery Other Yes No Maybe

1 Fourth-year
student

3 3 5 1 0 1 2 3 NA NA NA

...................................................................................................................................................................................................................................................................................................................
2 Fourth-year

student
4 1 3 2 0 2 1 2 NA NA NA

...................................................................................................................................................................................................................................................................................................................
3 First-year resident 5 2 0 5 2 NA NA NA 5 0 2
...................................................................................................................................................................................................................................................................................................................
4 Second-year

resident
3 2 0 2 3 NA NA NA 5 0 0

...................................................................................................................................................................................................................................................................................................................
5 First-year resident 3 3 1 4 1 NA NA NA 5 0 1
...................................................................................................................................................................................................................................................................................................................
6 Second-year

resident
3 1 0 3 1 NA NA NA 2 2 0

List 1
Knowledge and skills learned with
bedside teaching

• Obtaining a medical history

• Performing a physical examination

• Generating a differential diagnosis

• Formulating a management plan

• Applying clinical reasoning

• Communicating effectively

• Exhibiting professional bedside demeanor

• Demonstrating empathy

• Performing diagnostic and therapeutic
procedures

• Acquiring knowledge about medical
instrumentation
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Personal barriers are factors attributable
to individuals, whereas interpersonal
barriers represent aspects of the
relationship between at least two
individuals. Environmental barriers
denote contextual factors that influence
bedside teaching. The learning
environment includes cultural aspects of

the learning institution as well as
structural and functional aspects of the
patient-care environment. Several
overarching themes emerged from the
data: lack of respect for the patient; time
constraints; learner autonomy; faculty
attitude, knowledge, and skill; and
overreliance on technology.

Lack of respect for the patient. Learners
expressed concern for patients’ welfare
and recognized that their own education
is secondary to patient care. Bedside
discussion of sensitive issues, such as
substance abuse, mental health, and
sexuality-related topics, could embarrass
the patient and result in the elicitation of

Table 2
Barriers to Bedside Teaching, and Strategies to Increase and Improve Bedside
Teaching, Compiled from Six Focus Groups on Bedside Teaching, Boston
University (BU) School of Medicine and BU Residency Program in Internal
Medicine, 2004–2005

Category Barrier Strategy

Personal Low initiative for teaching Increase teaching initiative with institutional incentives
...................................................................................................................................................................................................................................................................
Low teacher/learner expectations for teaching Increase teacher/learner expectations with:

• Explicit teaching expectations for teachers
• Explicit learning objectives for students and residents

...................................................................................................................................................................................................................................................................
Inadequate bedside teaching skills Develop teaching skills through faculty development and

resident training initiatives
• Create a supportive learning environment (e.g.,

admission by teachers of own limitations/errors)
• Acknowledge learners’ needs
• Plan teaching in a flexible manner to accommodate work

schedules
• Selectively and efficiently integrate teaching with work
• Set time limits when teaching

...................................................................................................................................................................................................................................................................
Inadequate clinical knowledge and/or skills (faculty) Improve clinical knowledge and/or skills through faculty

development initiatives (e.g., advanced training in evidence-
based physical diagnosis)

Interpersonal Lack of patient cooperation • Request permission from the patient
• Orient the patient to the dual purpose of the bedside

session (i.e., patient care and teaching)
• Include the patient in discussions and answer questions
• Inform the patient about his/her care (i.e., patient

education)
...................................................................................................................................................................................................................................................................
Learners’ desire for autonomy in patient care/fear of a
compromised relationship with the patient

• Respect the learner–patient relationship
• Negotiate an appropriate level of autonomy with learners
• Create a supportive learning environment
• Share teaching responsibility with team members

...................................................................................................................................................................................................................................................................
Learner/patient fear of embarrassment/humiliation Learner

• Create a supportive learning environment
Patient
• Request permission from and orient the patient
• Include and inform the patient

Environmental Lack of time attributable to high patient volume and turnover • Reduce service caps on the number of patients admitted
and/or managed

• Create nonteaching services for patient overflow
...................................................................................................................................................................................................................................................................
Competing responsibilities of faculty Reduce or eliminate competing demands on faculty such as

outpatient clinical duties and research responsibilities
...................................................................................................................................................................................................................................................................
Deficient institutional expectations/incentives for teaching Increase institutional expectations/incentives for teaching

with:
• Explicit teaching expectations/incentives for

faculty/residents
• Explicit learning objectives for residents/students

...................................................................................................................................................................................................................................................................
Inadequate institutional recognition of teaching Enhance institutional recognition of teaching with

legitimate rewards for excellence in teaching
...................................................................................................................................................................................................................................................................
Devaluation of clinical skills by technology Emphasize evidence-based clinical diagnosis through faculty

development and resident training initiatives
...................................................................................................................................................................................................................................................................
Interruptions during rounds No strategy offered
...................................................................................................................................................................................................................................................................
Lack of privacy in multipatient room No strategy offered
...................................................................................................................................................................................................................................................................
Lack of space within patient room No strategy offered
...................................................................................................................................................................................................................................................................
Excessive noise No strategy offered
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inaccurate information. Discussion of
diagnostic possibilities could cause undue
alarm, particularly conversations about
fatal diseases such as cancer. Bedside
deliberation of management plans
could lead patients to lose confidence
in the medical team if they witnessed
disagreements. Learners attested that
patients are rarely asked permission or
oriented to bedside teaching. Most
concerning to learners are situations in
which the patient is marginalized during
a bedside discussion, as manifested by a
clinician’s failure to seek patient input,
explain medical terminology, or answer
questions.

I’ve seen attendings or residents exclude
the patient when they’re bedside teaching,
and patients find that really offensive
because it’s their body, it’s their story, and
they’re marginalized while they’re being
used for teaching, whereas if the patient’s
included then it’s great for everybody and
it’s a really effective learning tool. (First-
year IM resident)

Time constraints. Most learners believed
that time constraints significantly limit
bedside teaching. Contributing to this
perception are a high resident workload
and the observation that attendings
often maintain significant ambulatory,
administrative, or research responsibilities
during their ward service, thus reducing
time for learner interaction and bedside
teaching. Learners preferred to avoid
extended teaching encounters when
overwhelmed by workload or fatigue.

You duck out and you’re not involved in
the actual teaching at the bedside because
you need the computer and the phone in
the hallway to get things done so that
things are happening earlier in the day
and you’re not discharging someone at six
in the afternoon. (First-year IM resident)

Interestingly, some learners questioned
why bedside teaching should take more
time than that required for teaching in
other settings. Such speculation led them
to conclude that there is not so much a
lack of time for bedside teaching, but for
all teaching.

Theoretically, bedside teaching shouldn’t
take any longer. What we’re actually
saying is there’s not enough time for
teaching in general, rather than for
bedside teaching. (First-year IM resident)

Learner autonomy. Advanced residents
expressed concern that bedside teaching
compromises the relationship between
learner and patient. They feared that

bedside demonstration of deficiencies
causes patients to lose confidence in the
learner as clinician, or in the advanced
resident as team leader. They also feared
that their attendings would usurp their
authority to manage the team. Although
many learners voiced discomfort at
admitting “I don’t know” to their
patients, some accepted the necessity, if
not inevitability, of making such an
admission. Some believed that lack of
harmonious team dynamics contributes
to these difficulties.

It is uncomfortable when you’re the
resident and the patient knows that
you’re the one that’s there all the time
and somebody’s going through this
lengthy teaching episode with you,
because I feel they want to be comforted
by the fact that you know something,
which you do, but there’s that line where
it can be uncomfortable. (First-year IM
resident)

Ironically, some residents believed that
attendings sometimes allow excessive
autonomy. In such circumstances, all
teaching suffers, not just that performed
at the bedside.

We crave autonomy, but it’s a balance.
I’m at the point now where I don’t want
as much autonomy, I actually want to
interact more with my attendings. I had
an attending this past month who gave
me too much autonomy. It was fun, it
was easier, but I didn’t learn much.
(Second-year IM resident)

Faculty attitudes, knowledge, and skill.
Learners believed that all attendings have
something to teach at the bedside. There
was speculation that the reluctance of
attendings to engage in bedside teaching
derives more from lack of teaching skill
than lack of clinical competence.

I definitely ran into some people where
I’d ask them questions and I could tell
that I was making them uncomfortable,
even though they had lots to offer me.
That was what was really strange; they
didn’t realize that I’m asking at such a
basic level that they have lots to teach me.
(Fourth-year medical student)

Overreliance on technology. Given the
ever-increasing technological options for
diagnosis and treatment, some learners
questioned the role and importance of
proficiency in bedside diagnostic skills
if further testing is done regardless of
clinical impression. This loss of faith in
traditional skills led to speculation about
whether efforts to learn them are futile.

So much of medicine now with radiology
studies and blood tests is so algorithm
driven that a lot of this other stuff doesn’t
matter anymore. I know what the plan’s
going to be before I see the patient. A lot
of bedside teaching is gone away because
of that. (First-year IM resident)

One intern used to call the CT scanner
the “doughnut of truth.” It’s kind of
revealing. It’s like saying that you don’t
need to lay your hands on the patient, just
plop them down on the thing. (Second-
year IM resident)

However, many learners believed that, in
spite of technology, patients still expect
dialogue with and examination by their
physicians and are disappointed and
indignant when clinical interactions are
inadequate. Some learners desired
international medical experiences where
they could obtain traditional clinical
teaching in the absence of the influence
of technology.

I don’t think we’ll ever get away from the
physical exam. Even if you don’t have to
listen to their lungs and learn anything,
the patients feel so much more of a
connection to you when you do. It’s more
than just learning the physical exam. It’s
learning patient interaction, too. (First-
year IM resident)

Strategies to increase and improve
bedside teaching

Learners provided many insightful
recommendations to increase and
improve bedside teaching (Table 2).
Strategies addressing the barrier themes
noted previously are discussed below.

Orient and include the patient. Although
patients were rarely described as
uncooperative, learners emphasized the
need to orient patients and request
permission before teaching. Explaining
the purpose of a bedside teaching
encounter and requesting permission to
observe or examine were identified as
important signs of respect that foster
trust and cooperation.

The most important thing is being able to
develop a rapport with your patients, and
making them feel like you’re not forcing
something on them, where it’s a
comfortable environment. If an attending
or resident has the ability to establish a
relationship with the patient that’s
reasonable, you can get a lot more out of
that situation because the patient is more
willing to participate and the students will
feel more comfortable in that setting, too.
(Fourth-year medical student)
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Learners believed that inclusion of
patients permits clarification of historical
facts and validation of exam findings. It
allows the medical team to educate
patients about their conditions and
options for care. They felt that
establishing rapport with patients could
alleviate concerns regarding discussion
of sensitive topics and prevent
misunderstandings or alarm with regard
to discussion of diagnostic possibilities or
management plans. Patients might also
have the satisfaction of contributing to
the education of future physicians.

The attending did a good job of making
the patient feel we cared about her. He set
a good example of making her feel like a
whole person and not a specimen, in the
end reassuring her about her findings:
“This isn’t new, this is something that
we’ve already known you have, and what
I’m talking about here isn’t anything for
you to worry about, and it’s consistent
with the diagnosis you have and nothing’s
changed.” I thought that was a good
closure to the teaching. (Fourth-year
medical student)

Address time constraints through
flexibility, selectivity, and integration.
Although many time-related factors are
beyond their control, learners provided
several suggestions to address the effect of
time constraints. Faculty accommodation
of the call schedule and resident
workload was considered paramount.
Learners stated that it is senseless to
engage in prolonged postcall teaching
rounds when the team is too fatigued and
distracted to engage in a meaningful
learning experience. Faculty teaching
at the bedside should be selective and
limited in duration. Paradoxically,
some residents suggested that faculty
participate regularly in work rounds; they
recognized the efficiency of combining
work and learning, especially when it
obviates the need to round later with the
attending. Residents advocated a decrease
in the number of patients they manage
on the teaching ward. Considering the
amount of clerical work associated with
each patient, even slight reductions in
census numbers would increase the time
available for teaching.

[It] is very important to prioritize, to pick
one or two pearls on the patients that
you’re interested in and emphasize that,
because we’re not going to remember
more than that, and we usually don’t have
time for more than that. (First-year IM
resident)

Learners emphasized the value of having
attendings available on the ward on a
consistent basis. Attending time on the
ward should be “protected” from
competing responsibilities.

It really helps when the focus of that
person’s day is to take care of patients
and to do teaching . . . it makes a big
difference . . . rather than someone who’s
got their hands in so many things, their
mind might be in as many places.
(Fourth-year medical student)

Provide learners with reassurance,
reinforce their autonomy, and
incorporate them into the teaching
process. To alleviate their anxiety at the
bedside, learners believed that simple
reassurance by the attending physician is
often sufficient. They advocated the
establishment of a positive learning
environment in which acknowledgement
of deficiencies and errors is accepted as
an inevitable, if not essential, aspect of
the learning process. In this context,
bedside questioning is seen as a Socratic
exercise in learning, not as “pimping”
with an intent to demoralize or cause
embarrassment. Some believed that
harmonious team dynamics facilitate
acceptance of one’s own limitations.

If teachers can set the tone and what the
expectations are and say that “it is okay to
make mistakes, we all make mistakes, but
the great doctors are the ones who take
those mistakes and use them to improve
themselves,” that’s the best way to learn
in that stressful environment. (Second-
year IM resident)

Some residents suggested that autonomy,
although important for professional
growth, could sometimes be
counterproductive in its effect on
opportunities for learning, because
autonomy often correlates inversely with
attending participation. They recognized
the need to balance their roles as
managers and learners, although it
is often difficult to negotiate the
appropriate level of autonomy with
attendings. They believed that
distributing teaching responsibility to
all team members and creating a
collaborative learning environment could
minimize compromise of the professional
relationship between learner and patient.

One solution is to equalize the teaching
on the team. Just because you’re ahead of
someone else, like the attending’s above
you or you’re above the intern, doesn’t
mean you’re going to know more about

every topic than the medical student.
(First-year IM resident)

Develop faculty attitudes, knowledge,
and skill for bedside teaching. Learners
suggested faculty and resident training to
develop effective bedside teaching skills.
Such training could alleviate the anxiety
related to bedside teaching content, such
as physical examination skills. They
advocated a variety of bedside teaching
strategies, including assessment of
learners’ needs, role modeling, selective
and explicit instruction, learner
evaluation and feedback, and distribution
of teaching responsibility. Legitimate
institutional incentives for proficient
teaching should be available.

Everything counts the minute you walk
into the patient’s room. Everything
you do is being watched, whether it’s
something you say, or it’s the way you
approach the patient, the way you sit by
the bed, or just the way you’re ignoring
what the patient’s saying. Teachers should
be very sensitive to that issue alone. It’s
not just the verbal aspect of teaching.
(Second-year IM resident)

Advocate evidence-based physical
diagnosis. Learners believed that the
indifference of the medical establishment
towards physical diagnosis skills derives
from lack of emphasis in training, and
they suggested that faculty and resident
training initiatives could improve these
skills. They encouraged participation in
international medical experiences in
which technology does not play a central
role in the diagnosis and treatment of
illness.

Some things in physical exam are actually
useful. There’s some literature on the
prognosis implied in a certain physical
exam finding. Us[e] that to say, “these
things are important and it can actually
guide the management.” (Second-year IM
resident)

Table 2 lists these and additional
strategies to increase and improve
bedside teaching.

Contrasting student and resident
perspectives

Residents’ beliefs, such as the desire for
autonomy in patient care and for a
collaborative learning environment, were
more pragmatic than those of students.
This pragmatism stemmed from two
major differences between students and
residents. First, residents viewed bedside
teaching, and teaching in general, from
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the vantage points of both learner and
teacher. Second, their views were
influenced by work responsibilities and a
desire to have a reasonable quality of life,
even during training. Teaching initiatives
that fail to recognize these differences are
often unsuccessful.

Students focused on the physical
diagnosis aspects of bedside teaching to a
greater degree than did residents. First-
year residents were overwhelmed with the
responsibilities of daily work, and thus
found bedside teaching, and perhaps all
teaching, to be another demand on their
limited time, and they reported that they
often felt too distracted to learn. In the
second year of residency and beyond,
residents recognized that their role as a
team leader allowed them opportunities
to influence the frequency and form of
bedside teaching rounds.

There were definitely times where
somebody said the word[s] “attending
rounds” and I was ready to shoot myself. I
was completely disinterested and in fact
angry that that was what somebody
wanted to do when I had a million other
things, and it was only going to keep me
in the hospital really late. Some people
just don’t have any understanding of
what’s going on around them. (First-year
IM resident)

The resident’s attitude permeates the
team, so you can create a local
environment of eagerness and motivation
to learn. (Second-year IM resident)

Discussion

Our learners confirmed faculty beliefs
that bedside teaching is valuable for
learning essential clinical skills, such as
those related to physician–patient
communication, physical examination,
clinical reasoning, and professionalism.27,28

In the absence of studies validating the
effectiveness of bedside teaching, this
affirmation by learners is important.
Their recognition that they learn by
observing more experienced clinicians
interact with patients supports the use of
role modeling, an implicit form of
teaching, at the bedside. Although they
had concerns for the patient and their
own psychological well-being during the
bedside teaching encounter, they
identified strategies to avoid potential
harm. We are encouraged, given the
learners’ beliefs that patient inclusion and
faculty development could rapidly
enhance the frequency and effectiveness
of bedside teaching for the benefit of all.

One of our most striking findings is the
recognition by learners that, for the
patients and themselves, sensitivity in the
interpersonal aspects of bedside teaching
is paramount. A poorly executed bedside
teaching encounter disrespects patients
and compromises learners in their roles
as clinicians and managers, thus
diminishing their perceived autonomy.
Fear of the consequences of poor
interpersonal communication during
bedside teaching is prevalent. Simple
strategies to avoid these pitfalls, such as
orienting patients to the process, and
explicit acknowledgment of human
limitations, can be easily incorporated by
faculty.

Although lack of time is frequently
described as a major barrier to bedside
teaching, some learners believed that this
is more perception than reality. In fact,
the data suggest that when time is
limited, all teaching is compromised, not
just bedside teaching. More importantly,
learners suggested that properly executed
bedside teaching could be integrated
within typical clinical activities, such as
work rounds, allowing efficient time use.

Autonomy was a major concern for
residents. They avoid teaching situations
that might jeopardize their role as
manager and the students’ or first-year
residents’ role as caregiver. A collaborative
approach to teaching helps to preserve
the integrity of their semiautonomous
roles. Learners found it difficult to admit
“I don’t know” during a bedside teaching
encounter. Reassurance by attendings
and the establishment of a positive
learning environment and harmonious
team dynamics can alleviate these
concerns.

Learners speculated that faculty might be
reluctant to teach at the bedside because
of a lack of teaching skills rather than a
lack of clinical competence. In their
opinion, the belief that technology has
supplanted the medical history and
physical examination undermines
bedside teaching. Faculty development
could address both of these issues.

The differences in the perspectives of
students and residents regarding bedside
teaching are provocative. One could
predict both the tremendous appeal of
bedside teaching to students as they learn
the skills of clinical medicine and the
pragmatism of first-year residents
inundated with work. However, second-

year residents’ expectation for a more
collaborative approach to teaching is
somewhat unexpected and compelling.
This expectation stemmed from a need
for autonomy as they embraced their
newfound leadership role. Their desire
for a collaborative approach has
profound implications: if given the
opportunity to influence the timing,
content, and process of bedside teaching,
residents could have a key role in
promoting the regular occurrence of such
teaching.

Our findings complement previous
literature reports regarding learners’
perspectives on bedside teaching. In a
study by Nair et al,26 learners were found
to believe that bedside teaching is a
“valuable way to develop professional
skills.” More than 90% of the learners
believed that bedside teaching is effective
for learning communication, history-
taking, and physical examination skills.
Between 41% and 65% stated that they
do not receive sufficient bedside teaching.
Our findings also complement the views
of teachers. In another study by Nair et
al,27 95% of teachers agreed that bedside
teaching is an effective way to develop
professional skills, and more than 80%
believed that it is effective for learning
communication, history-taking, and
physical examination skills. Comparison
with a study by Ramani et al28 reveals
a striking similarity between the
perspectives of teachers and the views of
our learners; teachers concurred with the
five overarching themes we describe in
this paper, including learner autonomy,
as suggested by a “fear of undermining
housestaff.” They also suggested
strategies to increase and improve
bedside teaching that are remarkably
consistent with those of our learners,
such as orienting the patient, establishing
a positive learning environment, and
treating the learner as primary caregiver
for the patient. The suggestions of our
learners are compatible with the bedside
teaching recommendations of various
educators.29 – 42 The “model of best
bedside teaching practices” by Janicik and
Fletcher,42 which describes three domains
of effective bedside teaching skills
(attending to patient comfort, focused
teaching, and group dynamics), addresses
several of the important findings in our
study.

Bedside teaching, rather than being an
antiquated mode of clinical instruction
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from a pretechnological era, is consistent
with modern education theory.
Specifically, it is consistent with the
experiential learning principles of the
progressive movement that began in
medical education during the late 19th
century, as well as with the principles of
adult learning as defined by Malcolm
Knowles.44,45 Most striking, however, is
the compatibility of bedside teaching
with the modern theory of situated
cognition, or contextual learning, which
states that the learning of knowledge is
inherently dependent on the context in
which it is learned; that is, “knowledge is
situated, being in part a product of the
activity, context, and culture in which it
is developed and used.”46 William Osler4

was aware of the advantages of contextual
learning: “In what may be called the
natural method of teaching, the student
begins with the patient, continues with
the patient, and ends his studies with the
patient, using books and lectures as tools,
as means to an end.” Our learners were
aware of this “contextual” advantage, as
demonstrated by their views regarding
the value of bedside teaching. One may
logically ask, how else is a student of
medicine to become a professional, let
alone learn the appropriate manner of
speaking with, touching, and comforting
a patient, if not in the context of the
bedside teaching encounter?

This study has several limitations. We
recruited students from only one school
of medicine, and residents from only one
specialty at a single academic medical
center. Our study explored learners’
opinions about bedside teaching but did
not address whether increasing or
improving bedside teaching would lead
to better learning outcomes or enhanced
patient care. Although there is always the
potential for interviewer bias to influence
the views of participants during focus
group discussions, we attempted to
reduce this possibility by limiting the
interviewer’s dialogue to questions and
clarifications and by avoiding expression
of opinion. We also avoided asking
whether learners “liked” bedside
teaching; we focused instead on questions
concerning value, barriers, and strategies.

Future research should determine
whether faculty development directed at
improving bedside clinical and teaching
skills could enhance bedside teaching and
should focus on a variety of learner
outcomes, including knowledge

retention, skill proficiency, and
professionalism. Meanwhile, the results
of this study support ongoing efforts
to promote faculty development in
teaching and to facilitate an institutional
culture and environment conducive to
the regular occurrence of bedside
teaching.

We believe clinical education that
incorporates substantial bedside teaching
is an effective approach to fulfilling the
public interest of training intelligent,
skilled, and compassionate clinicians.
Including the patient, collaborating with
learners, developing faculty skills, and
promoting a supportive institutional
culture can redress a variety of barriers to
bedside teaching. In the end, “no books,
no tapes, no audio-visual aids, no
seminars, no avant-garde philosophy will
ever be substitutes for the discipline of
the bedside medicine—the one-to-one
situation where tradition, humanity, art
and science are blended.”6
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ABSTRACT

ACKGROUND: Population trends in patterns of alcohol use are important data for policymakers but are
enerally based on repeated cross-sectional surveys.
ETHODS: We used self-reported alcohol consumption data collected repeatedly over 50 years (1948-2003)

mong 8600 Framingham Heart Study participants to determine patterns of alcohol use and disorders
ccording to sex, age, and birth cohorts.
ESULTS: Among drinkers, there was a decrease across succeeding birth cohorts in average alcohol intake:
mong individuals between ages 30 and 59 years, age-adjusted mean intake was 30.6, 25.5, and 21.0 g/day
or those born in 1900-1919, 1920-1939, and 1940-1959, respectively, in men (P � .001), and 14.2, 12.3,
nd 10.4 g/day, respectively, in women (P � .001). In all birth cohorts, proportion of abstinence increased
nd average consumption among drinkers decreased with age. Furthermore, proportion of moderate use
as higher but heavy use was lower in the younger birth cohorts than in the older cohorts. The proportion
f alcohol from beer decreased and that from wine increased with age for all cohorts. Among the 2 earlier
irth cohorts, the cumulative incidence of an alcohol use disorder from age 40 to 79 years was much higher
n men (12.8%) than in women (3.8%); it tended to be slightly higher among subjects born after 1920 than
mong those born 1900-1919.
ONCLUSIONS: We found a decrease in average intake and more wine consumption over the more than 50
ears of follow-up. The cumulative incidence of alcohol use disorders, however, did not show a decrease.
 2008 Elsevier Inc. All rights reserved. • The American Journal of Medicine (2008) 121, 695-701

KEYWORDS: Alcohol drinking; Alcohol-related disorders; Cohort studies; Drinking behavior; Epidemiology
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he adverse effects on health and on society of excessive
lcohol use have been well described.1-5 On the other hand,
umerous studies have shown that “moderate” alcohol con-
umption without heavy drinking episodes is associated
ith a reduced risk of most cardiovascular diseases6-8 and
any other diseases associated with ageing,9-11and with

mproved morbidity and mortality among the elderly.12 Fur-
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chool of Medicine, 715 Albany Street, Room A203, Boston, MA 02118.
g: yuqing@bu.edu

ront matter © 2008 Elsevier Inc. All rights reserved.
ed.2008.03.013
her, there is appreciation of the importance of the pattern of
lcohol consumption in determining the net effects of alco-
ol consumption, with the greatest health benefits and few-
st adverse effects being associated with regular moderate
onsumption without binge drinking.13,14

A number of studies have described trends in alcohol
se, drinking patterns, and frequency of unhealthy use in the
nited States.15,16 Studies have generally used data col-

ected from sequential cross-sectional surveys, hospital dis-
harge records, or sales and traffic data. The results suggest
hat the total amount of alcohol consumed in the United
tates has decreased slightly over recent decades, and that
ertain indicators of unhealthy use, such as death from
riving while intoxicated or alcohol-related cirrhosis, have

enerally decreased since the middle of the 20th century,
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lthough there have been recent increases in the prevalence
f heavy episodic drinking among young people and certain
dverse consequences.17-19 To date, no study has prospec-
ively examined secular trends for the amount of alcohol con-
umed and patterns of drinking among subjects in a well-
efined population-based sample
ollowed over many decades.

The Framingham Study has
een monitoring alcohol use since
ecruitment of the original cohort
f subjects began in 1948 and an
ntroduction of an offspring cohort
n 1971. In addition to repeated
easures of amount and fre-

uency of alcohol consumed re-
orded in the study database, a
ew endeavor, the Lifetime Health
tudy, is currently conducting a
age-by-page review of all paper
ecords available on each Framing-
am Study participant to better elu-
idate the pattern of drinking, seek
vidence of consequences of alco-
ol use, and identify individuals
ith alcohol use disorders.
The present analysis of 8600

articipants in the Framingham Study whose record reviews
ave been completed seeks to determine the effects of sex,
ge, and birth cohort over time on the total amount of
lcohol consumption among drinkers; the proportion of al-
ohol from specific beverages (beer, wine, and liquor); the
revalence of abstainers and, among drinkers, the propor-
ion who were “moderate” drinkers and “heavy” drinkers;
nd the cumulative incidence of an alcohol use disorder
rom age 40 to age 79 years.

ETHODS
he Framingham Heart Study began in 1948 in Framing-
am, Massachusetts.20 The original cohort, hereafter re-
erred to as the “Original Cohort,” included 5209 subjects,
ged 28-62 years at the first examination. Starting with the
econd examination, surviving participants have been ex-
mined biannually. At each examination, participants re-
eived a medical history interview, a physical examination,
nd a series of laboratory tests. In 1971-1974, examinations
ere offered for the children of the Original Cohort and

heir spouses, and a total of 5124 subjects were examined as
art of the Framingham Offspring Study. The second ex-
mination in the Offspring Cohort occurred approximately 8
ears after the baseline examination; subjects have been
ollowed in 4-year cycles since then, with evaluations sim-
lar to those of the Original Cohort.

ssessment of Alcohol Consumption
verage Alcohol Consumption. Information on amount of

CLINICAL SIGNIF

● Over 50 years of
decrease across s
in average alcoho
erate and less he

● The proportion o
creased and that
succeeding coho

● Despite more fav
of drinking, risk
did not show a
continued effort
treatment.
lcohol consumption has been collected repeatedly from i
oth the Original Cohort and the Offspring Cohort. At early
xaminations (up to the 7th examination) of the Original
ohort, subjects were asked how many 2-oz cocktails, 8-oz
lasses of beer, and 4-oz glasses of wine they consumed in
month. At subsequent examinations (the 12th-15th, the

17th-23rd, and the 26th-27th exam-
inations) of the Original Cohort
and at all examinations (the 1st-7th

examinations) of the Offspring
Cohort, subjects were asked about
the number of 1.5-oz cocktails,
12-oz glasses (or cans) of beer,
and 4-oz glasses of wine they con-
sumed in a week. Total alcohol
consumption (grams per day) has
been computed by multiplying the
average amounts of alcohol in beer,
wine, and mixed drinks times the
amount drunk. We adjusted for sec-
ular changes that occurred in the
late 1960s in the alcohol content
of liquor commonly consumed
(from 100% to 80% proof) and the
type of wine generally consumed
(from fortified to table wine), as
well as a change in the average

erving sizes of drinks to calculate the total ethanol content
ccording to when the data were collected.

eavy Episodic Drinking. In the later examinations of the
riginal Cohort (the 15th and 17th-23rd examinations) and

tarting at the 2nd examination of the Offspring Cohort,
ubjects were asked by trained interviewers prompted by an
xamination form to specify, “On average, what is your
imit for number of drinks at one period of time?” Using this
nformation, subjects reporting more than 4 drinks per oc-
asion for men and more than 3 drinks per occasion for
omen were identified as having heavy episodic drinking.

lcohol Use Disorders. Trained research assistants re-
iewed all available medical records, including Framing-
am Study questionnaires, hospital records, letters from
rivate doctors, and other original source documents, for
ach study participant. An ICD-9 (International Classifica-
ion of Diseases, 9th Revision) code was assigned for every
isease or condition that could be coded. For the current
nalysis, alcohol use disorders included ICD-9 codes of
05.0 (alcohol abuse), 303.9 (alcohol dependence), and
ther diagnoses considered to be due exclusively to alcohol
“100% attributable”), such as alcohol withdrawal symp-
oms (291.81), delirium tremens (291.0), alcoholic cardio-
yopathy (425.5), alcoholic cirrhosis (571.2), and alcohol

etoxification therapy (94.62).
We also identified an additional group that did not meet

riteria for ICD-9 coding for an alcohol use disorder, but
eview of their medical records identified words/phrases
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eview leading to this designation included a search for key
ords such as “lost job because of drinking,” “attends AA,”

arrested for drunk driving,” “advised to decrease my drink-
ng,” “physically injured because of drinking,” and many
thers. To check the quality of record review, we randomly
elected 450 records from the Original Cohort and 450
ecords from the Offspring Cohort and had them re-re-
iewed independently by both the project manager (ES) and
he principal investigator (RCE). The proportion of agree-
ent on key words indicating a possible disorder was 99%

or both the Offspring Cohort and the Original Cohort.

tatistical Analysis
ubjects were grouped into 4 birth cohorts: born before
900, and born in 1900-1919, 1920-1939, and 1940-1959.
ecause data on alcohol consumption were collected bian-
ually in the Original Cohort and every 4 years in the
ffspring Cohort, we divided age into 2-year age catego-

ies, with the first age category being 18-21 years and the
ast being �86 years of age. Data included in these analyses
ere those collected from 1948 through November 19, 2003

end of the 27th examination) for the Original Cohort and
rom 1971 through October 26, 2001 (end of the 7th exam-
nation) for the Offspring Cohort.

We calculated the average amount of alcohol consump-
ion among the drinkers and plotted it against age for each
irth cohort for men and women separately. For comparison
f birth cohorts that had overlapping data, we calculated
ge-adjusted average amount of alcohol consumption be-
ween ages 30 and 59 years for the 3 younger birth cohorts
nd between ages 60 and 79 years for the 3 older birth
ohorts. We assessed the effect of age and birth cohorts on
verage total alcohol consumption using generalized esti-
ating equations.21

We estimated the proportion of the total amount of al-
ohol consumed from beer, wine, and liquor by dividing the
mount of beer, wine, and liquor consumed by subjects in a
articular age group of the specific birth cohort by the total
mount of alcohol consumed at the time by the same
ubjects.

We defined a participant as a nondrinker (abstainer) at a
articular examination if he/she did not report any alcohol
everage intake at that examination. Among drinkers, we
efined an individual as a “moderate” drinker if the sub-
ect’s average amount of alcohol met current guidelines of
he United States Department of Agriculture/Health and
uman Services (an average of �24 g of alcohol per day for
en and �12 g of alcohol per day for women) and no heavy

pisodic drinking (defined as �4 standard drinks per occa-
ion for men and �3 drinks per occasion for women).
ecause data on maximum drinking on an occasion were
ollected only in more recent examinations of the Original
ohort, the analysis evaluating secular trends of “moderate”
nd “heavy” alcohol consumption among alcohol consum-
rs was limited to the 3 younger birth cohorts. For each birth
ohort, we obtained the age- and sex-specific prevalence of

bstainers and the proportion of consumers deemed “mod-
rate” and “heavy” drinkers, and examined their association
ith age and birth cohort using generalized estimating

quations.
Finally, we estimated the cumulative incidence of an

lcohol use disorder from age 40 to 79 years for the older
ohorts (those with data extending to age 80 years). Because
t is likely that very few subjects would become newly
ependent after age 80 years, this is the closest we could
ome to giving the “lifetime risk” of an alcohol disorder for
dults at age 40 years or older. Because some members of
he Framingham Study were not recruited into the study
ntil they were older than 40 years, our analyses could not
nclude everyone in the current study who may have devel-
ped an alcohol use disorder at an earlier age. For the
resent analyses, we excluded any individual who was iden-
ified as having such a disorder before age 40 years. We also
alculated the cumulative incidence by age 80 years of an
lcohol use disorder when defined as having either an
CD-9 code for such a disorder or a key word indicating a
ossible alcohol use disorder.

ESULTS
he characteristics of the subjects at the time of their base-

ine examination (1948-1953 for the Original Cohort or
971-1975 for the Offspring Cohort) are shown in Table 1.
bout one half of subjects were 40 years or younger at the

ime of their baseline examinations and over 40% were born
efore 1920. Approximately one quarter of participants did
ot graduate from high school. Prevalence of smoking was
uch higher in men than in women.

Table 1 Characteristics of Participants at Their Baseline
Examination in The Framingham Heart Study, Framingham, MA,
1948-1975

haracteristics at Baseline
Men
(n � 4097)

Women
(n � 4541)

ge, years (%)
30 18.7 20.6
31-40 32.7 32.7
41-50 30.3 29.9
�50 18.4 16.9

irth cohort (%)
�1900 12.2 13.0
1900-1919 30.1 30.9
1920-1939 34.5 30.9
1940-1959 23.2 25.1

ducation (%)
�High school 26.2 24.7
High school graduate 28.8 34.2
Some college 16.0 19.0
College graduate 29.0 22.1

moking (%)
Never smoker 23.5 46.7
Past smoker not now 18.1 10.0
Current smoker 58.4 43.3
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The average amount of alcohol intake, in grams of alco-
ol per day, for individuals reporting any drinking is pre-
ented in Figure 1. In both men (Figure 1A) and women
Figure 1B), average consumption was lower among those
n the younger birth cohorts compared with the older ones.
mong men between ages 30 and 59 years, the age-adjusted
ean alcohol consumption was 30.6, 25.5, and 21.0 g/day

or those born in 1900-19, 1920-39, and 1940-59, respec-
ively (P � .001). Corresponding figures for women were
4.2, 12.3, and 10.4 g/day, respectively (P � .001). Among
ubjects for whom data between ages 60 and 79 years were
vailable, that is, those born before 1900, from 1900-1919,
nd 1920-1939, a similar pattern also was observed. Among
hese older men, age-adjusted mean alcohol consumption
as 27.9 g/day for those born before 1900, 24.0 g/day for

hose born in 1900-1919, and 19.3 g/day for those born in
920-1939 (P � .001). The corresponding amount of alco-
ol consumption for these older women changed less over
ime (11.6, 12.0, and 11.0 g/day, respectively, P � .36).

Among men reporting any alcohol intake at an examina-
ion, the proportion derived from beer showed a striking

Figure 1 (A) Mean alcohol intake (grams/day) among 4097
male participants in the Framingham Study who consumed any
alcohol, by age and birth cohort. (B) Mean alcohol intake
(grams/day) among 4541 female participants in the Framing-
ham Study who consumed any alcohol, by age and birth cohort.
ecrease with age for all birth cohorts, being 50% or more m
f their total alcohol for subjects until they reached their
id-30s and decreasing to approximately 25% by their
id-70s. For the youngest birth cohort (born 1940-1959),

he proportion of their alcohol use from beer was higher
han among men in earlier cohorts. Over the same time
eriod, the proportion of alcohol from wine showed a grad-
al increase with age for all birth cohorts. There was �15%
f alcohol from wine for men before age 40 years, but it
ncreased to more than 25% in later years. Between ages 40
nd 60 years, men in the youngest birth cohort consumed a
igher proportion of their alcohol from wine than did the
arlier birth cohorts. There was less of an effect of age on
he proportion of alcohol from liquor for all cohorts. How-
ver, the proportion of alcohol from liquor was lower at
ost ages for individuals born in the younger birth cohorts.
For women, the percentage of alcohol derived from beer

as much lower than it was for men, but a similar decrease
ith age was seen for all birth cohorts. Women consumed a
igher percentage of alcohol from wine and, as in men, the
ercentage increased with age for all birth cohorts. The
ighest percentage from wine was seen for the youngest
irth cohort. For liquor, the pattern with age was similar for
omen as for men, without substantial effects for the older
irth cohorts. Women in the youngest birth cohort, how-
ver, consumed less of their alcohol from liquor, and
howed a steady decrease with age.

For both men and women, there was a steady increase in
bstinence with age for all birth cohorts. By age 80 years,
ore than 40% of men and 60% of women reported no

lcohol consumption. For the earliest birth cohort (born
efore 1900), women in their 50s and 60s were more likely
o be abstainers than were women in later cohorts. In the 3
ounger birth cohorts, the prevalence ratios (PR) of absti-
ence among men were 0.75 and 0.73, respectively, for
articipants born from 1900-1919 and 1920-1939 in com-
arison with those born in 1940-1959. In women, in the
ater cohorts, the corresponding figures were 0.80 and 1.01,
espectively.

For the birth cohorts with available data, among individ-
als reporting any alcohol intake, the proportion reporting
moderate” amounts of alcohol increased with age in men
Figure 2A), but somewhat less so in women (Figure 2B).
urther, where the ages overlapped, for both men and
omen, the younger birth cohort tended to show a higher
revalence of such a drinking pattern than the older one. For
xample, for men between ages 40 and 55 years, the age-
djusted PR of “moderate” drinking among alcohol con-
umers in the youngest cohort was 1.21 (95% confidence
nterval [CI], 1.12-1.32) in comparison with subjects born
rom 1920-1939; for women in these cohorts, the PR was
.18 (95% CI, 1.10-1.27). Between ages 60 and 75 years,
or men and women combined, the age-adjusted PR of
moderate” alcohol drinking was 1.17 (95% CI, 1.07-1.28)
hen comparing individuals born from 1920-1939 with

hose born from 1900-1919 (P � .013).
In contrast, the prevalence of “heavy” drinking for the 3
ore recent birth cohorts was lower in the younger cohorts
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han in the older cohorts for both men (Figure 3A) and
omen (Figure 3B). For men, the proportion with “heavy”
rinking tended to decrease with age, although the pattern
as less clear among women.
As shown in Table 2, the cumulative incidence of evi-

ence of an alcohol use disorder between ages 40 and 79
ears showed a slight increase from the cohort born between
900 and 1919 to the later birth cohort; the overall cumu-
ative incidence for the combined cohorts was 12.8% for
en and 3.8% for women. When the analysis included

ndividuals with either a code for an alcohol use disorder or
keyword indicating a possible disorder, the cumulative

ncidence increased very little: 13.8% for men and 4.4% for
omen.

ISCUSSION
sing repeatedly collected data on alcohol use and conse-
uences over 50 years in the Framingham Heart Study, we
ound that the average amount of alcohol consumed by

Figure 2 (A) Proportion of male participants reporting any
alcohol intake whose intake was considered “moderate” (mean
�24 g of alcohol per day and no heavy drinking episodes), by
age and birth cohort. (B) Proportion of female participants
reporting any alcohol intake whose intake was considered
“moderate” (mean �12 g of alcohol per day and no heavy
drinking episodes), by age and birth cohort.
rinkers decreased across birth cohorts. The proportion of
ndividuals reporting “moderate” consumption increased
nd the proportion reporting “heavy” intake decreased. Fur-
her, the percentage of the alcohol intake from beer de-
reased and the percentage from wine increased across birth
ohorts.

The effects of age were similar for most cohorts. The
verage amount of alcohol was highest between ages 30 and
0 years, then decreased with age. The percentage of alco-
ol derived from beer decreased and that derived from wine
ncreased with age; the proportion from liquor showed little
hange with age. Proportion of abstinence increased mark-
dly with age. Among participants in the older cohorts
here data were available, the cumulative incidence of

dentifying an alcohol use disorder between ages 40 and 79
ears was about 3 times higher for men than for women, but
howed little change across cohorts.

Several characteristics of this study are noteworthy.
irst, unlike cross-sectional surveys that have described
atterns of alcohol consumption, in this study, data on
lcohol were collected repeatedly in the same subjects fol-

Figure 3 (A) Proportion of male participants reporting any
alcohol intake whose intake was considered “heavy” (mean
�24 g of alcohol per day or heavy drinking episodes), by age
and birth cohort. (B) Proportion of female participants report-
ing any alcohol intake whose intake was considered “heavy”
(mean �12 g of alcohol per day or heavy drinking episodes),

by age and birth cohort.
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owed for long periods of time. Secondly, as almost 90% of
he participants in the Original Cohort and more than 16%
f those in the Offspring Cohort had died by the end of the
ollow-up in these analyses, and the average age of survi-
ors was 86.8 years for the cohort and 61.6 years for the
ffspring, the data tend to reflect the lifetime exposure to
lcohol for a substantial proportion of the sample. Further-
ore, because individuals in the current analysis were born

ver many decades (ranging from those born before 1900 to
hose born in 1940-1959), we have been able to describe
ecular changes in alcohol use over a large proportion of the
0th century, and to separate the effects of age from those of
irth cohort.

Similar questions were asked to assess alcohol consump-
ion at each examination, and we took into consideration
ecular changes in the alcohol content of specific alcoholic
everages as well as changes in the average serving sizes of
rinks. Because reports of intake at repeated examinations
f individuals were generally very stable, we believe that
he overall estimates we report are unlikely due to measure-
ent error. Further, the reported intake has been shown to

elate to measured high-density lipoprotein levels in studies
hat included these subjects.22

Interestingly, cigarette smoking, another lifestyle factor,
howed a similar trend of decrease across birth cohorts.
moking rates decreased after the 1970s, and the percentage
f current cigarette smokers was lower among the Offspring
ohort than among the Original Cohort.23 Participants in

he Framingham Study have been found to have values of
ipids and other characteristics that reflect those of non-
ispanic Whites in the United States;24 thus, we believe that

he secular trends of alcohol use and misuse that we de-
cribe among the participants probably mirror national
atterns.

imitations
ur study has some limitations as well. First, the estimates
f alcohol intake were all based on self report, and sought
ata on the subject’s usual intake over time, which may be
ess accurate than estimates based on records kept of alcohol
onsumption. Because ethanol content and serving size
hanged during the study period, we developed a conver-
ion formula to account for such changes; however, when

Table 2 Cumulative Incidence of an Alcohol Use Disorder (ICD
Years, by Sex and Birth Cohort from The Framingham Heart Stud

Men

irth Cohort Number Risk and 95%

900-1919 694 11.7 (9.1-13
920-1939 902 13.6 (10.7-1
otal 1596 12.8 (10.9-1

CI � confidence interval.
e repeated our analyses excluding data collected at the fi
arlier examinations, we found no appreciable differences.
econdly, an important measure of alcohol intake is the
rinking pattern, and such information was not systemati-
ally recorded for some of the earlier examinations. When
uch data were collected, we used a commonly used defi-
ition for “heavy episodic drinking” based on the reported
imit for number of drinks at one period of time. Also, our
ata are from mainly middle-aged and older white adults;
e have limited data on younger individuals and none on
inorities. Because many participants did not enter the
ramingham Study until they were in their 50s, we are
nable to calculate the lifetime risk of developing an alcohol
se disorder. Our estimates of risk of developing such a
isorder are limited to those not showing such alcohol
roblems in medical records before age 40 years. However,
ecause most alcohol use disorders develop before age 40
ears, it is likely that the disorders first recognized in these
ecords as incident represent disorders that had their initial
ymptoms in young adulthood.

The Framingham Study did not have specific questions
o solicit the evidence of an alcohol use disorder; thus, our
stimate on the occurrence of such a disorder was based on
he appearance of a relevant diagnosis in the medical
ecords. It is quite possible that we may have underesti-
ated the prevalence of these disorders, even after adding

hose with possible disorders from key words within the text
f records, because many such consequences do not come to
edical attention.
Grant et al15 showed that “alcohol abuse” increased be-

ween cross-sectional surveys in 1991-1992 and 2001-2002,
hereas “alcohol dependence” showed a decrease. Of note,

he prevalence of current alcohol use disorder in their sam-
le (12% for men, 5% for women) was similar to the
roportions identified in our study. However, it is difficult to
ompare the cumulative rates of alcohol use disorders
mong the same subjects over the very long period of time
hat we report with the prevalence from cross-sectional
urveys among different individuals.15,16

ONCLUSION
hese analyses provide data that may be useful for groups
aking recommendations about drinking and setting alco-

ol policy. Research continues to support potentially bene-

e for 100% Attributable Disease) Between Ages 40 and 79
ingham, MA, 1948-1975

Women

) Number Risk and 95% CI (%)

768 3.5 (2.3-4.5)
904 4.0 (2.6-5.3)

1672 3.8 (2.9-4.6)
-9 Cod
y, Fram

CI (%

.5)
5.9)
4.3)
cial effects of moderate drinking on cardiovascular disease
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nd other diseases of aging, as well as adverse health and
ocial effects of heavy alcohol use. The findings in this
tudy may be considered encouraging in many ways: the
verage amount of alcohol has decreased in more recently
orn cohorts, the percentage of the population exhibiting
moderate” alcohol intake has been increasing steadily, and
he percentage reporting “heavy” drinking has decreased
ver time. Further, with greatly increasing numbers of el-
erly people, the trends for less “heavy” drinking with
dvancing age for all birth cohorts also is encouraging.
hile these data suggest the development of more favorable

atterns of alcohol consumption over the latter part of the
0th century, they also show that, at the same time, the
umulative incidence of alcohol use disorders has not
hown a decrease, and continuing efforts at preventing them
re warranted.
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Abstract
Background: Alzheimer's disease (AD) is a neurodegenerative disorder incurring significant social
and economic costs. This study uses a US administrative claims database to evaluate the effect of
AD on direct healthcare costs and utilization, and to identify the most common reasons for AD
patients' emergency room (ER) visits and inpatient admissions.

Methods: Demographically matched cohorts age 65 and over with comprehensive medical and
pharmacy claims from the 2003–2004 MEDSTAT MarketScan® Medicare Supplemental and
Coordination of Benefits (COB) Database were examined: 1) 25,109 individuals with an AD
diagnosis or a filled prescription for an exclusively AD treatment; and 2) 75,327 matched controls.
Illness burden for each person was measured using Diagnostic Cost Groups (DCGs), a
comprehensive morbidity assessment system. Cost distributions and reasons for ER visits and
inpatient admissions in 2004 were compared for both cohorts. Regression was used to quantify the
marginal contribution of AD to health care costs and utilization, and the most common reasons for
ER and inpatient admissions, using DCGs to control for overall illness burden.

Results: Compared with controls, the AD cohort had more co-morbid medical conditions, higher
overall illness burden, and higher but less variable costs ($13,936 s. $10,369; Coefficient of variation
= 181 vs. 324). Significant excess utilization was attributed to AD for inpatient services, pharmacy,
ER visits, and home health care (all p < 0.05). In particular, AD patients were far more likely to be
hospitalized for infections, pneumonia and falls (hip fracture, syncope, collapse).

Conclusion: Patients with AD have significantly more co-morbid medical conditions and higher
healthcare costs and utilization than demographically-matched Medicare beneficiaries. Even after
adjusting for differences in co-morbidity, AD patients incur excess ER visits and inpatient
admissions.
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Background
Alzheimer's disease (AD) is a progressive, irreversible neu-
rodegenerative disorder with high social and economic
costs. Currently, an estimated 5.1 million Americans have
AD, 4.9 million of them over the age of 65 [1]. Alzhe-
imer's disease affects 13% of people over age 65 and
nearly half of those over age 85, accounting for 50 to 70%
of all dementia cases [1]. By 2050, 11.6 to 16 million
Americans may have AD [2]. With the expected increase in
AD cases, medical costs for Medicare beneficiaries with
AD are expected to increase from $91 billion in 2005 to
$160 billion in 2010 [3]. Understanding what contributes
to health care costs and utilization among AD patients
should help health plans develop effective disease man-
agement protocols.

Prior studies [4-16] on costs and utilization associated
with AD in the US have several limitations: 1) most use
data collected prior to 2000 which do not capture current
treatment patterns [4-12,15,16]; 2) several "contaminate"
their definitions of AD cohorts by including diagnosis
codes of non-AD dementias in their claims data analyses
[4-6,8,12]; 3) several present only aggregated total cost
data or omit pharmacy costs [4,9,10,12]; and 4) most rely
on the presence of, at most, a small subset of co-morbidi-
ties to account for the effect of differences in disease bur-
den between cases and controls [4-16].

In addition, no previous research has explored which med-
ical conditions lead to inpatient admissions and emer-
gency room (ER) use for patients with AD or estimated
how AD affects such utilization beyond what would be
expected based on the presence of co-morbidities.

In this study we sought to identify differences in direct
healthcare costs and utilization, and common reasons for
ER visits and inpatient admissions between Medicare ben-
eficiaries with an AD diagnosis and controls, after com-
prehensively adjusting for the presence of other co-
morbidities. Using a large, US administrative claims data-
base, we examined 2004 direct healthcare costs and utili-
zation for individuals aged 65 and above in each cohort
with comprehensive medical (including claims paid by
Medicare) and pharmacy claims. Illness burden was meas-
ured by a comprehensive disease classification and scor-
ing system and used to produce estimates of the marginal
effect of AD on inpatient, ER, pharmacy and other utiliza-
tion and costs. Reasons for ER visits and inpatient admis-
sions were also examined for both AD and control
cohorts, and logistic regression was used to assess the con-
tribution of AD to the most common reasons for ER visits
and hospitalizations controlling for differences in overall
illness burden. Findings from this research may help
healthcare providers and health plans in the US develop
protocols to better manage patients with AD.

Table 1: Demographics, Health Plan Enrollment, and Illness Burden

AD Cohort Control Group

N = 25,109 N = 75,327

Characteristic
Age, Mean (SD)* 80.1 (6.5) 80.1 (6.6)
Age, n (%)

65 – 69 1,529 (6.1) 4,613 (6.1)
70 – 74 3,482 (13.9) 10,330 (13.7)
75 – 79 6,345 (25.6) 19,641 (26.1)
80 – 84 7,326 (29.2) 21,471 (28.5)
85 – 89 4,654 (18.5) 13,428 (17.8)
90+ 1,683 (6.7) 5,844 (7.8)

Female, N (%) 15,473 (61.6) 47,082 (62.5)
Regional distribution, N (%)

Northeast 2,986 (11.9) 10,783 (14.3)
North Central 8,710 (34.7) 25,725 (34.2)
South 9,178 (36.6) 24,028 (31.9)
West 4,185 (16.7) 14,534 (19.3)
Unknown 50 (0.2) 257 (0.3)

Months of health plan enrollment in 2004, Mean (SD) 11.1 (2.51) 11.2 (2.34)
Enrolled all 12 months of 2004, N (%) 21,380 (85.2) 65,949 (87.6)
Number of Comorbidities, Mean (SD)†§ 8.1 (5.5) 6.5 (5.0)
Illness burden score, Mean (SD)‡§ 1.23 (0.80) 1.04 (0.77)

* Age as of 01 Jan 2003 displayed as mean ± standard deviation (SD)
† Diagnostic Cost Group (DCG) Condition Categories (CCs), excluding AD.
‡ Prospective Relative Risk Score (RRS) excluding AD, normalized to 1.0 for the eligible study population.
§ Statistically significant differences between the two groups at p < 0.001.
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Methods
Study Sample
Data were obtained from the MEDSTAT MarketScan®

Medicare Supplemental and Coordination of Benefits
(COB) Database for 2003 and 2004. These data contain
information about Medicare beneficiaries across the US,
age 65 and older, with employer-sponsored supplemental
insurance including pharmacy benefits. The eligible study
population was comprised of 627,775 individuals with 12
months of enrollment in 2003, at least one month of
enrollment in 2004, and comprehensive inpatient, outpa-
tient, and pharmacy claims. Coverage for skilled nursing
facility care is limited under Medicare, and generally long
term nursing home care is not covered by employer-spon-
sored supplemental insurance. Thus, the cost and utiliza-
tion data presented here do not include care provided in
skilled nursing facilities and nursing homes. Because data
used in this study were purchased from a third party
which had removed identifying information prior to its
release, institutional review board (IRB) and similar
approvals were neither needed nor sought.

From this population we selected 25,109 individuals with
AD and three times as many demographically-matched
controls. The AD cohort contained all patients with at
least one non-laboratory claim with an AD diagnosis
(ICD-9-CM code 331.0) or at least one filled prescription
for an AD-specific medication (tacrine, donepezil, galan-
tamine, rivastigmine, or memintine) in 2003. The control
cohort excluded both those with AD using the above cri-
teria and those with any other form of dementia (ICD-9-
CM codes 290.xx, 294.1x, 294.8x, 331.1x-331.9x, 797.xx)
recorded at any time in either 2003 or 2004. Because a

diagnosis of AD is not always accurate, it is likely that the
AD cohort includes some number of people with demen-
tia arising from other causes, such as vascular dementia.

We used propensity scores to construct the demographi-
cally matched control cohort. First we predicted the prob-
ability of "propensity to have" AD using logistic
regression. Explanatory variables included: 1) age as of
January 1, 2003, 2) age squared, 3) gender, 4) geographic
region, and 5) months of health plan enrollment in 2004.
The data were ranked by the probability of having AD
(from highest to lowest), and then partitioned into twenty
quantiles (with 5% of the population in each). Within
each 5% quantile, eligible individuals were randomly
selected to match each individual in the AD cohort using
a 3 to 1 ratio.

Controlling for Illness Burden
We measured overall illness burden using DxCG, Inc.'s
RiskSmart™ software, which includes the Diagnostic Cost
Groups (DCGs) model. This validated, diagnosis-based
classification system [17] organizes over 15,000 ICD-9-
CM codes into 781 highly homogeneous clinical catego-
ries (DxGroups), which are further clustered into 184
Condition Categories (CCs) that encompass similar med-
ical conditions with similar expected costs [18]. The soft-
ware further organizes the CC information for each
person into a 184-variable vector of "hierarchical CCs"
(HCCs), where the presence of a more serious manifesta-
tion of a disease causes clinically-less-relevant conditions
to be "zeroed out." For example, "chronic obstructive lung
disease" dominates "cold" [18].

Table 2: 2004 Annualized Health Care Costs and Utilization by Type of Service

AD Controls Contribution of AD†

% of Cohort 
Using

Mean Visit 
Days

Mean Cost $ 
(CV)*

% of Cohort 
Using

Mean Visit 
Days

Mean Cost $ 
(CV)*

Visit Days† Cost $ †

Inpatient 30 3.38 5,094 (419) 20 1.93 4,014 (753) 1.14‡ 671‡

Pharmacy 94 -- 4,056 (77) 85 -- 2,169 (174) -- 1,711‡

Hospital 
outpatient

61 2.61 1,252 (298) 58 2.51 1,412 (384) -0.30‡ -366‡

Physician office 79 8.46 1,100 (237) 81 9.97 1,508 (270) -2.86‡ -648‡

Emergency 
room

41 1.04 335 (280) 27 0.64 196 (530) 0.28‡ 107‡

Home health 7 0.24 32 (1,001) 4 0.15 27 (3,191) 0.05‡ 0.37
Other 56 -- 2,068 (353) 37 -- 1,043 (571) -- 789‡

Total 
Utilization

97 -- 13,936 (181) 91 -- 10,369 (324) -- 2,307‡

* CV = Coefficient of Variation = 100*SD/Mean
† Coefficient of the AD indicator from the weighted least square regression for annualized costs, or utilization within each setting controlling for 
overall illness burden (RRS excluding AD and RRS squared).
‡ Statistically significant effects attributed to AD at p < 0.05.
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We predicted 2004 health care costs for the eligible study
population using HCCs from the 2003 diagnoses, age,
and sex. The CC for AD was excluded from the estimation
so that the AD and control cohorts would have compara-
ble predicted costs after controlling for demographics and
all co-morbidities other than AD in 2003.

Predicted costs were then normalized (multiplied by the
appropriate constant) to create prospective relative risk
scores (RRSs) that average 1.00 in the eligible study pop-
ulation.

Analyses
Demographics such as age, gender, and region were used
to characterize the AD cohort and controls. We also calcu-
lated mean duration of health plan enrollment in 2004,
the number of unique co-morbid conditions, and the RRS
for non-AD illness burden.

Health care costs and utilization were calculated for 2004
by place of service, including physician office visits, out-
patient hospital services, ER visits, inpatient services,
home health care, and pharmacy. All costs included
deductibles, copayments, coinsurance, and coordination-
of-benefits payments. For partial year enrollees, utiliza-
tion and expenditures were annualized (actual totals
divided by percentage of year enrolled). Total health care
costs were compared using the mean, computed t-tests of
the differences in means, standard deviation (SD), cost
dispersion as measured by the coefficient of variation
(CV) and cost distribution by place of service. Health care

utilization was evaluated by examining percentages of
users, the mean cost per member per year and, where
applicable, the number of encounters (visits) per member
per year.

Regression was used to estimate AD's independent effect
on overall costs and utilization. Specifically, Weighted
Least Squares (WLS) regressions were used to assess the
marginal contribution of AD to 2004 costs and health care
utilization, weighted by the fraction of time enrolled in
2004. Explanatory variables included: 1) an indicator var-
iable (0/1) identifying individuals in the AD cohort; 2)
the RRS, as a measure of total non-AD illness burden; and
3) RRS squared. The coefficient associated with the AD
indicator measures the extent to which AD contributes to
excess healthcare costs or utilization after controlling for
differences in overall illness burden.

The most common reasons for inpatient admissions and
for ER visits were identified by mapping the first diagnosis
from each claim into a DxGroup category. We also com-
pared the prevalence per 10,000 persons of ER visits and
inpatient admissions between the AD cohort and con-
trols. We assessed the marginal contribution of AD to ER
visits and inpatient admissions controlling for difference
in overall illness burden via logistic regressions using the
same predictors in WLS regressions as noted above.

All analyses were performed using SAS software (version
9.1, SAS, Cary, NC).

Table 3: Top 10 Reasons for ER Visits by Cohort

AD Control Odds Ratio*

Rate per 10,000 (Rank within cohort)†

Contusion/superficial injury 679 (1) 270 (2) 2.23‡

Chest pain 480 (2) 353 (1) 1.16‡

Syncope and collapse 333 (3) 115 (10) 2.64‡

Open wound except eye and lower arm 316 (4) 115 (11) 2.54‡

Cystitis, other urinary tract infections 306 (5) 103 (13) 2.69‡

Other general symptoms 300 (6) 130 (7) 2.07‡

Other and unspecified pneumonia 288 (7) 145 (5) 1.74‡

Abdominal/pelvis symptoms 279 (8) 219 (3) 1.10
Stupor/altered consciousness/trans global amnesia/febrile convulsions 264 (9) 41 (37) 5.85‡

Disorders of fluid/electrolyte/acid-base balance, e.g., dehydration 252 (10) 94 (16) 2.36‡

Heart failure 192 (14) 181 (4) 0.87‡

Stomach/intestinal disorders/symptoms, except obstruction, ulcer, and hemorrhage 223 (12) 136 (6) 1.43‡

Arthropathy/joint disorders, derangements, joint pain/stiffness, excluding gout 193 (13) 122 (8) 1.49‡

Nonspecific backache and other back/neck pain/disorders 141 (20) 121 (9) 1.05

Any ER visit 10,413 5,733 1.74‡

* Odds ratio of the AD indicator from the logistic regression predicting any ER visit controlling for overall illness burden (RRS excluding AD and 
RRS squared).
† 10,000 times the number of ER visits divided by number of individuals in the cohort. Bold text designates reason in the top ten.
‡ Statistically significant AD effect at p < 0.05.
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Results
As constructed, the control group did not differ from the
AD cohort with respect to age, sex, regional distribution,
or mean length of eligibility in 2004 (Table 1). However,
the AD cohort had more co-morbidities (mean of 8.1 CCs
vs. 6.5, p < 0.001), and a greater burden of non-AD illness
(mean RRS of 1.23 vs. 1.04, p < 0.001).

Annualized costs and utilization by place of service are
summarized in Table 2. The vast majority of AD patients
(97%) and controls (91%) used some healthcare services
in 2004. Rates of ER visits (41% vs. 27%), inpatient hos-
pital stays (30% vs. 20%), and home health care (7% vs.
4%) were about 50% higher for AD patients than for con-
trols. Controlling for overall illness burden, the excess uti-
lization attributed to AD for inpatient services, ER visits,
and home health care were all significant (p < 0.05). How-
ever, the AD cohort used fewer physician office visits and
outpatient hospital services (both p < 0.05). Differences
in costs attributed to AD were statistically significant (p <
0.05) for all categories except home health care. Spending
in the AD cohort was higher for all but two categories of
services (outpatient services and office visits) compared to
controls, but AD spending was always less variable (coef-
ficient of variation (CV) was lower). Excess pharmacy
costs associated with AD were $1,711, more than twice
that of any other expense category (p < 0.05).

The 10 most common reasons for ER visits among indi-
viduals belonging to the AD or control cohorts, and their
rates and comparative prevalence, are shown in Table 3.
The AD and control cohorts shared 6 of their 10 most
common reasons, and their top two reasons (contusion/
superficial injury and chest pain) were the same. The AD
cohort had higher raw ER use rates than controls for all 14
reasons listed, and significantly higher risk-adjusted use
rates for 11 of them with odds ratios (ORs) ranging as
high as 5.85 for stupors and other states of altered con-
sciousness. Only one of the 14 reasons shown (heart fail-
ure) had risk-adjusted ER use rate lower for AD patients
than for controls (OR = 0.87, p < 0.05). The odds of an
individual in the AD cohort having an ER visit for any rea-
son was 74% greater than for controls.

Analogous to the previous table, Table 4 compares utiliza-
tion for the top 10 most common reasons for inpatient
admission for each cohort. Only 3 of the top reasons (hip
fracture, other and unspecified pneumonia, and cystitis/
other urinary tract infections) were shared. Even after con-
trolling for illness burden, patients in the AD cohort were
more likely to be hospitalized for most of the reasons
listed, including pneumonia, infections, syncope and hip
fracture. However, AD patients were less likely to be
admitted to the hospital due to heart failure or coronary
atherosclerosis and other coronary ischemic heart disease
(all p < 0.05) compared with those in the control cohort.

Table 4: Top 10 Reasons for Inpatient Admission by Cohort

AD Control Odds Ratio*

Rate per 10,000 (Rank within cohort)†

Other and unspecified pneumonia 229 (1) 133 (2) 1.50‡

Femoral (hip) fracture 209 (2) 88 (4) 2.32‡

Cystitis, other urinary tract infections 161 (3) 42 (13) 3.46‡

Heart failure 150 (4) 158 (1) 0.78‡

Cerebral degeneration/Alzheimer's disease 142 (5) - infinite
Disorders of fluid/electrolyte/acid-base balance, e.g., dehydration 118 (6) 49 (11) 2.16‡

Septicemia (blood poisoning)/shock 118 (7) 14 (39) 2.77‡

Syncope and collapse 100 (8) 33 (30) 2.85‡

Aspiration pneumonia 100 (9) 18 (16) 5.36‡

Pre-cerebral or cerebral arterial occlusion with infarction 84 (10) 48 (12) 1.74‡

Coronary atherosclerosis and other chronic ischemic heart disease (CAD) 70 (13) 111 (3) 0.53‡

Acute myocardial infarction, initial episode of care 83 (11) 81 (5) 0.92
Atrial arrhythmia 56 (16) 62 (6) 0.83
Osteoarthritis of lower leg (knee) 27 (29) 62 (7) 0.39‡

Emphysema/chronic bronchitis, 18+ 65 (14) 55 (8) 1.02
Gastrointestinal hemorrhage, except peptic ulcer and anal/rectal 78 (12) 55 (9) 1.22‡

Chest pain 54 (17) 50 (10) 0.94

Any inpatient admission 3,796 2,408 1.55‡

* Odds ratio of the AD indicator from the logistic regression predicting any inpatient admission controlling for overall illness burden (RRS excluding 
AD and RRS squared).
†10,000 times the number of inpatient admissions divided by number of individuals in the cohort. Bold text designates reason in the top ten.
‡ Statistically significant AD effect at p < 0.05.
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The only other reason for hospital admission that was less
likely in the AD cohort was for osteoarthritis of lower leg
(knee), typically related to knee surgery. The odds for an
inpatient admission were 55% greater for AD patients
than for controls.

Discussion
Our study is the first to examine the most common med-
ical conditions among AD patients that lead to inpatient
admissions and ER use, and to contrast AD patients' co-
morbid diseases and utilization with those of a demo-
graphically-matched control group. Earlier studies
accounted for just a few co-morbidities in seeking to iso-
late AD's influence on costs and utilization. Using a com-
prehensive co-morbidity assessment for AD patients and a
demographically-matched control group, we have
achieved credible estimates of the independent effect of
AD on healthcare costs and utilization. Individuals in the
AD cohort had more unique co-morbid medical condi-
tions and higher overall illness burden than those in the
control cohort. Use of services was greater for AD patients,
with far more inpatient, ER, and home health encounters.
Mean excess cost attributed to AD, even after controlling
for the greater overall burden of illness, was $2,307.

The AD cohort had considerably higher pharmacy costs
[7,8,13,14] and total health care costs [4,7,8,11-13] than
seen in previous studies. The findings establish the need
to better understand pharmacy management practices for
AD patients given pharmacy's large contribution to their
elevated costs. Compared with demographically-matched
controls, AD patients had significantly higher but less var-
iable costs. So although patients with AD were costly, their
costs were more predictable than those in the control
cohort.

In our study, AD patients on average had longer hospital
days and more visits than controls for all utilization cate-
gories except physician office visits. Overall prevalence
rates for ER visits and inpatient admissions were signifi-
cantly higher for AD patients. Closely managing hospital-
ization as well as ER visits may have significant impact on
health care resource use in AD.

Alzheimer's disease complicates the management of an
elderly population with significant co-morbid disease.
Patient non-cooperation, inability to communicate, less
frequent office visits, and caregiver burden may all con-
tribute to "simple" medical problems escalating into hos-
pital admissions or ER visits for reasons such as
pneumonia, dehydration and septicemia. Dehydration,
for example, may precipitate other medical problems,
including cystitis, electrolyte imbalances, contusions, and
hip fractures. However, it is unclear if dehydration requir-
ing ER care or hospitalization is really more common in

AD patients; an alternative explanation is that "dehydra-
tion" is used to code admissions requested by stressed car-
egivers in the absence of clear clinical symptoms.

Alzheimer's patients have many co-morbid medical prob-
lems and use multiple medications [14,19,20]; they may
be prone to harm themselves [13]. The use of multiple
medications raises the risk of adverse drug reactions and
drug-drug interactions, and complicates medication com-
pliance [21]. Polypharmacy, especially in the elderly pop-
ulation, is associated with adverse drug reactions [22-24],
which occur in 5–10% of hospital inpatient admissions
and increase hospital stays and costs [25]. All these fac-
tors, especially when combined with impaired cognition,
could contribute to the observed increase in hospitaliza-
tions for hip fracture and syncope for AD patients. These
findings suggest opportunities for improvement through
case management to address AD patients' co-morbidities,
specifically through medication reviews.

Differences in disease prevalence also lead to higher rates
of hospitalization (most prominently, hospitalizations
for AD itself). However, differences in co-morbidities do
not explain AD patients' lower use of hospitalizations for
heart problems since heart problems were similarly com-
mon in the two cohorts. This may be due to reduced
awareness of (non-obvious) heart problems or because
heart problems are treated less aggressively in AD patients.
For example, ER visits for "chest pain" were more com-
mon in patients with AD compared to controls, although
hospital admissions were less common.

Our study has several limitations. First, we examined
Medicare-eligible individuals with employer-sponsored
supplemental insurance, mostly from large companies
whose active or former employees do not necessarily rep-
resent the general population of Medicare beneficiaries.
This may contribute to the relatively low (4%) AD preva-
lence in this elderly cohort. Second, AD patients in our
study were identified via diagnoses in administrative
claims. Thus, some non-AD patients may be in our AD
cohort (due to a false AD diagnosis) while some people
with AD will be excluded (due to either a lack of any AD
diagnosis or to misclassification, for example, as vascular
dementia). Thirdly, the costs provided in our data do not
capture care provided in skilled nursing facilities or nurs-
ing homes, therefore our analysis may underestimate the
total direct healthcare costs of AD. Fourthly, our claims
data do not have information on the duration or severity
of AD, which is significantly related to healthcare cost and
utilization [7,26]. Although we controlled for differences
in overall co-morbidities in our analysis, we could not
control for disease severity. Fifthly, our data do not
include information on living situation (e.g., home versus
institution), which may also affect healthcare costs and
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utilization. Finally, although research has indicated that
the indirect costs of AD are substantial [1], this study
focused only on direct healthcare costs.

Conclusion
Compared to a demographically-matched control cohort,
AD patients had significantly more co-morbid medical
conditions and higher overall illness burden. Even after
adjusting for differences in overall illness burden, people
with AD incurred markedly more health care costs than
their age-matched peers. The greater predictability of AD
spending and more frequent, more costly, and different
use of hospitals, suggests opportunities for improvement.
Significantly increased financial exposure to AD with the
expansion of prescription drug coverage under Medicare
increases the pressure on health plans to develop more
effective management protocols for AD patients.
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