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INTRODUCTION

More than 75 million Americans have chronic pain.1 Pain
accounts for 20% of all outpatient visits2 and over $100 billion
dollars per year in direct and indirect costs;3 analgesics account
for 12% of all prescriptions.4Our aims were to review recent pain
medicine studies and their key findings, and to discuss the
implications of these findings for generalist clinical practice.

We systematically searched from January 1, 2008 through
December 31, 2009 for peer-reviewed articles that could poten-
tially change generalist care of patients with chronic pain. We
searched MEDLINE and PubMed using the medical subject
heading (MeSH) terms Pain, Arthritis, Fibromyalgia, Headache
Disorders, Pain Measurement, Analgesics or Narcotics, and key-
words for chronic, persistent, noncancer or primary care,
excluding acute pain, postoperative pain, cancer pain, chest pain
and pediatrics, and limiting to humans, English language and
study type (trial, epidemiologic, review, meta-analysis or guide-
line). Members of the Society of General Internal Medicine’s Pain
Medicine Interest Group also suggested relevant articles. The
searchproduced 1,051 references thatwerenarrowed down to47
based on relevance to generalist practice. Using a 5-point Likert
scale, we independently rated these articles on impact on general
internal medicine clinical practice, clinical policy and research
and quality of study methods. We selected ten articles with the
highest ratings.

ASSESSMENT

Krebs EE, Lorenz KA, Bair MJ et al. Development and initial
validation of the PEG, a three-item scale assessing pain
intensity and interference. J Gen Intern Med. 2009; 24
(6):733–738.

Single-item pain assessments do not adequately measure
chronic pain, yet multi-dimensional pain scales such as the
Brief Pain Inventory (BPI) are impractical for use in primary
care. This study developed an ultra-brief pain measure derived
from the BPI. Krebs et al. conducted a secondary data analysis
of two primary care studies: a longitudinal study of 500 patients
with chronic pain and a cross-sectional study of 646 veterans.

The authors assessed reliability (Cronbach’s alpha), con-
struct validity (Pearson’s correlation coefficients) relative to
other measures of pain and function, and responsiveness to
change. The resulting scale consists of three items (“Pain
average,” “interference with Enjoyment of life” and “interfer-
ence with General activity,” or PEG). The PEG demonstrated
good internal consistency (alpha 0.73–0.89), construct validity
(r=0.6–0.95) and responsiveness to change.

Implications for Practice

The PEG is an appealing instrument to use in primary care
because of its brevity and assessment of multiple domains
of pain. This study suggests that the PEG has good
psychometric properties, and its responsiveness to change
is equivalent to the full BPI, from which it is derived.
Replacing the commonly used single-item 0–10 Numeric
Rating Scale with the three-item PEG may be a desirable
strategy in primary care settings. The incremental “cost” of
asking three items instead of one appears to be small
relative to the potential gain in a more comprehensive
understanding of patients’ pain experiences.

COLLABORATIVE CARE

Becker A, Leonhardt C, Kochen MM, et al. Effects of two
guideline implementation strategies on patient outcomes in
primary care: a cluster randomized controlled trial. Spine.
2008;33(5): 473–480.

Although high-quality low back pain (LBP) guidelines are
widely available, evidence-based LBP management strategies
are inconsistently applied in primary care. The best methods of
LBP guideline implementation are unclear. This trial random-
ized 118 German primary care practices to one of two LBP
guideline implementation strategies or to a mailed guidelines
control. The implementation strategies included physician
education (three seminars and two academic detailing ses-
sions) alone or physician education plus nurse training in
motivational counseling (two full-day seminars and one to
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three supervised practice sessions). Participating physicians
enrolled 1,278 patients (fewer than the enrollment target of
1,874).

Most participants were male (58%) and employed (55%).
Compared with those in the control group, patients in the
nurse training group improved significantly more on the
primary outcome of functional capacity at 6 months (p=
0.032). There was no difference between the physician educa-
tion only and control groups (p=0.120). Intervention patients
reported fewer days in pain than control patients (16.4 and
17.9 fewer days).

Implications for Practice

Intervention effects were small, but the results have significant
implications for generalist practice. First, the study enrolled a
broad group of patients with LBP, of whom <50% had pain at
follow-up. Many patients had resolution of their pain, which
may partially explain the modest intervention effects on
pain-related function. Second, the intervention was relatively
non-intensive and was delivered distal to the clinical encounter.
Although this likely reduced the intervention effect, implemen-
tation of a similar intervention in actual practice would be more
feasible. Considering these factors, the finding of a small
improvement in patient function is impressive.

The trial’s finding that training both clinic nurses and
physicians improved patient function, whereas training physi-
cians alone did not, supports the concept of team-based primary
care for back pain. Although some guideline-recommended
practices can be implemented by physicians alone (e.g., limiting
imaging tests), others may be challenging for physicians to
implement without support (e.g., counseling for increased phys-
ical activity).5 Nurses may be better equipped to provide patient
education and counseling interventions.

Dobscha SK, Corson K, Perrin NA et al. Collaborative care for
chronic pain in primary care: a cluster randomized trial. JAMA.
2009; 301(12):1242–1252.

Collaborative interventions based on the chronic care model
have been studied in numerous conditions,6 but have not been
rigorously evaluated for chronic pain management. Dobscha et
al. evaluated a multifaceted collaborative care intervention for
chronic musculoskeletal pain in five Veterans Affairs (VA)
primary care clinics. They randomized 42 primary care clin-
icians to the collaborative care intervention or usual care
control. The intervention included pain management training
for clinicians, pain education classes for patients, and care
management by a full-time psychologist who assessed patients,
developed tailored care recommendations collaboratively with a
pain consultant and followed up with patients by phone.
Patients (n=401) with chronic musculoskeletal pain of at least
moderate pain severity and disability were enrolled.

Most participants were male (92%) and had long-standing
pain (mean=10 years); 32% were employed. The mean number
of contacts with the collaborative care team was ten, including
an average of five phone contacts. On the primary outcome
(pain-related disability) at 12 months, intervention patients
improved significantly more than controls (p=0.004). A higher
proportion of intervention patients experienced clinically impor-
tant improvements of ≥30% than controls (22% vs. 14%, p=
0.04, NNT=12.7). Secondary outcomes of pain intensity and

depression severity were also improved in the intervention
group. The intervention cost $1,200 per patient.

Implications for Practice

This trial showed that a collaborative primary care-based
intervention can lead to modest, yet important improvements in
pain outcomes among highly disabled, long-term pain sufferers.
The collaborative care team directly intervened with patients by
clinically assessing and reassessing them, delivering education to
them, and providing their clinicians with individualized treat-
ment recommendations. Even then, the intervention was rela-
tively inexpensive, as it involved only one additional full-time
clinician (the psychologist caremanager) and 10% of an internist
consultant’s time. Considering the amount of health care
consumed by patients with severe chronic pain,7 an investment
in collaborative care could be a bargain.

Clinician satisfaction, an important outcome, was not
reported in this study. In a previous paper, Dobscha et al.
reported three-fourths of VA primary care clinicians
rated chronic pain management as a major source of
frustration.8 Improving satisfaction of primary care providers
is another compelling reason to implement collaborative care
interventions that support both patients and providers in
addressing chronic pain.

CHRONIC PAIN AND DEPRESSION

Kroenke K, Bair MJ, Damush TM, et al. Optimized antidepres-
sant therapy and pain self-management in primary care
patients with depression and musculoskeletal pain: a random-
ized controlled trial. JAMA. 2009;301(20): 2099–2110.

Pain and depression frequently coexist (30%–50% co-
occurrence), leading to poor health-related quality of life
(HRQoL).9,10 This study evaluated a stepped-care intervention
including optimized antidepressant therapy combined with a
pain self-management program to improve pain and depres-
sion outcomes. The study randomized 250 patients with
chronic low back, hip, or knee pain of moderate severity and
depression of moderate severity to intervention versus usual
care. At 12 months, intervention patients were more likely
than controls to experience a 50% reduction from baseline in
depression severity (37.4% versus 16.5%, RR 2.3, p<0.001).
Intervention patients also showed statistically significant
improvements in pain severity and interference and in second-
ary outcomes (anxiety and HRQoL).

Implications for Practice

This trial demonstrated that optimized antidepressant therapy
combined with a pain self-management program was benefi-
cial for treating patients with co-occurring depression and
pain. Improvements in depression and pain were seen early
and sustained over 12 months. The improvements in pain
severity and interference are noteworthy since analgesics were
not a specific intervention component. The optimized antide-
pressant therapy included an algorithmic approach using
several classes of antidepressants. This pragmatic, patient-
tailored approach is more similar to clinical practice than an

1223Alford et al.: Update in Pain MedicineJGIM



inflexible testing of a single drug or class. Practitioners should
screen for co-morbid depression and pain in their patients,
and consider optimized antidepressant therapy and self-
management strategies as essential tools in the treatment of
these patients.

OPIOIDS AND CHRONIC PAIN

Weisner CM, Campbell CI, Ray GT, et al. Trends in prescribed
opioid therapy for non-cancer pain for individuals with prior
substance use disorders. Pain 2009;145(3): 287–293.

The efficacy and risks of long-term opioids in patients with
substance abuse histories are poorly understood and prescrib-
ing practices not well described. Experts recognize that
patients with substance use disorders commonly have pain
that needs to be treated, but advise caution when prescribing
opioids in this context. This study examined trends and
characteristics of long-term opioid use in patients with non-
cancer pain and substance use disorders (SUD). Administra-
tive data from two large community health plans (Kaiser
Permanente of Northern California and Group Health Cooper-
ative of Seattle Washington) were evaluated. Long-term opioid
use was defined as treatment >90 days. From 1997–2005,
opioid prescribing increased dramatically for patients with
SUD diagnosed prior to opioid prescription and was highest for
those with an opioid use disorder. Patients with a SUD history
were prescribed significantly more opioids (dose, potency and
supply) and more concurrent sedative-hypnotics compared to
patients without SUD histories. Additional findings were that
more than a third of patients with a SUD history and almost
three-fourths with a prior opioid use disorder received these
diagnoses from addiction or psychiatric providers, rather than
from the prescriber of the long-term opioid.

Implications for Practice

The increasing opioid prescribing for patients with SUD
reported in this study are of unclear clinical appropriateness.
Experimental studies11 have shown higher pain sensitivity
among these patients, and observational studies12 have shown
they have a greater risk of prescription opioid misuse. This
study did not examine whether opioid prescribers were aware
of their patients’ substance use histories. At a minimum,
generalists should screen all patients with chronic pain for a
history of substance abuse before prescribing long-term
opioids. Single-item screening13,14 tests for at-risk substance
use are now available. Patient monitoring with “universal
precautions15,” including opioid treatment agreements and
urine drug testing, are recommended for all patients pre-
scribed long-term opioids for chronic pain. The level of
monitoring may be reasonably intensified (e.g., pill counts
and random urine drug testing) for patients with a history of
substance use disorders. In addition, based on the high rate of
concurrent sedative use, generalists should carefully educate
these patients about the risk of over-sedation.

Chou R, Fanciullo GJ, Fine PG et al. Clinical guidelines for
the use of chronic opioid therapy in chronic noncancer pain. J
Pain.2009;10(2):113–130.

A multidisciplinary expert panel, commissioned by the
American Pain Society and the American Academy of Pain

Medicine, conducted a systematic review of the evidence and
developed evidence-based guidelines for use of chronic opioid
therapy in chronic non-cancer pain. They reviewed the litera-
ture through November 2007, including 8,034 relevant
abstracts. The expert panel met three times between Septem-
ber 2006 and January 2008, using methods adapted from the
GRADE working group and multi-stage Delphi process. The
panel found that evidence was limited, with many “research
gaps,” but concluded that chronic opioids “can be an effective
therapy for carefully selected and monitored patients with
chronic non-cancer pain.” Recommendations were provided on
topics including: patient selection, medication management
plans, monitoring strategies, prevention and management of
adverse effects, and use of psychotherapeutic co-interventions.

Implications for Practice

These recommendations provide a reasonable and comprehensive
guide for general internists whenprescribing long-termopioids for
chronic pain. As the authors acknowledge, many of their
recommendations are limited by reliance on low-quality evidence.
The Chou et al. companion paper on research gaps in opioid use
provides important background to the guidelines.16 Recommen-
dations related to assessing substance abuse risk, using informed
consents and monitoring strategies, including urine drug testing
for “high risk” patients, and counseling patients about driving
risk are likely to become accepted “standard of care” until
research emerges to better guide clinical practice.

CANNABIS AND CHRONIC PAIN

Martin-Sanchez E, Furukawa TA, Taylor J, Martin JLR.
Systematic review and meta-analysis of cannabis treatment
for chronic pain. Pain Med 2009;10(8):1353–1368.

Cannabis has been used for the treatment of various
conditions, including chronic pain; however, little is known
about its effectiveness or harms. The authors conducted a
systematic review and meta-analysis of double-blind random-
ized controlled trials comparing cannabis preparations to
placebo in patients with chronic pain. Cannabis preparations
varied in dose, duration and route of administration (oral or
nasal). The authors excluded one study of smoked cannabis on
“ethical grounds.” Of 229 studies, 18 met the inclusion
criteria, but only 7 trials could be quantitatively analyzed
because of data reporting limitations.

Cannabis reduced pain intensity compared to placebo, with
an overall effect size of -0.61 (-0.84 to -0.37). The identified
harms included euphoria (OR 4.11; NNH 8), dysphoria (OR
2.56; NNH 29), disturbances in perception (OR 4.5; NNH 7)
and motor function (speech, ataxia, twitching, numbness; OR
3.9; NNH 5), altered cognitive function (OR 4.4; NNH 8) and
gastrointestinal side effects (risks noted, but no summary due
to heterogeneity.)

Implications for Practice

This study summarizes the evidence for benefits and harms of
cannabis-derived compounds in the treatment of chronic pain.
Notable limitations of the existing literature include small
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sample sizes (n=13–177), short follow-up periods (mean=
25 days), incomplete outcome reporting and exclusion of
studies of smoked cannabis. Benefits and risks do not seem
very dissimilar from other pharmacologic treatments (e.g.,
opioids) for chronic pain. This study offers preliminary evi-
dence to inform the complex clinical decisions of risk-benefit
for individual patients. Clearly, more rigorous studies are
needed to better understand the risks and benefits of cannabis
preparations for treating chronic pain.

COMPLEMENTARY AND ALTERNATIVE TREATMENTS

Cherkin DC, Sherman KJ, Avins AL, et al. A randomized trial
comparing acupuncture, simulated acupuncture, and usual
care for chronic low back pain. Arch Intern Med. 2009;169(9):
858–866.

Back pain is the leading reason for visits to acupuncturists.17

Several recent European trials have suggested that real acu-
puncture and “sham” acupuncture are equally effective.18–20

This four-arm randomized controlled trial compared individually
tailored acupuncture, standard acupuncture, simulated
acupuncture (non-insertive) and usual care for 638 adults with
mechanical low back pain. Detailed blinding procedures
prevented acupuncture patients from knowing their treatment
assignment. At 8 weeks, all three acupuncture arms had
significantly lower pain disability scores than the usual care
arm. Clinically meaningful improvements occurred in 60% of
acupuncture patients compared with 30% in usual care
(P<0.001). Improvements persisted at 1 year. There were no
differences between individually tailored, standard and simulated
acupuncture.

Implication for Practice

Acupuncture appears to be effective for improving back pain-
related disability. Interestingly, insertion of needles and indi-
vidual tailoring by acupuncturists did not make a difference in
outcomes. For practitioners, the mechanism for effectiveness
may not be as relevant as having an effective non-pharmaco-
logical therapy with minimal risks in the armamentarium of
treatment options for the low back pain. Clinical trials
evaluating the efficacy of acupuncture for various conditions
have been conducted; however, most were poorly designed,
and few included treatment protocols that can be applied in
actual clinical practice. This study was rigorously conducted
and raises questions about the putative mechanism of action
for acupuncture’s effectiveness. Similarly, although exercise
for back pain has been shown to improve work disability,21 it
doesn’t appear that the type of exercise itself makes the
difference.22 Thus, physicians should encourage patients who
express interest in acupuncture to pursue it as a reasonable
option.

TREATMENT FOR SPECIFIC TYPES OF CHRONIC PAIN

Chou R, Carson S, Chan BK. Gabapentin versus tricyclic
antidepressants for diabetic neuropathy and post-herpetic
neuralgia: discrepancies between direct and indirect meta-
analyses of randomized controlled trials. J Gen Intern Med.
2009;24(2):178–188.

Tricyclic antidepressants (TCA) and gabapentin have been
recommended as first-line treatments for neuropathic pain.23

Previous systemic reviews have suggested that TCAs were
superior to gabapentin, but head-to-head trials were not
included in those analyses. Additionally, the quality and
interpretability of neuropathic pain trials have been ques-
tioned because many of the placebo-controlled trials were
published in different time periods (TCAs before 1991 and
gabapentin after 1998).

The authors performed two meta-analyses that evaluated
the effects of gabapentin versus TCAs in direct (head-to-head)
and indirect comparisons (each drug versus placebo). Included
trials were rated for quality (randomization, allocation con-
cealment, blinding and intention-to-treat analysis). Gabapen-
tin was superior to placebo for pain relief in six trials (RR 2.18,
1.78–2.67, p<0.00001), and TCAs were also superior to
placebo for pain relief in nine trials (RR 5.27, 3.05–9.11, p<
0.0001). Indirect comparisons of these 15 trials suggest
gabapentin to be inferior to TCAs (RR 0.41, 0.23–0.74), but
the direct, head-to-head comparisons (n=3 trials) showed no
difference (RR=0.99, 0.76–1.29).

Implications for Practice

This study suggests that gabapentin and TCAs do not differ in
efficacy when compared head-to-head, but that TCAs are
slightly superior to gabapentin in indirect comparisons. For
several reasons, trial results should be interpreted with
caution. First, the placebo response rates were considerably
different between gabapentin (24%) and TCAs (6%). Second,
sample sizes were markedly different between trials (gabapen-
tin median 112 and TCAs median 26). Third, none of the TCA
trials met methodological quality standards. Lastly, none of the
trials for either drug lasted longer than 12 weeks. Clinicians
should be aware of the possible differences in outcomes due to
quality and methodological variations in trials. The treatment
of neuropathic pain with either gabapentin or TCAs is
reasonable and should depend on factors such as patient
preference, cost or side effects.

Hauser W, Bernardy K, Uceyler N, Sommer C. Treatment of
fibromyalgia syndrome with antidepressants: a meta-analysis.
JAMA. 2009;301(2):198–209.

Although prior meta-analyses have shown tricyclic antide-
pressants (TCA) to be effective in reducing pain in fibromyalgia
syndrome (FMS),24,25 newer classes of anti-depressants have not
been evaluated. This meta-analysis reviewed 18 randomized
controlled trials (2,296 total patients) comparing antidepressant
with pharmacological placebo for treatment of FMS. Outcomes
included standardized measures of pain, fatigue, sleep quality,
depressed mood and HRQoL. The authors compared anti-
depressant classes as well as individual antidepressants.

Overall, antidepressants significantly improved pain
[effect size (ES)=-0.43, p<0.001)], depressed mood (ES=
-0.26, p<0.001), sleep (ES=-0.32, p<0.001) and HRQoL
(ES=-0.31, p<0.001), but had no effect on fatigue. TCAs
showed large effects for pain, fatigue and sleep, a small
effect for HRQoL and no effect for depressed mood.
Selective serotonin reuptake inhibitors (SSRI) showed a
small effect for pain, depressed mood and HRQoL, but no
effect on fatigue or sleep. Serotonin-norepinephrine reup-
take inhibitors (SNRI) showed small effects for pain, sleep,
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depressed mood and HRQoL, and no effect on fatigue.
MAO inhibitors showed a moderate effect for pain, but
none for fatigue, sleep or depressed mood. Amitriptyline
and duloxetine had the strongest evidence for symptom
improvement of the individual medications.

Implications for Practice

When considering pharmacotherapy for FMS, antidepressants
should be among the first choices. Among the antidepressant
choices, TCAs, particularly amitriptyline, has consistently
been shown to have a strong effect on many FMS symptoms,
an effect that has been stronger than with SSRIs and SNRIs,
albeit with a higher rate of side effects. Providers should
educate patients to expect only small to moderate improve-
ment in symptoms that characterize FMS—pain, sleep distur-
bance and depressed mood—as well as in HRQoL. Fatigue is
unlikely to improve with antidepressants. Side effect profiles
should be weighed against expected improvement in symp-
toms. In addition, treatment should include evidence-based
non-pharmacological treatments, such as such as tailored
exercise, heated pool therapy, cognitive behavioral therapy and
relaxation techniques.26
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Abstract
Introduction and Aims.To explore the association between primary care professionals’ (PCPs) attitudes towards unhealthy
alcohol and other drug (AOD) use (from risky use through dependence) and readiness to implement AOD-related preventive
care. Design and Methods. Primary care professionals from five health centres in Sao Paulo were invited to complete a
questionnaire about preventive care and attitudes about people with unhealthy AOD use. Logistic regression models tested the
association between professional satisfaction and readiness. Multiple Correspondence Analysis assessed associations between
stigmatising attitudes and readiness. Results. Of 160 PCPs surveyed, 96 (60%) completed the questionnaire. Only 25%
reported implementing unhealthy AOD use clinical prevention practices;and 53% did not feel ready to implement such practices.
Greater satisfaction when working with people with AOD problems was significantly associated with readiness to implement
AOD-related preventive care. In Multiple Correspondence Analysis two groups emerged: (i) PCPs ready to work with people
with unhealthy AOD use, who attributed to such patients lower levels of dangerousness, blame for their condition and need for
segregation from the community (suggesting less stigmatising attitudes); and (ii) PCPs not ready to work with people with
unhealthy AOD use, who attributed to them higher levels of dangerousness, blame, perceived level of patient control over their
condition and segregation (suggesting more stigmatising attitudes). Discussion and Conclusions. More stigmatising
attitudes towards people with unhealthy AOD use are associated with less readiness to implement unhealthy AOD-related
preventive care. Understanding these issues is likely essential to facilitating implementation of preventive care, such as screening
and brief intervention, for unhealthy AOD use. [Amaral-Sabadini MB, Saitz R, Souza-Formigoni MLO. Do attitudes
about unhealthy alcohol and other drug (AOD) use impact primary care professionals’ readiness to implement
AOD-related preventive care? Drug Alcohol Rev 2010;29;655–661]

Key words: alcohol, drug, primary health care, attitude, stigmatisation.

Introduction

The use of alcohol and other drugs (AOD) can
be perceived as positive or negative depending on
many factors. In many situations alcohol use is asso-

ciated with prestigious activities and social status. On
the other hand, the use of illegal drugs and the way
some substances are used seems to attract stigma,
marginalisation and negative emotional reactions
[1–3].
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Alcohol and other drug-related attitudes may
develop from and impact people’s personal and pro-
fessional experiences and behaviours. Attitude is a
hypothetical construct that represents the person’s
perspective (positive or negative) towards a specified
target (person, place, thing or event). Attitudes are gen-
erally defined as being composed of three components:
cognitive (beliefs), affective (emotions) and behavioural
(verbal or typical behavioural tendency). The three
components are interlinked and negative beliefs,
for example, are associated with stigmatising attitudes
[4]. Link and Phelan [5] defined stigma as the co-
occurrence of labelling, stereotyping, separation, status
loss and discrimination. Weiner [6] applies the attri-
bution theory to understand the perceived cause of
stigma. According to this theory, attributions of respon-
sibility will determine affective reactions towards the
stigmatised person (e.g. anger or pity), future expecta-
tions regarding the individual (e.g. likelihood of recov-
ery) and a variety of behavioural responses, including
altruistic actions [7].

Health professionals’ negative attitudes, particularly
about AOD use, have been cited as important barriers
to the implementation of clinical prevention practices
[8–10]. Some health professionals consider AOD-
related problems difficult issues to discuss, and many
report a lack of skills, confidence, satisfaction and com-
petence to identify and manage these problems
[11–13]. Ronzani et al. [14] pointed out that unhealthy
AOD use (the spectrum from risky use through depen-
dence) was the most negatively judged behaviour by
health professionals when compared with other health
conditions, such as Hansen’s disease, obesity, HIV and
others.

In order to reach a broad range of people for early
intervention, decrease stigma and improve attitudes
and care, many have advocated addressing unhealthy
AOD use in primary health-care settings [12,15,16],
where the focus is on prevention, health promotion
and longitudinal comprehensive care. This laudable
goal has the potential to make addressing unhealthy
AOD use a mainstream health issue and risk behav-
iour, managed like others addressed routinely in these
settings. However, few studies about health profes-
sionals’ attitudes related to unhealthy AOD use have
examined the association between them and the pro-
fessional’s clinical practices. The present study aimed
to explore the association between primary care
professionals’ (PCP) attitudes about people with
unhealthy AOD use (including stigma) and PCPs’
readiness to implement AOD clinical prevention prac-
tices. We anticipated that negative attitudes about
people with unhealthy AOD use would influence
PCPs’ readiness to implement AOD-related preven-
tive care; and that PCPs’ satisfaction when working

with people with unhealthy AOD use would be asso-
ciated with readiness to implement AOD-related pre-
ventive care.

Methods

Study sample

Physicians, nurses, nursing assistants and community
health workers (community health workers are people
from the community where the health centre is
located, trained and hired to work on community
health activities, such as screening and education
about health issues) from five primary health-care
centres in Sao Paulo, Brazil, were invited to participate
in the study. These centres were randomly selected
from 222 centres in total, one centre from each of the
city’s regions—North, South, Southeast, Center-west
and East. All the health professionals from each centre
were invited to participate (n = 160) and 96 completed
the survey, giving a response rate of 60%. The
participants were physicians or nurses (31%), nursing
assistants (19%) and community health workers
(50%).

As regards sociodemographic characteristics, 87%
were women, 60% single, mean age 40.6 (SD 9.7); 49%
were Catholic, 25% Protestant, 24% had other religions
or did not have a religion.

Data collection

The first step was to present the study to the primary
care unit managers. They were responsible for inviting
all the health professionals in the unit to participate.
Before agreeing to participate, professionals were told
about the aims of the project and informed about
the confidentiality of the data (it was an anonymous
survey), were asked to sign informed consent and
instructed about how to complete the questionnaire. All
participants received the questionnaire in an envelope.
The researcher waited outside of the room to receive
the envelope containing the completed survey, or in
some cases, returned to the health centre to pick it up
on another day.

Instrument

The instrument was composed of three parts. The first
part was a questionnaire developed by the authors,
with multiple response options: sociodemographic
data, clinical prevention practices, beliefs and satisfac-
tion when working with people with AOD problems
and readiness to implement preventive interventions
with people with risky AOD use. Readiness was evalu-
ate in two items, one for alcohol, one for drugs (‘On a
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scale of one to five, where 1 means not even a little
ready, and 5 totally ready, how ready do you feel to
carry out preventive interventions for risky alcohol/
drug use?’). For the questions about beliefs, satisfac-
tion and readiness Likert scales ranging from 1 to 5
were used. AOD-related preventive care was defined as
any type of screening or early intervention done in
the primary care setting studied. The second question-
naire was an adaptation made by the authors of the
Attribution Questionnaire Short Form [3,17], a stigma
measure. The Adapted version of the Attribution
Questionnaire (AAQ) addressed health professionals’
attributions for different health conditions represented
by hypothetical vignettes about people with: (i) risky
alcohol use; (ii) alcohol abuse; (iii) alcohol depen-
dence; (iv) drug dependence; (v) hypertension; (vi)
depression; (vii) schizophrenia; and (viii) HIV-AIDS.
Participants were instructed to read the eight vignettes
and score nine different items: pity for the patient,
dangerousness of the patient, fear of the patient, blame
(patient is responsible for his condition), segregation
(would be better for the community for the patient to
be removed from it for treatment), anger (about or
towards the patient), likelihood that the professional
would help the patient, avoidance (of taking care of the
patient) and control (how much the patients have
control over for the solutions of their problems), on a
9-point agreement scale ranging from none/a little (1)
to a lot (9).The ‘help’ item was reverse-coded. Internal
consistency (Cronbach’s alpha) for each factor was
tested: pity: 0.89; dangerousness: 0.77; fear: 0.72;
blame: 0.65; segregation: 0.82; anger: 0.77; help: 0.83;
avoidance: 0.71; and control: 0.72. We added a final
question across the eight vignettes to assess PCPs’
opinions about each health condition: ‘If you were this
person, how would you define your health condition?
From 1 (very bad health) to 10 (very good health).’
Each vignette was developed considering PCPs’ daily
practice, including health conditions typically associ-
ated with stigma and others, which were not expected
to be associated with stigma.

The last part of the instrument was the ASSIST
(Alcohol, Smoking and Substance Involvement Screen-
ing Test) [18–20] aiming to evaluate the PCPs’ AOD
use. The ASSIST score categorises respondents as low
risk/no use (should receive information), moderate risk
(should receive a brief intervention) and high risk
(should receive more intensive care).

Statistical analysis

The Pearson c2-test was applied to assess the associa-
tion between categorical independent variables and
readiness to implement AOD clinical prevention prac-
tices. In logistic regression models, we tested the asso-

ciation between satisfaction when working with people
with unhealthy AOD use and readiness to implement
AOD-related preventive care. Satisfaction was categor-
ised as ‘none’ (1 + 2), ‘some’ (3) and ‘a great deal’
(4 + 5) and readiness was coded as a binary variable
[not ready (1–3) vs. ready (4 + 5)]. P < 0.05 was con-
sidered statistically significant.

Non-parametric analyses using median regression,
with bootstrap estimation were used to compare the
participants’ opinion about each health condition of the
vignettes. Multiple Correspondence Analysis (MCA)
was used to assess patterns of associations among the
items in the AAQ (medians) and readiness to imple-
ment AOD clinical prevention practices (binary). MCA
is an exploratory technique (not inferential) that is a
generalisation of a principal component analysis for
categorical variables.This approach allows testing each
difference among groups. Its interpretation can be
based upon proximities between points in a low dimen-
sional map, where the axes are the coordinates, the
geometric figures represent the different variables in the
model and the proximities reflect the strength of asso-
ciations [21].

Ethics

All the study procedures were approved by the Ethics
Committee of the Universidade Federal de São Paulo,
project number CEP1581/07.

Results

Over half (56%) of the 96 respondents reported always
or almost always implementing general clinical preven-
tion practices, but only 25% reported implementing
clinical prevention practices targeting unhealthy AOD
use; 53% felt only a little or not at all ready to imple-
ment clinical prevention practices for unhealthy AOD
use. In spite of that, the majority expressed positive
beliefs about working with people with unhealthy AOD
use, even though around 60% reported not having
adequate training to do so. Sixty-eight per cent of the
respondents believed that their amount of work would
increase if they start to identify unhealthy AOD use in
their clinical routine.

Based on the ASSIST questionnaire, 6.2% of the
PCPs used alcohol and 14.6% used tobacco at
moderate-risk levels for which receipt of a brief coun-
selling intervention would be appropriate. One used
alcohol at a high-risk level. None used drugs. Alcohol
and tobacco risk levels were not significantly associated
with readiness to implement AOD preventive care for
patients with risky use. The proportion ready to imple-
ment alcohol preventive care was 24% of those at lower
tobacco risk, 43% for moderate risk and 25% of never
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smokers; 28% of those at lower alcohol risk, 17% for
moderate risk and 25% of never drinkers. The propor-
tion ready to implement drug preventive care was 22%
of those at lower tobacco risk, 36% for moderate risk
and 25% of never smokers; 25% of those are lower
alcohol risk, 17% for moderate risk and 25% of never
drinkers.

Greater professional satisfaction when working with
people with AOD problems was significantly associated
with readiness to implement AOD-related preventive
care (Tables 1 and 2). For example, compared with
none, having a great deal of professional satisfaction
when working with people with alcohol problems
increased the odds of readiness to carry out preventive
interventions for risky use 6.2 times and the odds of
readiness to carry out drug preventive interventions
10.6 times.

We did not find statistically significant differences
between professional categories and readiness to imple-
ment AOD-related preventive care. For physicians/
nurses, nursing assistants and community health
workers 37%, 22% and 23%, respectively, were ready to
implement alcohol preventive care; similarly, 30%, 22%
and 21%, respectively, were ready to implement drug
preventive care.

PCPs rated drug dependence, alcohol dependence
and alcohol abuse as conditions representing worse

health than HIV-AIDS, depression, hypertension and
schizophrenia (overall P < 0.01 except for schizophre-
nia) (Figure 1).

The MCA suggested two distinct groups—PCPs
that feel ready to carry out preventive interventions
for risky AOD use and PCPs that do not (Figure 2).
Two patterns of associations between AAQ attitudes
and readiness emerged: (i) professionals ready to
carry out preventive interventions for risky AOD use,
who attributed lower levels of dangerousness, blame
(patient is responsible for his condition) and segrega-
tion (would be better for the community for the
patient to be removed from it for treatment) to such
patients (suggesting less stigmatising attitudes); and
(ii) professionals not ready to carry out preventive
interventions for risky AOD use, who attributed higher
levels of dangerousness, blame, control (how much the
patient has for the solutions of his problems) and seg-
regation to such patients (suggesting more stigmatising
attitudes). Also, within the group of PCPs that do not
feel ready, there appear to be two subgroups: those
who attribute higher levels of dangerousness and seg-
regation, and those who attribute higher levels of
blame and control.

Discussion

The aim of this study was to explore the association
between PCPs’ attitudes about unhealthy AOD use and
their readiness to implement AOD-related preventive
care. Our key findings suggest that health professionals’
attitudes appear to influence clinical practices, at least
self-reported practices, with more stigmatising attitudes
associated with lower readiness to implement unhealthy
AOD-related preventive care. Moreover, PCPs who
endorsed more negative attitudes were also the ones
that attributed more blame (responsibility for causing
the problem) and control (for the solutions of the
problem) to patients with unhealthy AOD use. These
findings are consistent withWeiner’s attributional theo-
retical framework [6] and confirm other findings in the
literature [3,13].

Health professionals’ satisfaction when working with
people with unhealthy AOD use was associated with
their readiness to implement AOD-related preventive
care. In the same direction, Saitz and colleagues [11]
showed that health professionals’ greater satisfaction
caring for patients with substance problems was
associated with positive attitudes towards addiction
treatment.

Previous research has found that health professionals
tend to be positive about working with people with
unhealthy AOD use [12,15]; however, this seems to be
more associated with a sense of professional responsi-
bility, rather than personal interest, as at the same

Table 1. Association between: satisfaction and readiness to carry
out interventions for risky alcohol use

OR (95% CI)

Satisfaction when working
with people with
unhealthy alcohol use

None 1.0
Some 4.8 (0.9–26.2)
A great deal 6.2 (1.6–23.4)

Satisfaction when working
with people with
unhealthy drug use

None —
Some 5.0 (1.0–24.1)
A great deal 12.0 (3.1–46.6)

CI, confidence interval; OR, odds ratio.

Table 2. Association between: satisfaction and readiness to carry
out interventions for drug use

OR (95% CI)

Satisfaction when working
with people with
unhealthy alcohol use

None 1.0
Some 1.4 (0.1–16.6)
A great deal 10.6 (2.2–49.6)

Satisfaction when working
with people with
unhealthy drug use

None 1.0
Some 4.0 (0.6–26.3)
A great deal 18.5 (3.8–89.2)

CI, confidence interval; OR, odds ratio.
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time, they tend to report low levels of professional
satisfaction when working with this population. This
discrepancy between perceived role responsibility and
other attitudes and satisfaction seems to be even more
evident for professionals’ views regarding people with
unhealthy drug use in particular, as this study also
showed.The illegal status of these substances can rein-
force stereotypes of dangerousness, creating safety con-
cerns among health professionals [22–24], leading to
discrimination against the patient, and poor quality of
care [25].

The present study has some limitations. Causality
cannot be determined from a cross-sectional survey
and we did not adjust for potential confounders in part
because of the relatively small sample size.We assessed
readiness to implement AOD-related preventive care,
not actual implementation of practices, and similarly,
instead of observing actual practice with patients, we
used vignettes of hypothetical cases that may or may
not reflect how health professionals would feel or
respond in real situations. Social desirability and selec-
tion bias may also have biased PCPs’ responses
towards more positive attitudes. For example, we found
no association between PCP AOD use and readiness
while others have suggest such a relation [26]. On the
other hand, the fact that PCPs did report substantial
lack of readiness and negative attitudes argues against
such biases. In addition, the fact that the survey was
anonymous likely minimised these biases. And the
response rate was similar to that seen often in surveys

of health professionals [24]. The generalisability of this
study may be limited as this is a relatively small sample,
from one city in Brazil. However, at a minimum the
results likely apply to the many health centres in Sao
Paulo and other urban centres in Brazil. Also, as the
findings seem consistent with studies carried out in
other countries [9,12,15], there is little reason to
suspect that the findings would differ if the study were
repeated elsewhere.

Despite the study limitations, the findings have
important practical implications. We found associa-
tions between attitudes, including stigmatising atti-
tudes, and clinicians’ readiness to implement AOD-
related preventive care. We have no reason to believe
that these associations would not apply to PCPs in
various contexts, and in developing and developed
nations alike. These associations suggest that the way
unhealthy AOD use is perceived by PCPs has impli-
cations for the relationship between the patient and
clinician, and for the quality of care they receive. The
development of positive attitudes and practices among
health professionals in regard to AOD-related work
must involve interventions that go beyond the indi-
vidual [27,28]. Training and education are strategies
that may be necessary but not sufficient to change
health professionals’ attitudes and practices [10,13].
Yet knowing that attitudes are important in deter-
mining practices suggests avenues for change and
improvement of care. Multifaceted approaches, includ-
ing education, training, practice guidelines, systems
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Figure 1. Primary care professionals rating of the health condition presented in each vignette [from very bad (0) very good (10) health].
*Alcohol abuse rating differs significantly from all other ratings (P < 0.01) except Schizophrenia. **Alcohol and drug dependence ratings

differ significantly (P < 0.05) from all others.
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approaches, policy changes and attention to societal
norms, may improve PCP’s attitudes and have sub-
stantial impact on patient care. Such approached will
likely need to be adapted to local conditions and cir-
cumstances. Efforts in these areas should be pursued
and studied to improve the care of primary care
patients with unhealthy AOD use.
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BACKGROUND: Race differences in the receipt of
invasive cardiac procedures are well-documented but
the etiology remains poorly understood.
OBJECTIVE: We examined how social contextual vari-
ables were related to race differences in the likelihood of
receiving cardiac catheterization in a sample of veterans
who were recommended to undergo the procedure by a
physician.
DESIGN: Prospective observational cohort study.
PARTICIPANTS: A subsample from a study examining
race disparities in cardiac catheterization of 48
Black/African American and 189 White veterans
who were recommended by a physician to undergo
cardiac catheterization.
MEASURES: We assessed social contextual variables
(e.g., knowing somebody who had the procedure, being
encouraged by family or friends), clinical variables
(e.g., hypertension, maximal medical therapy), and if
participants received cardiac catheterization at any
point during the study.
KEY RESULTS: Blacks/African Americans were less
likely to undergo cardiac catheterization compared to
Whites even after controlling for age, education, and
clinical variables (OR=0.31; 95% CI, 0.13, 0.75). After
controlling for demographic and clinical variables,
three social contextual variables were significantly
related to increased likelihood of receiving catheteriza-
tion: knowing someone who had undergone the proce-
dure (OR=3.14; 95% CI, 1.70, 8.74), social support
(OR=2.05; 95% CI, 1.17, 2.78), and being encouraged
by family to have procedure (OR=1.45; 95% CI, 1.08,
1.90). After adding the social contextual variables, race
was no longer significantly related to the likelihood of
receiving catheterization, thus suggesting that social
context plays an important role in the relationship
between race and cardiac catheterization.
CONCLUSIONS: Our results suggest that social con-
textual factors are related to the likelihood of receiving
recommended care. In addition, accounting for these
relationships attenuated the observed race disparities
between Whites and Blacks/African Americans who
were recommended to undergo cardiac catheterization
by their physicians.

KEY WORDS: race; differences; cardiac; catheterization.
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R ace differences in the receipt of invasive cardiac proce-
dures have been well-documented,1,2 but their etiology

remains poorly understood. Although the magnitude of these
differences may vary according to sample characteristics, data
sources, and study methodology, the preponderance of re-
search suggests that Blacks/African Americans are less likely
to receive invasive diagnostic or revascularization procedures
for coronary artery disease compared to Whites. Although all of
the sources of these disparities are not known, it is clear that
the mechanisms underlying race differences in cardiac care
are complex and multidimensional and include individual
patient factors (e.g., clinical characteristics, health beliefs),
physician factors (e.g., practice patterns, availability of tech-
nology, stereotypes), and structural factors (e.g., access to and
reimbursement for care).1,3 Identifying sources of the dispa-
rities in cardiac care remains critical given the persistent
differences in cardiovascular disease between Whites and
Blacks/African Americans, and their contribution to excess
mortality among the latter.4

One possible explanation for disparities in cardiac care
could be patient treatment preference.5 Black/African Amer-
icans are significantly less likely to prefer surgical or invasive
treatment for a number of conditions, including spinal
conditions,6 cancer screening,7 and invasive cardiovascular
procedures.8 Studies have found that Blacks/African Amer-
icans are more likely to refuse recommended invasive cardiac
procedures,9 even within the VA where financial issues are not
a concern.10 Few studies, however, have examined factors
associated with refusal or non-receipt of recommended cardiac
procedures in the context of race. Qualitative studies examining
race differences in cardiac patients’ treatment decision making
suggest three levels of factors associated with decision making
among Blacks and Whites: (a) health care system (e.g., number
of doctors involved with care); (b) personal/social (e.g., role of
family); (c) and physician (e.g., quality of communication).3,11 In
these studies, Blacks/African Americans reported several
additional factors, including discrimination in the health care
system, religion and faith in God, and the need for a physician
who understands their symptoms and complaints. In addition,
mistrust of the health care system in generalmight contribute to
treatment preference and refusal of recommended care.12
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The relationship between social factors and treatment
preferences is also important to understand.5 Ferguson
identified a number of social contextual factors associated
with treatment preference, including discussions with family
members, knowing somebody who had the procedure, and
religious beliefs. Similarly, a study by Whittle and colleagues
found that knowing somebody who had undergone an invasive
cardiac procedure was related to increased willingness to
undergo a hypothetical invasive cardiac procedure if it was
recommended by a physician.13 In addition, religiosity and
attendance at religious services are important in treatment
decision making14 and may reflect an important source of
social support.15,16 Focusing on social contextual factors is
particularly useful given the benefits of interventions aimed at
social contextual variables and cardiac care. For example, an
intervention involving peer support increased participants’
self-care behaviors associated with the prevention of heart
disease.17

The purpose of the current study was to expand upon prior
findings and examine how social contextual variables were
related to the actual receipt of cardiac catheterization among
Blacks/African Americans and Whites who were recommended
to have cardiac catheterization by their physician, while
simultaneously controlling for clinical and sociodemographic
factors that are also known to influence procedure use. We
hypothesized that social contextual variables would account
for at least some of the race differences in the receipt of
recommended cardiac catheterization, after adjusting for other
known confounders.

METHOD

Study Setting and Sample

The study methodology has been described in detail else-
where.1 Briefly, the study was conducted at five large, urban,
academically-affiliated Department of Veterans Affairs (VA)
Medical Centers with on-site catheterization laboratories
(Houston, Pittsburgh, Atlanta, Durham, St. Louis). A prospec-
tive cohort of patients likely to have coronary artery disease
was established by screening the results of all cardiac nuclear
imaging studies performed between August, 1999, and January,
2001. Nuclear imaging study results were considered positive if
there was any evidence of reversible cardiac ischemia (evidenced
by reversible defects or redistribution). A total of 1,045 (23%
African American, 77%White) patients were included in the final
overall baseline sample (a 76% response rate); we selected a
subsample for the present analysis.

We used a two-step process to identify patients recom-
mended for catheterization. First, we identified patients who
responded positively to an item asking if he or she was offered
the option of cardiac catheterization by their physician. Second,
we checked these patient reports against physicians’ reports of
referral for cardiac catheterization. Only patients whose self-
report and physician report both indicated that the patient was
offered the option of catheterization were included in the
current analyses. In total, 417 patients reported that they were
not given the option of catheterization, 187 were missing data
on this item, and 160 patients reported being given the option
of catheterization while their physician indicated that they were

not referred for cardiac catheterization. An additional 44
patients were excluded due to missing data on one or more of
the other study variables. The final sample consisted of 237
patients.

Procedure

Data were collected from two serially administered question-
naires which included non-overlapping content: one completed
within four weeks after the patient’s nuclear imaging study
and one completed after the patient reported having received
the nuclear imaging study results. Patients were contacted by
the study research assistant in person or by phone.

Measures

Sociodemographic Information. Patients were asked about
their age, education and self-reported race (0=White, 1=Black).

Clinical and Treatment Variables. Clinical and treatment
variables were collected by trained nurses who abstracted
each patient’s medical records. Clinical variables included
cardiac symptoms, and medical history (including prior
myocardial infarction, hypertension, diabetes, congestive
heart failure, renal dysfunction, and lung disease). Maximal
medical therapy was identified by using the definition used by
the American College of Cardiology/American Heart
Association guidelines for coronary angiography and the
management of patients with chronic stable angina.18,19 Data
regarding receipt of catheterization was also collected from
patients’ medical records. These variables were coded as 0=No
and 1=Yes. As part of the study questionnaire, patients were
also queried about their anginal symptoms, resulting in two
scores: anginal stability (0–100 with higher scores indicating
greater stability) and anginal frequency (0–100 with higher
scores indicating less frequency). Participants who reported no
angina received scores of 100 on both variables.

Social Contextual Variables. We included several social
contextual variables in our model. Social support was
assessed using three items: (a) satisfaction with family
relationships, (b) satisfaction with frequency of social contact
with friends and relatives, and (c) satisfaction with frequency of
contact with someone the patient trusts and can confide in.20

Respondents answered yes or no with scores reflecting the
number of items to which the respondent answered “yes.” This
scale had acceptable internal reliability for a brief scale among
Whites (Cronbach α=0.60) and Black/African Americans (α=
0.62). We also assessed whether patients knew any family or
friends who had a heart catheterization (0=No, 1=Yes), how
well they knew the person who gave him or her the nuclear
imaging results (1=Not at all to 5=Very well), if it would be hard
on their family if they were in the hospital for more than a
couple of days (1=Not at all to 5=Extremely so), and if their
family encouraged them to have a heart catheterization (1=Not
at all to 5=Extremely so). Marital status was assessed by self-
report and was coded as 0=Not Married, 1=Married. Finally,
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we assessed religiosity using one item asking about how often
patients attend religious services (1=Never/almost never, 8=
Daily/more often).

Analyses

Logistic regression models were fit to test the association of
social contextual variables with the receipt of heart catheter-
ization after accounting for other factors that might also
influence the outcome, as well as clustering of patients within
site of care. The first step of the model included the demo-
graphic variables of age, education, and race. The second step
added clinical (prior myocardial infarction, hypertension,
diabetes, congestive heart failure, renal dysfunction, anginal
frequency, anginal severity, and lung disease) and treatment
variables (maximal medical therapy). The third and final step
included the social contextual variables of marital status,
social support, familiarity with person who gave results,
knowing somebody who had catheterization, perceived diffi-
culty for family if patient was hospitalized, being encouraged
by family to have catheterization, and religiosity. The predictive
power of the models was examined by use of the area under the
ROC curve (C statistic). Values near 0.50 reflect a model with
no apparent accuracy, while a value of 1.0 reflects perfect
accuracy. Clustering of patients within site of care was not
significantly related to the outcome variable so it is not
reported for efficiency of presentation.

RESULTS

Sample characteristics are presented in Table 1. In terms of
race differences in clinical/treatment variables, fewer Blacks/
African Americans reported prior revascularization (22.9%)

compared to Whites (37.9%), but significantly more Blacks/
African Americans reported hypertension (91.7% versus
77.0%). There were also race differences in social contextual
variables, with significantly fewer Blacks/African Americans
reporting being married (47.9% versus 62.2%) or knowing a
family member or friend who had catheterization (62.5%
versus 78.8%). However, Blacks/African Americans reported
higher religiosity scores (M=6.18, SD=1.46) than Whites (M=
4.63, SD=2.13). Finally, among this subsample of patients
referred for catheterization, fewer Blacks/African Americans
ultimately received catheterization (77.1%) compared to
Whites (89.7%).

The logistic regression model revealed a number of associa-
tions with the likelihood of receiving catheterization among this
subsample of patients (see Table 2). The baseline model (C=
0.60) including the demographic variables of age, education,
and race indicated that Blacks/African Americans were signif-
icantly less likely than Whites to have catheterization (OR=
0.34; 95% CI, 0.15, 0.79). Age and education were not
associated with the likelihood of receiving catheterization.

Adding the clinical and treatment variables in the second
model (C=0.67) resulted in a slightly lower but still significant
OR for Blacks/African Americans (OR=0.31; 95% CI, 0.13,
0.75) compared to the first step of the model. However, none of
the clinical or treatment variables were related to the likelihood
of receiving catheterization.

In the third model (C=0.79), three of the social contextual
variables were related to the likelihood of receiving catheteriza-
tion. First, knowing somebody who had catheterization was
related to an increased likelihood of receiving catheterization
(OR=3.14; 95% CI, 1.13, 8.74). Second, higher levels of social
support were related to increased likelihood of catheterization
(OR=2.05; 95% CI, 1.17, 3.60). Third, higher scores on the item
assessing if family members encouraged the patient to have
catheterization were related to increased likelihood of receiving

Table 1. Sample Characteristics (N=237)

Black/African Americans N=48 Whites N=189 p-value

Sociodemographic variables
Age (mean and SD) 61.58 (10.67) 62.59 (9.55) 0.40
Education (mean and SD) 11.97 (2.68) 12.04 (2.61) 0.81

Clinical variables
Prior revascularization (% yes) 18.6 37.0 0.01
Prior MI (% yes) 23.5 34.7 0.06
Hypertension (%yes) 89.5 78.4 0.02
Angina (% yes) 70.6 72.8 0.69
Congestive heart failure (% yes) 17.4 16.3 0.87
Diabetes (% yes) 30.2 32.1 0.79
Lung disease (% yes) 20.0 24.9 0.39
Renal dysfunction (% yes) 15.1 10.2 0.25
Maximal medical therapy (% yes) 38.4 43.3 0.46
SAQ Anginal frequency (mean and SD) 60.72 (24.69) 60,60 (23.48) 0.99
SAQ Anginal stability (mean and SD) 48.33 (27.95) 51.08 (26.72) 0.48

Social contextual variables
Married (% yes) 50.0 63.3 0.03
Family/friend had catheterization (% yes) 61.6 80.5 0.01
Social support (mean and SD) 2.22 (0.87) 2.42 (0.85) 0.06
Procedure hard on family (mean and SD) 1.83 (1.27) 1.78 (1.23) 0.78
Familiar with person who gave results (mean and SD) 2.50 (1.51) 2.30 (1.41) 0.25
Family encouraged procedure (mean and SD) 1.93 (1.32) 2.32 (1.51) 0.03
Attend religious services (mean and SD) 6.08 (2.19) 4.16 (2.66) 0.01

Outcome variable
Receipt of catheterization (% yes) 66.3 81.5 0.03
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catheterization (OR=1.45; 95% CI, 1.02, 2.06). Interestingly,
the addition of social contextual variables into the model
resulted in the race variable becoming non-significant (OR=
0.46; 95% CI, 0.17, 1.29).

DISCUSSION

The purpose of this study was to examine the role of race and
social contextual variables on cardiac catheterization use
among patients who were recommended to receive the proce-
dure. Results from the models that adjusted for demographic
and clinical/treatment variables indicated that Blacks/African
Americans were less likely to receive catheterization than
Whites. However, this relationship became non-significant
when social contextual variables were added to the model,
suggesting that social contextual variables might play an
important part in the relationship between race and the receipt
of recommended cardiac catheterization, among those referred
for the procedure.

Our findings are consistent with the notion that social
contextual variables can influence the acceptability of medical
treatments.21 Three of the social contextual variables were
significantly related to the likelihood of receiving catheteriza-
tion. First, knowing somebody who had cardiac catheterization
was related to increased likelihood of receiving the recom-
mended treatment. This is consistent with previous qualita-
tive findings that knowing somebody who had a procedure
influenced cardiac patients’ treatment decision making.3

Second, having family members who encouraged the patient
to undergo cardiac catheterization was related to an increase
in the likelihood of actually undergoing the procedure. Again,
this finding supports previous findings indicating that family
members play an important role in cardiac treatment deci-

sions.3,22 Finally, overall social support was related to
increased likelihood of receiving catheterization. This finding
is similar to previous research that suggests that social
support is related to less aversion to invasive procedures
among Blacks/African Americans and Whites.21

Interestingly, none of the clinical variables included in our
model were related to the receipt of cardiac catheterization.
This finding may, however, be due to the homogeneous nature
of the sub-sample we examined. All of the patients in our
sample were recommended to have cardiac catheterization by
their physician. Thus, it is likely that the clinical character-
istics of the patients were already considered by the physician
prior to recommending catheterization, thus resulting in less
variability in clinical variables compared to the parent sample.

The reported results should be interpreted in the context of
the study limitations. First, our sample consisted of male
veterans using VA care, and the results may not generalize to
the general population. Second, although the items were from
established measures or were constructed based on findings
from focus groups,23 a number of the social contextual variables
were single items, which may limit their reliability and validity.
Third, the reasons for the patient not receiving the recom-
mended procedure are unknown. Fourth, the study was con-
ducted within the equal-access VA health care system, thus
perhaps limiting the generalizability of the findings to the
broader health care system where cost is a greater consider-
ation. Fifth, our sample did not include other minority groups
(e.g., Hispanic/Latinos) due to the focus of previous literature
on differences between Whites and Black/African Americans
and the lack of resources to recruit a sufficient number of
Hispanic/Latino patients, thus limiting the study generalizabil-
ity. Finally, we did not include physician characteristics in our
model because we chose to focus primarily on individual-level
factors that are related to the receipt of recommended care, and

Table 2. Factors Associated with the Receipt of Cardiac Catheterization Among Patients Referred for the Procedure (N=237)

Variable Model

1 2 3

Sociodemographic
Age 1.0 (0.96, 1.03) 1.00 (0.97, 1.04) 1.00 (0.96, 1.04)
Education 0.95 (0.83, 1.07) 0.94 (0.82, 1.08) 0.93 (0.81, 1.06)
Race 0.34 (0.17, 0.67)* 0.29 (0.14, 0.60)* 0.44 (0.19, 1.17)

Clinical
Prior revascularization 1.13 (0.52, 2.48) 0.94 (0.38, 2.93)
Prior myocardial infarction 1.02 (0.48, 2.18) 0.91 (0.39, 2.12)
Hypertension 1.57 (0.68, 3.62) 1.87 (0.72, 4.83)
Angina 0.78 (0.30, 1.99) 0.55 (0.19, 1.58)
Chronic heart failure 0.96 (0.36, 2.54) 0.93 (0.33, 2.64)
Diabetes 0.57 (0.29, 1.14) 0.55 (0.26, 1.18)
Lung disease 0.52 (0.25, 1.15) 0.44 (0.19, 1.03)
Renal dysfunction 0.44 (0.16, 1.23) 0.39 (0.14, 1.17)
Maximal medical therapy 0.80 (0.40, 1.62) 1.13 (0.51, 2.48)
Anginal frequency 0.99 (0.97, 1.02) 1.00 (0.98, 1.02)
Anginal stability 1.00 (0.99, 1.02) 1.00 (0.99, 1.01)

Social contextual variables
Married 0.84 (0.38, 1.85)
Family/friend had catheterization 3.83 (1.70, 8.65)*
Social support 2.77 (1.13, 2.80)*
Procedure hard on family 0.98 (0.74, 1.30)
Familiar with person who gave results 0.88 (0.67, 1.12)
Family encouraged procedure 1.43 (1.08, 1.90)*
Religiosity 0.92 (0.80, 1.06)

Area under the ROC curve 0.60 0.67 0.79

Note. *p<0.05.
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we also had only limited data on physician characteristics.
Factors such as communication skills, years of practice, and
patient volume (which we did not assess) might influence
patients’ decisions to undergo certain procedures.

Despite these limitations, the results of this study have
implications for the care of patients who are recommended to
receive cardiac catheterization. First, our results indicate that
physicians should consider the social context in which
patients make treatment decisions, and when facing resis-
tance from patients to adhering to recommendations, to
explore the possible negative influences of the patient’s social
system. For example, physicians could ask patients if family
and friends are encouraging a particular decision or behavior
or if they know anybody who had a similar procedure. Second,
the findings suggest that race differences in the likelihood of
undergoing a recommended procedure may be, at least in part,
due to social contextual variables, suggesting that clinical
treatment decision making processes might capitalize on social
contextual variables to encourage patients to have needed
procedures. For example, encouraging and assisting family
members to talk to patients about the benefits of cardiac
catheterizations could increase the chances that the patient
follows physician recommendations for such procedures. For
example, group interventions involving the patient and his or
her family could focus on the benefits of a particular procedure
and effective communication techniques for discussing medical
decisions (e.g., discuss concerns, treatment values). Likewise,
the finding that knowing somebody who has undergone cardiac
catheterization increased the likelihood of having the procedure
suggests that perhaps pairing patients with similar others who
have had the procedure (e.g. peer health educators) could
maximize the likelihood of the patient feeling more comfortable
with the procedure and thus deciding to have the procedure him
or herself. This might be particularly important among Black/
African Americans because, according to our data, they are less
likely to have family or friends who have undergone the
procedure.

CONCLUSION

Despite numerous efforts to understand race differences in
cardiac care, they remain persistent and widespread. Identify-
ing correlates of receiving recommended care could reduce
these disparities and maximize the likelihood that patients
undergo recommended cardiac procedures. Our results sug-
gest that social contextual factors are related to the likelihood
of receiving recommended care and that interventions aimed at
this dimension may help to reduce race differences in the
receipt of recommended care. Future research is needed to
verify these findings and to identify specific modifiable targets
for interventions aimed at increasing the likelihood of patients
receiving recommended cardiac care.
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Predictors of Timely Follow-Up After Abnormal
Cancer Screening Among Women Seeking Care
at Urban Community Health Centers
Tracy A. Battaglia, MD, MPH1; M. Christina Santana, MPH1; Sharon Bak, MPH1; Manjusha Gokhale, MA2;

Timothy L. Lash, DSc3; Arlene S. Ash, PhD4; Richard Kalish, MD, MPH5; Stephen Tringale, MD6;

James O. Taylor, MD7; and Karen M. Freund, MD, MPH1

BACKGROUND: We sought to measure time and identify predictors of timely follow-up among a cohort of racially/ethni-

cally diverse inner city women with breast and cervical cancer screening abnormalities. METHODS: Eligible women had an

abnormality detected on a mammogram or Papanicolaou (Pap) test between January 2004 and December 2005 in 1 of 6

community health centers in Boston, Massachusetts. Retrospective chart review allowed us to measure time to diagnostic

resolution. We used Cox proportional hazards models to develop predictive models for timely resolution (defined as defini-

tive diagnostic services completed within 180 days from index abnormality). RESULTS: Among 523 women with mammog-

raphy abnormalities and 474 women with Pap test abnormalities, >90% achieved diagnostic resolution within 12 months.

Median time to resolution was longer for Pap test than for mammography abnormalities (85 vs 27 days). Site of care,

rather than any sociodemographic characteristic of individuals, including race/ethnicity, was the only significant predictor

of timely follow-up for both mammogram and Pap test abnormalities. CONCLUSIONS: Site-specific community-based

interventions may be the most effective interventions to reduce cancer health disparities when addressing the needs of

underserved populations. Cancer 2010;116:913–21. VC 2010 American Cancer Society.

KEYWORDS: public health, women’s health, neoplasms, health services, internal medicine.

Despite increasing gains in cancer care,1 disparities in cancer outcomes are well documented for racial/ethnic minorities
and those of low socioeconomic status.2 InMassachusetts, non-Hispanic black women have higher mortality from breast can-
cer than their white counterparts (35.5 and 23.3 per 100,000, respectively).3 The age-adjusted cervical cancer incidence rates
in Massachusetts are 5.8 per 100,000 for white women, 9.2 for black women, and 13.1 for Hispanic women.4 Differences in
access to care along the entire cancer care continuum, from screening through diagnostic care to treatment and survivorship,
and barriers to using otherwise accessible care, may contribute to these disparities.

Parity in receipt of cancer screening has been achieved in many settings, including Massachusetts.5 The Centers for
Disease Control-funded National Breast and Cervical Cancer Early Detection Program provides millions of dollars annu-
ally to ensure that those most at risk have access to breast and cervical cancer screening.6 However, the prevention potential
of cancer screening requires timely diagnostic follow-up once an abnormality has been detected. Delays in diagnosis and
treatment as little as 3 months have been shown to increase recurrence7 and reduce survival rates.8,9 The belief that these
delays contribute to cancer disparities is evident in the emergence of innovative programs that aim to reduce delays in
receipt of cancer care services. In 2005, the National Cancer Institute’s Center to Reduce Cancer Health Disparities and
the American Cancer Society funded 9 programs to participate in a Cooperative Group (the Patient Navigation Research
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Program)10-12 to evaluate patient navigation interventions
to reduce time to diagnosis and treatment for at-risk
underserved populations with abnormal cancer screening
or newly diagnosed cancer.

The time it takes to complete diagnostic evaluation
varies widely, with the uninsured or underinsured and
racial/ethnic minorities often having the longest delays.13-18

Relevant literature is limited by a lack of consistency in
reported outcomes. Most studies are small, limited to a sin-
gle site of care, and include diverse socioeconomic strata.
Therefore, we sought to describe delays in receipt of diag-
nostic services for abnormal mammography and Papanico-
laou (Pap) test screening among inner city women seeking
care at 6 community health centers in Boston, which serves
as the baseline cohort for the Boston Patient Navigation
Research Program. These centers serve a high proportion of
the city’s racial and ethnic minority populations and those
of lower socioeconomic status.

MATERIALS AND METHODS

Study Design

This study was conducted to provide baseline estimates of
time to diagnostic resolution for a prospective multisite
intervention study, the Boston Patient Navigation
Research Program. One of 9 groups in the national
Patient Navigation Research Program Cooperative
Group,10-12 the Boston Patient Navigation Research Pro-
gram partnered with 6 independent community health
centers (CHCs) in Boston to perform the study. Concur-
rent baseline data were collected via retrospective medical
chart review to determine time to diagnostic resolution
for women with mammogram and Pap test abnormalities.
The Boston University Medical Center Institutional
Review Board reviewed and approved this study.

Study Population

Eligible subjects for the baseline Patient Navigation
Research Program cohort included adult women with an
abnormality detected by a screening Pap test or mammo-
gram performed between January 1, 2004 and December
30, 2005 at 1 of the 6 CHCs. Women were excluded if
they were pregnant or younger than 18 years of age at the
time of their abnormality. Eligible mammography results
included any Breast Imaging Reporting and Data System
(BIRADS) score indicating need for follow-up (BIRADS
0, 3, 4, and 5). Eligible Pap test results included any cellu-
lar abnormality indicating need for follow-up. These
include atypical squamous cells of undetermined signifi-
cance positive for human papillomavirus (ASCUS/

HPVþ), low-grade squamous intraepithelial lesion
(LGSIL), high-grade squamous intraepithelial lesion
(HGSIL), and carcinoma. All subjects with high-grade
abnormalities were included (BIRADS 4, 5; HGSIL), and
a random sample of low-grade abnormalities (BIRADS 0,
3; ASCUS/HPVþ; LGSIL) were used to reach a sample
of approximately 100 screened-positive women per site.
At sites with fewer than 100 eligible cases, all eligible sub-
jects were included.

Data Collection

Chart abstraction began in July 2006. If an abnormality
had not reached diagnostic resolution by the time of
abstraction, the patient’s chart was reviewed again, if nec-
essary, at least 365 days after the index event to ascertain
resolution. The majority of the abstraction was completed
using the electronic medical record; occasionally, missing
clinical data needed to be abstracted from the paper chart
(approximately 4%). One of 2 authors (M.C.S., S.B.)
then reviewed data abstraction forms for completeness, ac-
curacy, and internal consistency, and then entered the
data into a secure, password-protected study database.

Study Variables

Variables were selected based on both 1) availability in the
medical record and 2) consistency with the data dictionary
developed by the Design and Analysis Committee of the
National Cancer Institute Patient Navigation Research Pro-
gram, to enable future comparisons with data from other
Patient Navigation Research Programs.12

Independent Variables

Race/Ethnicity was documented in the electronic
medical record as mutually exclusive response values:
White, Black/African American, Asian, Native Hawaiian/
Pacific Islander, Native American/ Alaskan Native, His-
panic Latino, or Other. With the exception of White,
Black, and Hispanic, the remaining race categories were
collapsed into Other because there were too few subjects
in the individual racial categories to yield meaningful
analyses. For individuals in >1 category, only the first of
Hispanic, Black, White, or Other (in that order) was
used. Age was calculated from month and year of birth to
the date of the screening test. Different age categories
were used for the 2 screening populations; each screening
population was separately categorized into 1 of 4 clinically
relevant age groups. Primary Language was categorized as
English, Spanish, or Other. Primary care status was deter-
mined by the presence of a named physician appearing in
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the electronic medical record. Primary and secondary in-
surance as documented in the electronic medical record
were used to create the following 3 mutually exclusive cat-
egories: No Health Insurance, Publicly Financed Health
Insurance Only (Medicare and/or Medicaid as sole insur-
ers), or Some Form of Private Health Insurance.

Outcome Variables

Our primary outcome of interest was time from
index screening abnormality to diagnostic resolution.
Diagnostic resolution was defined as definitive tissue diag-
nosis (biopsy with pathology report) or clinical evaluation
(such as colposcopy) indicating no further need for evalu-
ation, in concordance with the Patient Navigation
Research Program.12 Clinical evaluation was included to
account for variation in clinical practices. Because of the
variability in the number of days to resolution, and the
likelihood of outliers that would result in skewed data, we
censored this outcome at a maximum of 180 days for out-
comes analyses. Because there are clinical implications to
delays as short as 90 days, the authors felt that a 180-day
cutoff for timely resolution has adequate clinical signifi-
cance.19,20 Subjects were categorized as having timely re-
solution if their diagnostic resolution occurred within 180
days from the index abnormality. For subjects eligible
because of a BIRADS 3 result, the earliest date for resolu-
tion or ‘‘time 0’’ began 6 months from the date of the
index abnormality, because clinical practice guidelines for
follow-up call for a repeat mammogram 6 months after
the index abnormality.21

Data Analysis

Subjects with abnormal mammogram and Pap tests were
analyzed separately. In addition to having 2 different clin-
ical screening programs, the 2 study populations differed
markedly by age, racial/ethnic distribution, and propor-
tion with a final diagnosis of cancer. Results are presented
in parallel here to provide the opportunity to see whether
particular CHCs are consistently better (or worse) than
others on both types of cancer screening follow-up.

Descriptive statistics were performed to report the
sociodemographic characteristics of the 2 study popula-
tions, and to determine median time to resolution and the
rate of resolution at different time cutoffs. We calculated
P values within CHC sites using analysis of variance for
continuous variables and chi-square for categorical
variables.

Univariate Cox proportional hazard ratios (HRs)
were generated to test the association of each subject char-

acteristic with ‘‘timely resolution,’’ such that larger haz-
ards ratios are associated with shorter time to resolution.
For our multivariate analysis, we predicted timely resolu-
tion using Cox-proportional hazards modeling. In the
final models, we included only those categorical variables
for which the group had a significant P value (<.05)
under a univariate Cox model. The CHC site with the
largest study enrollment was chosen as the referent group
in both cohort regression models for ease of comparison.
All analyses were conducted using SAS 9.1 (SAS Institute,
Cary, NC). A 2-sided P value <.05 was considered statis-
tically significant for reporting associations. We hypothe-
sized that systems issues were extremely important, that is,
CHC site was a key explanatory variable, not a con-
founder. To see if nesting with CHCs had confounded
the relationship between patient factors (which differed
substantially across CHCs) and timely resolution, we also
performed regressions treating CHC as a hierarchical clus-
tering variable. Because these analyses did not change any
of our findings, they are not reported. Thus, we did not
conduct analyses within strata as defined by CHC site.

RESULTS
A total of 997 women were included in the study (523
with mammogram and 474 with Pap test abnormality).
Tables 1 and 2 display subject characteristics by CHC site
for mammogram and Pap test subjects, respectively. The
different age distributions for each cohort reflect recom-
mended screening guidelines for that cancer site. For both
screening groups, the majority were nonwhite, with 19%
to 27% Hispanic, 33% to 34% black, and 11% to 14%
other. Less than 1=3 had private health insurance. In each
screening group, about 1=3 spoke a language other than
English as their primary language; Spanish was the most
common non-English language spoken (about 15%). The
majority of screening abnormalities were low grade in
their suspicion for cancer, including BIRADS 0 (67%)
and BIRADS 3 (25%) for mammogram and LGSIL
(87%) for Pap test subjects.

Subjects across CHCs differed significantly on all
demographic characteristics, reflecting the singular popu-
lations specific to the communities they serve. For exam-
ple, the proportion of black subjects ranged from 3% to
88% across the 6 CHCs. Those sites with largely white
populations, as demonstrated by Health Center D, which
had 92% white subjects, also had the lowest rate of private
health insurance (9%), demonstrating a socioeconomi-
cally disadvantaged group. Although the data are not
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shown here, we know that this CHC serves a largely
immigrant, Albanian population.

During the 1-year of follow-up, 20 breast and 4
gynecological cancers were diagnosed from the abnormal
screening tests. Most cancers occurred in patients whose
index abnormality was high grade, including BIRADS 4
or 5 on mammography (11 breast cancers), and carci-
noma on Pap test (all 4 gynecologic cancers). The remain-
ing breast cancers occurred in women with a low-grade
index mammogram result, including BIRADS 0 (8 can-
cers) and BIRADS 3 (1 cancer).

Time to diagnostic resolution by screening abnormal-
ity is displayed in Table 3. Overall, median time to resolu-
tion was shorter for mammogram abnormalities compared
with Pap test abnormalities (median Day 27 vs Day 85,
respectively). Ninety-two percent of all mammogram
abnormalities achieved diagnostic resolution by 180 days,
compared with only 65% of Pap test abnormalities. How-
ever, almost all abnormalities were resolved within 12

months (97% of mammogram and 93% of Pap test abnor-
malities). Time to resolution differed by screening abnor-
mality; subjects with high-grade mammogram lesion
(BIRADS 4,5) had the longest median time to resolution
(36 days), followed by BIRADS 0 (28 days). This same pat-
tern was not observed for high-grade Pap test abnormalities;
HGSIL had the shortest time to resolution (median Day
56) compared with the lower grade Pap test lesions ASCUS/
HPVþ and LGSIL (median Day 89 and Day 84, respec-
tively). We found little variability across CHCs in the time
to diagnostic resolution for a breast abnormality (data not
shown). Median time to resolution ranged from 24 to 30
days across CHCs. Minimal increase in proportion of
resolved abnormalities was noted beyond 6 months for
abnormal mammography screening; increases in diagnostic
resolution rates from 6 to 12 months across CHCs ranged
from 0% to 8%. In contrast, resolution of Pap test abnor-
malities was more variable across CHCs, with a median
time to resolution range of 59 to 181 days, with as many as

Table 1. Demographic Characteristics of Subjects With Abnormal Mammograms in the Boston PNRP Baseline Cohort by Study
Site

Characteristics Community Health Center Site, No. (%) Pa

All A B C D E F

Total 523 71 (14) 107 (20) 36 (7) 106 (20) 99 (19) 104 (20)

Age, y �.001

30-40 23 (7) 8 (11) 10 (9) 2 (6) 7 (7) 0 (0) 8 (8)

41-50 274 (52) 27 (38) 44 (41) 15 (42) 39 (37) 99 (100) 43 (41)

51-64 161 (31) 25 (35) 40 (37) 14 (39) 33 (31) 0 (0) 40 (38)

651 65 (12) 11 (15) 13 (12) 5 (14) 27 (25) 0 (0) 13 (13)

Race �.001

Hispanic 99 (19) 24 (34) 16 (15) 3 (8) 4 (4) 43 (44) 9 (8)

Black 171 (33) 2 (3) 25 (23) 12 (33) 3 (3) 38 (38) 91 (88)

White 195 (37) 38 (53) 43 (40) 10 (28) 98 (92) 3 (3) 3 (3)

Otherb 58 (11) 7 (10) 23 (22) 11 (31) 1 (1) 15 (15) 1 (1)

Language �.001

Spanish 75 (14) 16 (23) 11 (11) 2 (6) 3 (3) 37 (38) 6 (6)

English 333 (64) 47 (66) 71 (66) 25 (69) 85 (80) 23 (32) 73 (70)

Otherc 115 (22) 8 (11) 25 (23) 9 (25) 18 (17) 30 (30) 25 (24)

Insurance �.001

No insurance 221 (42) 12 (17) 63 (59) 13 (36) 44 (42) 41 (42) 48 (46)

Public 188 (36) 30 (42) 31 (29) 14 (39) 52 (49) 30 (30) 31 (30)

Private 114 (22) 29 (41) 13 (12) 9 (25) 10 (9) 28 (28) 25 (24)

BIRADS score �.001

0 352 (67) 42 (59) 91 (85) 24 (67) 77 (72) 67 (68) 51 (49)

3 130 (25) 16 (23) 15 (14) 8 (22) 23 (22) 21 (21) 47 (45)

4, 5 41 (8) 13 (18) 1 (1) 4 (11) 6 (6) 11 (11) 6 (6)

PNRP indicates Patient Navigation Research Program; BIRADS, Breast Imaging Reporting and Data System.
aEach P value is from a chi-square test for independence between the distribution of the row categorical variable and the community health center site.
bAny race other than Hispanic, black, or white. Due to differences in race/ethnicity reporting, numbers for collapsed racial/ethnic categories are unavailable.

Assignment is to 1 category only, with each category dominating the category below it.
cAny language other than English or Spanish. Includes Albanian, Arabic, French, Greek, Italian, Polish, and Portuguese.
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an additional third of diagnostic resolution completed
between 181 and 365 days after the index abnormality. Ex-
amination of differences in race showed greater variation by
CHC than by racial category (data not shown).

Tables 4 and 5 present the univariate and multivari-
ate findings from the Cox proportional hazard models
predicting timely resolution for mammogram and Pap
test abnormalities, respectively. Univariate analysis of sub-
jects with abnormal mammograms found that CHC and
BIRADS designation were significantly associated with
timely resolution, but neither composite variable was stat-
istically significant in the multivariate (Table 4). How-
ever, there were still intergroup differences, with CHC C
(HR, 1.56; confidence interval [CI], 1.02-2.38) and
CHC F (HR, 1.41; CI, 1.02-1.95) more likely to have
timely resolution compared with referent group CHC A,
and BIRADS 0 abnormalities less likely to have timely re-
solution (HR, 0.79; CI, 0.64-0.98) in comparison to BIR-
ADS 3 abnormalities.

Univariate analysis of subjects with abnormal Pap
tests found CHC, race, insurance status, and language to
be significantly associated with timely resolution (Table
5). In the multivariate model, CHC was the only compos-
ite variable predicting timely resolution (P<.001). Inter-
group differences found 3 sites, CHC C (HR, 0.39; CI,
0.24-0.64), CHC E (HR, 0.53; CI, 0.35-0.81), and CHC
F (HR, 0.40; CI, 0.26-0.62), significantly less likely to
have timely diagnostic resolution compared with referent
group CHC A. In addition, although insurance status was
not significant as a composite predictor, those with no
health insurance (HR, 0.71; CI, 0.51-0.98) were less
likely to have timely follow-up compared with those with
private insurance.

DISCUSSION
This study describes delays in diagnostic resolution after
an abnormal breast or cervical cancer screening test among
a representative population of primarily minority, urban

Table 2. Demographic Characteristics of Subjects With Abnormal Pap Tests in the Boston PNRP Baseline Cohort by Study Site

Characteristics Community Health Center Site, No. (%) Pa

All A B C D E F

Total 474 86 (18) 50 (11) 49 (10) 92 (19) 98 (21) 99 (21)

Age, y .10

18-21 92 (19) 14 (16) 11 (22) 11 (22) 16 (17) 17 (17) 23 (23)

22-25 151 (32) 25 (29) 21 (42) 13 (27) 35 (38) 32 (33) 25 (25)

26-35 130 (27) 27 (31) 15 (30) 7 (14) 25 (27) 28 (29) 28 (28)

361 101 (21) 20 (23) 3 (6) 18 (37) 16 (17) 21 (21) 23 (23)

Race �.001

Hispanic 129 (27) 40 (46) 8 (16) 2 (4) 9 (10) 60 (61) 10 (10)

Black 160 (34) 4 (5) 21 (42) 25 (51) 4 (4) 30 (31) 76 (77)

White 121 (26) 23 (27) 12 (24) 6 (12) 75 (82) 1 (1) 4 (4)

Otherb 64 (14) 19 (22) 9 (18) 16 (33) 4 (4) 7 (7) 9 (9)

Language �.001

Spanish 71 (15) 31 (36) 5 (10) 1 (2) 4 (4) 24 (25) 6 (6)

English 317 (67) 44 (51) 34 (68) 36 (73) 73 (80) 51 (52) 79 (80)

Otherc 86 (18) 11 (13) 11 (22) 12 (25) 15 (16) 23 (23) 14 (14)

Insurance �.001

No insurance 210 (44) 6 (7) 29 (58) 22 (45) 36 (39) 71 (73) 46 (47)

Public 129 (27) 24 (28) 9 (18) 18 (37) 46 (50) 15 (15) 17 (17)

Private 135 (28) 56 (65) 12 (24) 9 (18) 10 (11) 12 (12) 36 (36)

Cervical abnormality .43

Low graded 414 (87) 71 (83) 46 (92) 45 (92) 80 (87) 83 (85) 89 (90)

High gradee 60 (13) 15 (17) 4 (8) 4 (8) 12 (13) 15 (15) 10 (10)

Pap indicates Papanicolaou.
aEach P value is from a chi-square test for independence between the distribution of the row categorical variable and the community health center site.
bAny race other than Hispanic, black, or white. Due to differences in race/ethnicity reporting, numbers for collapsed racial/ethnic categories are unavailable.

Assignment is to 1 category only, with each category dominating the category below it.
cAny language other than English or Spanish. Includes Arabic, Irish, Polish, and Portuguese.
dIncludes Pap test results: atypical squamous cells of undetermined significance/human papillomavirusþ and low-grade squamous intraepithelial lesion.
eIncludes Pap test results: high-grade squamous intraepithelial lesion, carcinoma.
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women from a homogeneous socioeconomic strata most
at risk for adverse cancer outcomes. The diversity in race/
ethnicity across the 6 CHCs is typical of the heterogeneity
of populations who receive healthcare at urban safety net
institutions.22-24 After a full year of follow-up, diagnostic
resolution for all cancer screening abnormalities reached
over 90%; however, significant delays existed in those
screening abnormalities most likely to lead to a breast can-
cer diagnosis. Site of care, rather than any sociodemo-
graphic characteristic of individuals including race/
ethnicity, was the only significant predictor of delay in
both cancer screening groups.

We found that any racial/ethnic differences in
timely diagnostic resolution were explained by differences
in site of care, suggesting that observed differences in timely
follow-up may be primarily because of systems issues
within each CHC rather than differences in the popula-
tions served. These findings are in contrast to much of the
published literature, which repeatedly report minority
race/ethnicity to predict delays in diagnostic
care.8,13,15,16,18,25-27 This inconsistency may be explained
by the homogeneity in socioeconomic status of this cohort,
as suggested by the low rates of private health insurance,
even among white subjects—a factor that often confounds
racial comparisons. Comparisons to this literature are thus
limited by differences in study populations, such that many
published studies include diverse socioeconomic strata
with various methods of controlling for socioeconomic sta-
tus.8,15,16 One study did identify location of care as an im-
portant determinant of timely follow-up16; however,
another study including exclusively uninsured and under-
insured women did not include such analyses.13

In our study, CHCs with more timely resolution
outcomes for a cancer screening test often had delayed re-

solution for the other cancer screening test. This reinfor-
ces the presence of systematic issues within CHCs such
that a CHC may have systems to address a particular
screening disease, but lack resources for another screening
disease. This difference may reflect resource constraints of
CHCs and how they prioritize their population’s health-
care needs. Although each of the 6 CHC sites had similar
resources, such as on-site screening mammography and
colposcopy services, programmatic and staffing differen-
ces surely existed yet were not measured. Observed differ-
ences may reflect systems put in place to reach patients
who are at highest risk for delayed follow-up (eg, systems
tailored to enhance follow-up of cervical cancer screening
abnormalities). The same CHC may not be equipped to
handle the systems issues for an older population of breast
screening abnormalities.

An alternative explanation for differential outcomes
by cancer screening site may be inherent differences in the
clinical care for breast and cervical cancer screening.
Women screened for breast cancer are willingly participat-
ing with forethought; the woman must come to the radi-
ology facility, usually after having made an appointment.
This may even be reinforced by the media attention paid
to breast cancer screening. In contrast, cervical cancer
screening may happen during another healthcare or fam-
ily planning visit, and may not have been purposeful. In
fact, the literature shows improved adherence with cervi-
cal cancer screening in vulnerable populations when the
screening is done during urgent care visits,28 yet finds lon-
ger delays in follow-up care after screening is done in these
urgent care settings.29

Finally, subjects across CHCs may differ on their
perceptions of cancer risk, which could affect their timely
resolution of cancer screening. Although some studies

Table 3. Uncensored Time to Resolution by Type of Screening Abnormality in the Boston PNRP
Baseline Cohort

Abnormality No. Median Days to
Resolution
(Q1, Q3)

% Resolved
at 6 Months

% Resolved
at 12 Months

Mammogram 27

All 523 27 (15, 52) 92 97

BIRADS 0 352 28 (20, 56) 92 97

BIRADS 3 130 11 (2, 37) 89 94

BIRADS 4, 5 41 36 (10, 57) 95 100

Pap test 85

All 474 82 (45, 174 ) 65 93

Low grade 414 85 (47, 174) 65 93

High grade 60 56 (34, 175) 65 92

PNRP indicates Patient Navigation Research Program; Q, quartile; BIRADS, Breast Imaging Reporting and Data System.
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have found differences in the perception of cancer risk in
the different ethnic populations,30 survey data from the
same health centers failed to identify differences in cancer
risk perception (T. A. Battaglia et al, unpublished data).

We found sociodemographic characteristics of study
subjects to differ substantially across CHCs, reflecting the
sociocultural differences among populations served at
health centers within the same zip code. Even within
CHCs, we found differences in sociodemographic charac-
teristics for the 2 cancer screening populations, reflecting
generational shifts in the community populations given
the changing composition of modern cities and immigra-
tion patterns. These findings are particularly important
given the emerging role of the community health center

model in caring for the country’s most vulnerable popula-
tions.22-24,31 Our findings highlight the potential diver-
sity both across and within CHCs, underscoring the need
to understand the specific sociodemographics of the pop-
ulations served.

Well over 90% of our subjects achieved diagnostic
resolution, supporting the Institute of Medicine’s 2002
recognition of the importance of CHCs in increasing
access to care and in improving health outcomes for all
patients, especially minorities.32 Our findings also sup-
port the notion that absence of racial disparities may be
related to CHCs’ culturally sensitive practices and com-
munity involvement—features that other primary care
settings may lack—and speaks to the success of CHC

Table 4. Predictors of Timely Resolution of Mammography
Abnormalitya in the Boston PNRP Baseline Cohort

Characteristic Univariate,
HR (95% CI)

Multivariate,
HR (95% CI)

Pb

Age, y
30-40 1.05 (0.70, 1.59)

41-50 0.78 (0.59, 1.02)

51-64 0.79 (0.58, 1.06)

651 (ref) —

Race
Hispanic 1.03 (0.28, 1.33)

Black 1.11 (0.89, 1.38)

White (ref) —

Other 1.22 (0.90, 1.66)

Language
Spanish 0.90 (0.79, 1.17)

English (ref) —

Other 0.86 (0.69, 1.08)

Insurance
No insurance 0.88 (0.68, 1.12)

Public 0.98 (0.80, 1.20)

Private (ref) —

BIRADS .10

0 0.79 (0.64, 0.98)c 0.79 (0.64, 0.98)c

3 (ref) — —

4, 5 0.86 (0.60, 1.32) 0.94 (0.65, 1.36)

CHC site .11

A (ref) — —

B 1.27 (0.92,1.74) 1.34 (0.97, 1.86)

C 1.50 (0.99,2.28) 1.56 (1.02, 2.38)c

D 1.25 (0.91, 1.72) 1.28 (0.93, 1.77)

E 1.04 (0.75, 1.43) 1.05 (0.76, 1.46)

F 1.42 (1.04, 1.96)c 1.41 (1.02, 1.95)c

PNRP indicates Patient Navigation Research Program; HR, hazard ratio; CI,

confidence interval; ref, reference; BIRADS, Breast Imaging Reporting and

Data System; CHC, community health center.
a Larger hazards ratios are associated with shorter time to resolution.
bP value is from a chi-square test for model fit between the row categorical

variable and the outcome.
c Statistically significant finding.

Table 5. Predictors of Timely Resolution of Pap Test
Abnormalitya in the Boston PNRP Baseline Cohort

Characteristic Univariate,
HR (95% CI)

Multivariate,
HR (95% CI)

Pb

Age, y
18-21 0.79 (0.55, 1.12)

22-25 0.88 (0.64, 1.20)

26-35 1.05 (0.77, 1.44)

361 (ref) —

Race/ethnicity .35

Hispanic 1.20 (0.90, 1.61) 1.36 (0.87, 2.11)

Black 0.62 (0.46, 0.84)c 1.10 (0.74, 1.65)

White (ref) — —

Other 0.90 (0.63, 1.31)

Language .24

Spanish 1.82 (1.35, 2.45)c 1.35 (0.88, 2.08)

English (ref) — —

Other 1.18 (0.88, 1.59) 1.22 (0.89, 1.67)

Insurance .09

No insurance 0.84 (0.62, 1.12) 0.71 (0.51, 0.98)c

Public insurance 0.71 (0.54, 0.93)c 0.77 (0.58, 1.04)

Private (ref) — —

Pap test
Low grade —

High grade 1.2 (0.83, 1.63)

CHC site <.001

A (ref) — —

B 0.62 (0.41, 0.93)c 0.70 (0.44, 1.11)

C 0.37 (0.24, 0.57)c 0.39 (0.24, 0.64)c

D 0.69 (0.49, 0.96)c 0.76 (0.52, 1.12)c

E 0.55 (0.39, 0.77)c 0.53 (0.35, 0.81)c

F 0.34 (0.24, 0.50)c 0.40 (0.26, 0.62)c

PNRP indicates Patient Navigation Research Program; HR, hazard ratio; CI,

confidence interval; ref, reference; CHC, community health center.
a Larger hazards ratios are associated with shorter time to resolution.
bP value is from a chi-square test for model fit between the row categorical

variable and the outcome.
c Statistically significant finding.
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models in improving health outcomes for these most vul-
nerable patients.23,33,34

It is important to note that we found the longest
delays in follow-up occurred among those most likely to be
diagnosed with breast cancer (BIRADS 0, 4, or 5), although
this was not true for Pap test abnormalities. This may reflect
inherent differences in perception of meaning for different
cancer screening abnormalities, including fear of possible
cancer. Alternatively, it may reflect system issues in access-
ing timely breast imaging. Although there is no consensus
regarding how long a delay ultimately impacts outcomes, it
is clinically feasible that these delays may be a mechanism
for the persistent gap in cancer outcomes for vulnerable
populations. As such, they speak to the need for commu-
nity-based interventions targeting such at-risk groups.
Patient navigation, an emerging model to address cancer
health disparities, is an example of a promising commu-
nity-based approach to address this gap.11,12

This study has several limitations, principally that
data were collected by retrospective chart review at a single
institution for each subject. Specifically, we were limited
by CHC record keeping for the years 2004 through 2006;
therefore, subjects who achieved diagnostic resolution
outside the system will be misclassified as unresolved. In
addition, other site-level measures, such as specific fund-
ing resources for site-specific cancer programs, were not
available from the medical record review. Demographic
information was collected at the time of chart abstraction,
whereas the abnormality had occurred earlier; thus, for
example, our insurance information may not reflect the
status at the time the abnormality occurred. We are
unaware of any major changes to healthcare coverage in
the state during this time period. Provider-level cluster
analyses were not performed, as the study sites were not
provider-specific systems.

Conclusions

This study found that delays in diagnostic resolution after
an abnormal screening test in an urban safety net system
are most strongly associated with site of care. Our data
support the need for community-based interventions,
such as patient navigation, which are culturally targeted,
to close the gap in cancer health disparities.
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The Clock Is Ticking: The Case for
Achieving More Rapid Control of
Hypertension

Dan R. Berlowitz, MD, MPH;1,2 Stanley Franklin, MD;3

Start low, go slow for many years has been the
paradigm guiding drug treatment of hyperten-

sion. Patients start on low doses of a single medi-
cation; if control is not achieved the dosage is
gradually increased or additional medications are
started. Yet studies persistently show that by this
method the majority of patients with hyperten-
sion do not achieve adequate blood pressure con-
trol.1 While there are many reasons, including
patient nonadherence with recommended thera-
pies and resistant hypertension,2,3 a growing liter-
ature highlights the role of therapeutic inertia.4,5

Consistent with the go slow paradigm, patients
with elevated blood pressures are seen repeatedly
by clinicians but therapy is not intensified. As a
result, many patients with inadequate blood pres-
sure control are treated with only one or two
antihypertensive medications, often at low dos-
ages, for prolonged periods.

The evidence now suggests that to improve car-
diovascular outcomes, we require a new paradigm
that emphasizes rapid achievement of blood pres-
sure control.6 We believe that central to this para-
digm should be an explicit expectation of the

timeframe in which blood pressure control should
be achieved. While existing guidelines increasingly
emphasize the use of drug combinations to achieve
more rapid control, they are surprisingly quiet on
this issue of time to control. The Seventh Report of
the Joint National Committee on Prevention,
Detection, Evaluation, and Treatment of High
Blood Pressure recommends: ‘‘once antihypertensive
drug therapy is initiated, most patients should
return for follow-up and adjustment of medications
at approximately monthly intervals until the blood
pressure goal is achieved,’’ and that more frequent
visits will be necessary for patients with stage 2
hypertension.1 Recently published guidelines from
the European Society of Hypertension and Euro-
pean Society of Cardiology make no reference to
the time between follow-up visits or to achieve con-
trol.7 We now argue for an explicit expectation
that anticipates blood pressure control within
3 months of initiating therapy.

BENEFITS OF ACHIEVING RAPID BLOOD
PRESSURE CONTROL
Recent hypertension clinical trials with major car-
diovascular endpoints have highlighted two key
facts about blood pressure control. First, early dif-
ferences in achieved blood pressures among com-
parative treatment arms, even when managed by
experienced clinician-investigators, are not easily
eliminated despite continuing efforts to reach speci-
fied targets. Thus, initial failure to treat aggressively
makes it less likely that control will ever be
achieved. Second, the resulting small differences in
achieved blood pressures account for significant dif-
ferences in clinical event rates.
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One strong example of this was the Antihyper-
tensive and Lipid-Lowering Treatment to Prevent
Heart Attack Trial (ALLHAT), in which high risk
hypertensive patients randomized to diuretic-based
treatment had persistently lower blood pressures
than those starting with either an angiotensin-
converting enzyme (ACE) inhibitor or a calcium
channel blocker.8 The resulting blood pressure
inequalities among the treatment groups, which
were most prominent in the early study months,
remained throughout the 5 year trial despite
repeated exhortations to investigators to seek blood
pressure control.

The effects on major cardiovascular endpoints of
the speed and completeness of blood pressure con-
trol were explored in the Valsartan Antihyperten-
sive Long-Term Use Evaluation (VALUE) trial.9 In
a cohort of hypertensive patients at high cardiovas-
cular risk, a calcium channel blocker achieved
greater blood pressure reductions in the early part
of the study than an angiotensin receptor blocker,
which persisted for the 5-year duration of the
study. This difference in achieved blood pressure
appeared to account for significant differences in
clinical events; when patients from the two study
groups were matched on the basis of identical
achieved blood pressures as well as other key clini-
cal and demographic features, there were no end-
point differences between the treatments.10 The
importance of achieving systolic blood pressure
control (<140 mm Hg), regardless of drug assign-
ment, within the study’s initial 6-month treatment
titration period was also demonstrated. Subsequent
fatal and nonfatal cardiovascular events were shar-
ply lower, with a hazard ratio of 0.75 in patients
achieving blood pressure control as compared with
those who did not.9 Indeed, there was an indication
that blood pressures achieved by just 1 month of
study treatment were predictive of outcomes during
the following 5 years.

Another high profile hypertension outcomes study
affected by early blood pressure differences between
treatment groups was the Anglo-Scandinavian Car-
diac Outcomes Trial (ASCOT) in which the amlodi-
pine-perindopril arm had a 5.9 ⁄2.4 mm Hg lower
blood pressure at 3 months compared to atenolol-
bendroflumethiazide.11 This trial was stopped earlier
than planned when the safety committee noted that
mortality and other endpoints were higher in
patients randomized to b-blocker ⁄ thiazide treatment
than in those randomized to calcium channel block-
er ⁄ACE inhibitor treatment. At least part of these
differences in event rates could be explained by the
differences in blood pressure control.11

SAFETY OF RAPID BLOOD PRESSURE
CONTROL
A concern when starting antihypertensive therapy is
an excessive fall in blood pressure. Certainly, this
was an issue with the drugs used 3 or 4 decades
ago that worked primarily by interrupting the sym-
pathetic nervous system. The traditional injunction
to start low, go slow was appropriate with drugs
that could produce dizziness and postural hypoten-
sion. This concern, however, is less justified with
modern drugs. For instance, in the registration stud-
ies performed with the combination of irbesartan
and hydrochlorothiazide in patients with severe
hypertension (baseline diastolic blood pressures
>110 mm Hg), there were few symptomatic com-
plaints when therapy was started with this combi-
nation.12 In only 3 out of 328 patients was
hypotension observed, and even then only after
protocol-mandated up-titration to the maximum
dose in patients who had already achieved major
blood pressure reductions with the starting dose. A
further study in patients with less severe hyperten-
sion provided additional reassurance.13 Despite
lower baseline blood pressure values, there was a
similarly low incidence of observed hypotension,
again only after mandated titration to the maxi-
mum combination dose. A recent report of a clini-
cal trial in which hypertensive patients were
exposed to initial therapy with maximum doses of
a calcium channel blocker ⁄angiotensin receptor
blocker combination has provided further confirma-
tion of safety.14

Safety concerns may be especially great in elderly
populations with isolated systolic hypertension—a
group with the lowest rates of blood pressure con-
trol and the greatest absolute benefit with effective
blood pressure reduction.1 Although lower initial
medication doses may sometimes be indicated to
minimize symptoms in elderly hypertensive patients,
ultimately most will require and tolerate standard
doses and multiple drugs to reach blood pressure
targets. In the Hypertension in the Very Elderly
Trial (HYVET) (�80 years), combination therapy
was used in almost 3 out of 4 participants because
of the difficulty in achieving goal blood pressure
even though the target systolic blood pressure was
<150 mm Hg, and side effects were no more fre-
quent than in the control group.15 There are no
randomized clinical trials to date supporting lower-
ing systolic blood pressure below 140 mm Hg in
elderly patients.16

Monotherapy with a diuretic, as recommended
in past and present guidelines for initiation of ther-
apy, may in fact create greater safety issues than
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starting with a combination. Diuretics can produce
hypovolemia, creating a risk of acute hypotension
when blockers of the renin-angiotensin system are
later added. Thiazides as single agents can also
cause unwanted metabolic changes like hypokale-
mia or hyperglycemia, which are at least partly
prevented by concomitant treatment with renin-
angiotensin system blockers.17

FEASIBILITY OF ACHIEVING BLOOD
PRESSURE CONTROL WITHIN 3 MONTHS
Results from early clinical trials may have mislead-
ingly conveyed the impression that blood pressure
control cannot be achieved despite years of therapy.
In ALLHAT, control was achieved in 66% of
patients after 5 years of follow-up.8 However, con-
trol rates were only 50% at 6 months and 55% at
1 year. Moreover, even in the rigorous setting of
this clinical trial, failures to intensify therapy
despite inadequate control were frequent and it was
judged ‘‘very likely that better blood pressure con-
trol rates could have been achieved if therapy were
intensified more consistently for persistent systolic
blood pressures �140 mm Hg.’’8

Higher rates of control in shorter time periods
have been seen in more recent clinical trials. For
example, a recent review of 9 clinical trials high-
lighted that among hypertensive patients with dia-
stolic blood pressures between 95 and 110 mm Hg,
control (<140 ⁄90 mm Hg) was achieved within
8 weeks for 74.6% of patients initiating valsartan
160 mg plus hydrochlorothiazide and in 84.8%
starting valsartan 320 mg plus hydrochlorothiazide,
without any additional titrations.18 Among patients
with uncontrolled hypertension on monotherapy in
the Irbesartan ⁄HCTZ Blood Pressure Reductions in
Diverse Patient Populations (INCLUSIVE) trial, use
of a combination angiotensin receptor blocker ⁄ thia-
zide diuretic with a single dose titration resulted in
overall control rates of 69% in 18 weeks; control
rates were considerably higher in the 70% of the
study population without diabetes and its stricter
definition of blood pressure control.19 In the Avoid-
ing Cardiovascular Events in Combination Therapy
in Patients Living With Systolic Hypertension
(ACCOMPLISH) trial, a comparison of the two
drug combinations benazepril plus hydrochlorothia-
zide and benazepril plus amlodipine, with dose
increases of the study medications after 1 and
2 months of therapy, control rates in excess of
70% were achieved by 3 months.14 With additional
medication increases after 3 months, control rates
in the US cohort in ACCOMPLISH reached 78%
by 6 months.

Common to these newer trials is the initiation of
therapy with two antihypertensive drugs and man-
dated dose increases if control is not achieved
within several weeks. The need for initial combina-
tion therapy is particularly important for grade 2
hypertension and in patients with diabetes and
chronic renal disease, with its lower target goal of
<130 ⁄80 mm Hg.1 Even with combination ther-
apy, achieving blood pressure control in 3 months
or less may be difficult. It will require multiple vis-
its, as often as every 2 weeks, in order to monitor
blood pressure and the impact of therapy intensifi-
cation. This becomes practical and safe as forced
titration experience, such as the irbesartan ⁄ thiazide
combination studies to rapidly control severe and
moderate hypertension, have shown that approxi-
mately 60% of the blood pressure reduction can be
obtained within 2 weeks of initiating therapy.12,13

IMPLICATIONS OF AN EXPLICIT
EXPECTATION FOR RAPID BLOOD
PRESSURE CONTROL
Care for hypertensive patients will need to be chan-
ged to meet this expectation. Along with the
broader use of combinations, physician practices
will need to be organized so as to allow the
rescheduling of hypertensive patients on intervals as
short as 2 weeks. Home self-measurement of blood
pressure will be especially useful for assessing
responses to antihypertensive medications, improv-
ing patient adherence, and helping to diagnose
white-coat effects and masked hypertension20,21;
the former requires restraint in medicating and the
latter perhaps more aggressive therapy than indi-
cated by office blood pressure readings.22,23 A
home blood pressure monitor with a graphic dis-
play of weekly control rates was associated in one
study with more rapid blood pressure control than
a standard monitor.24

An explicit expectation for blood pressure con-
trol within 3 months could have a number of bene-
ficial effects on hypertensive patients. It would
likely lead to more rapid and better blood pressure
control with resulting reductions in cardiovascular
morbidity and mortality. Achieving blood pressure
control earlier may reduce the overall need for fre-
quent office visits later, and hence, reduce overall
costs. Such an expectation is easily measurable and
could be readily incorporated into a national per-
formance measure. Quality improvement efforts
focusing on this measure would promote further
improvements in care through the audit and
feedback of clinicians’ practices. However, there
also could be detrimental effects. Patients with
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hypertension could be overmedicated, although
home blood pressure monitoring might minimize
this problem. Inclusion as a quality measure may
be associated with unintended consequences such
as the diversion of resources away from other
important aspects of care.25 Holding clinicians
accountable to a 3-month threshold could also
penalize clinicians providing excellent care to very
difficult to control patients.26 Groups developing
national quality measures will need to carefully bal-
ance the benefits and risks of incorporating this
expectation into formal measures.

CONCLUSIONS
We believe that the balance of the evidence sup-
ports changing the paradigm of hypertension treat-
ment and implementing an expectation that blood
pressure control will be achieved within 3 months
of starting medication therapy. Such an explicit
expectation would help guide clinicians and provide
a benchmark for which they could strive. Start low,
go slow should no longer serve as the model
guiding drug therapy of hypertension. To maxi-
mize reductions in cardiovascular events, care for
patients with severe or complicated hypertension
should, right from the start, anticipate the more
forceful and frequent interventions now supported
by clinical trial evidence. Move fast, take control
should now guide clinicians’ management of hyper-
tension.
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Abstract—Many veterans receive rehabilitation services in 
Department of Veterans Affairs (VA) nursing homes. Efficient 
methods for the identification of active diagnoses could facili-
tate care planning and outcomes assessment. We set out to 
determine whether diagnostic data from VA databases can be 
used to identify active diagnoses for Minimum Data Set 
(MDS) assessments. We evaluated diagnoses being considered 
for inclusion in MDS version 3.0 and present in at least 15% of 
a sample of VA nursing home residents. A research nurse fol-
lowing a standardized protocol identified active diagnoses 
from the medical records of 120 residents. A clinical nurse also 
identified active diagnoses in 58 of these patients. Inpatient 
and outpatient diagnoses from the VA National Patient Care 
Database were identified for the past year. We calculated 
kappa, sensitivity, and specificity values, considering the 
nurses’ assessments the gold standard. We found that kappa 
values comparing research nurses and databases were gener-
ally poor, with only 8 of the 19 diagnoses having a value >0.60. 
Levels of agreement between the clinical nurse and administra-
tive data were generally similar. We conclude that VA adminis-
trative data cannot be used to accurately identify active 
diagnoses for nursing home residents. How best to efficiently 
collect these important data remains uncertain.

Key words: active diagnosis, care planning, Community Liv-
ing Centers, comorbidity, Minimum Data Set, nursing homes, 
outcomes data, rehabilitation, risk adjustment, veterans.

INTRODUCTION

Rehabilitation for patients with disabilities is increas-
ingly being provided in skilled nursing facilities [1], now 
known in the Department of Veterans Affairs (VA) as 
Community Living Centers (CLCs). Critical to assessing 
and improving the quality of this rehabilitation care is a 
comprehensive understanding of resident outcomes [2]. 
Outcomes data may be used to profile CLCs on the qual-
ity of their care and to identify benchmarks for best prac-
tices within the entire VA. In the examination of 
outcomes, risk adjustment helps ensure that any observed 
variations reflect differences in care rather than differ-
ences in patient mix. Risk adjustment for rehabilitation 
outcomes should incorporate many different patient-mix 
factors, including sociodemographics, functional status, 

Abbreviations: CLC = Community Living Center, ICD-9-CM =
International Classification of Diseases-9th Revision-Clinical 
Modification, MDS = Minimum Data Set, TIA = transient 
ischemic attack, VA = Department of Veterans Affairs.
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cognitive ability, and sensory function [3–4]. A number 
of studies have also shown that comorbidities are an 
important patient risk factor to consider when adjusting 
on rehabilitation outcomes [5–7]. Capturing information 
on comorbidities will then be essential for the develop-
ment of an outcomes tracking system for VA rehabilita-
tion patients residing in CLCs.

Information on comorbidities is available on all nurs-
ing home residents, including those in VA CLCs, through 
the Minimum Data Set (MDS). This comprehensive resi-
dent assessment system was developed in response to the 
1986 Institute of Medicine report on improving care in 
nursing homes [8] and includes information necessary for 
care planning. Specific sections address topics such as 
physical function, cognition, behavior, health conditions, 
and disease diagnoses. However, concerns have long 
been raised about the use of MDS data for purposes such 
as quality assessment and research [9–10]. In part, these 
concerns have been fueled by questions about the reli-
ability of resident assessments, and studies have shown 
that the correlation among specially trained nurse asses-
sors on various items may be low [11]. The Disease 
Diagnoses section of the MDS, which contains informa-
tion on important comorbidities, has been viewed as 
especially difficult, in part because of the requirement 
that only active diagnoses be recorded. This requirement 
reflects the importance of the MDS in care planning, 
where knowledge of active diagnoses, as opposed to all 
diagnoses, is critical. Active diagnoses are defined as 
those that have a relationship to the resident’s current 
functional status, cognitive status, mood or behavioral 
status, treatments, monitoring plan, or prognosis. The 
recently completed Data Assessment and Verification 
project, performed for the Centers for Medicare and 
Medicaid Services, identified Disease Diagnoses as one 
of the most common sections for discrepancies, mostly 
because of diagnoses that were no longer active being 
recorded in the MDS.

VA has a wealth of diagnostic data in its National 
Patient Care Database. Because these data are generated 
from recent hospital, outpatient, or long-term care 
encounters between patients and clinicians, they may be 
an alternate source of information on active diagnoses for 
use on the MDS. Therefore, as part of a validation of the 
proposed MDS version 3.0, we examined the correlation 
between VA administrative data and diagnostic data 
recorded in the MDS. Specifically, for the MDS data, we 
used MDS assessments performed by both specially 

trained research nurses and clinical nurses as part of rou-
tine care. These results could help inform the accuracy of 
VA administrative data and whether it may replace 
assessments currently performed by clinical nurses.

METHODS

Study Setting and Sample
This study was a part of the larger VA MDS 3.0 pilot 

testing and validation study funded by the Health Ser-
vices Research and Development Service. Among the 
many goals of this study was to improve the accuracy of 
the diagnostic data collected during MDS assessments. 
Study participants were from four VA CLCs located in 
the northeast. At each CLC, residents were selected 
based on their being scheduled for their routine MDS 2.0 
assessment, which is typically done on admission, quar-
terly, and with significant changes in health status. As an 
additional exclusion criterion, residents could not be 
comatose. 

Minimum Data Set Assessments
Within 48 hours of the required MDS 2.0 assessment, 

either of two research nurses completed an additional 
pilot MDS 3.0 assessment. We used this pilot version of 
MDS 3.0 to collect information on active diagnoses. The 
Disease Diagnoses section of the pilot MDS 3.0 is similar 
to that of the currently used MDS 2.0 in terms of the spe-
cific diseases captured. However, a major change is the 
development of more detailed protocols to describe when 
a disease is active, where in the medical record this infor-
mation should be sought, and the time frame to be con-
sidered for activity. Thus, it stresses first determining 
whether the condition is present and then whether it is 
active. As an example, for heart failure, active disease 
requires a physician-documented diagnosis of heart fail-
ure plus one or more of the following: a physician note 
indicating active disease; a positive test, such as a chest 
X-ray, within the past 30 days indicating heart failure; 
signs or symptoms, such as dyspnea, attributed to heart 
failure; current medication treatment; or hospitalization 
for heart failure within the past 30 days. Specific Interna-
tional Classification of Diseases-9th Revision-Clinical 
Modification (ICD-9-CM) codes were assigned to each 
MDS 3.0 diagnosis to facilitate comparisons with adminis-
trative data.
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The trained research nurses conducted a detailed 
review of medical records to identify active diagnoses. 
These two research nurses had received extensive train-
ing in the use of MDS 3.0 and, in the case of the Disease 
Diagnoses section, had helped in the development of the 
criteria used to determine disease activity. Thus, the 
research nurses may be considered as the “gold standard” 
assessment. A total of 120 patients were evaluated by the 
research nurses.

Fifty-eight of these patients also had a pilot MDS 3.0 
assessment completed by the clinical team. Typically, 
these assessments were performed by the MDS coordina-
tor on the unit and were based on the assessor’s knowl-
edge of the resident, discussions at team meeting, and 
review of the medical records. These nurse-assessors had 
received more limited training in the use of the instru-
ment and could be considered to represent how the 
assessment would typically be completed in actual clini-
cal practice.

Department of Veterans Affairs Administrative Data
We used the VA National Patient Care Database to 

collect all ICD-9-CM codes from the year before the 
MDS 2.0 assessment for the 120 patients. We used ICD-
9-CM codes from hospital, outpatient, and long-term care 
settings. However, we excluded codes from nonclinician 
visits, such as laboratory or radiology. No diagnostic data 
were collected from non-VA sources such as Medicare.

Analyses
Separate analyses were performed for the research 

and clinical nurses. We examined those MDS 3.0 diag-
noses present in at least 15 percent of the patients when 
assessed by any source, whether research nurse, clinical 
nurse, or administrative data. Two-by-two tables were 
constructed for the presence or absence of each diagnosis 
in the nurse assessment and in the VA administrative data. 
Overall level of agreement between the two data sources 
was calculated for each diagnosis with use of the kappa 
statistic. Sensitivity and specificity were then calculated, 
with the nursing assessment as the gold standard. Thus, 
sensitivity described what proportion of patients identi-
fied by the nurse as having the disease was also identified 
as having the disease in the administrative data and speci-
ficity described what proportion of patients identified by 
the nurse as not having the disease was also identified as 
not having the disease in the administrative data.

RESULTS

Nineteen diagnoses were evaluated. For most diag-
noses, limited agreement existed between the research 
nurses and the administrative data (Table). In only eight 
diagnoses did the kappa value equal or exceed 0.60: 
uncomplicated diabetes mellitus, stroke/transient ischemic
attack (TIA), coronary artery disease, chronic heart fail-
ure, thyroid disorder, hemiplegia/paraplegia/quadriplegia, 
asthma/chronic obstructive pulmonary disease, and 
schizophrenia. For other diagnoses, the level of agree-
ment was generally poor, with a kappa level as low as 
0.18 for depression. Results were very similar when clin-
ical nurses were compared with administrative data 
(Table), again with only eight of the diagnoses having 
kappa values exceeding 0.60. Research and clinical 
nurses were also similar in terms of which diagnoses they 
had high and low levels of agreement on with administra-
tive data. The eight diagnoses with the highest kappa val-
ues (>0.60) for the research nurses included six 
diagnoses with the highest kappa values for the clinical 
nurses. The six diagnoses with low kappa values for the 
research nurses (<0.40) included the four with the lowest 
kappa values for the clinical nurses. No clear pattern was 
evident as to which diagnoses had high or low levels of 
agreement. Mental health disorders included the diag-
noses with the highest kappa value, schizophrenia, and 
the lowest kappa value, depression.

Sensitivity of administrative data compared with the 
research nurses varied considerably, ranging from 30 per-
cent for depression to 100 percent for both stroke/TIA 
and hemiplegia/paraplegia/quadriplegia. Low sensitivity 
indicates that diagnoses identified by the research nurse 
as present may not be listed in the administrative data. 
Specificity, in most cases, was better than sensitivity and 
varied less, with a range from 77 to 100 percent. High 
specificity indicates that the administrative data rarely 
listed diagnoses as present within the past year when the 
nurses indicated it was absent. Results from the clinical 
nurses were generally similar to the research nurses.

DISCUSSION

Accurate information on diagnoses is essential in 
care planning and tracking of outcomes of nursing home 
residents receiving rehabilitation. Numerous studies have 
confirmed the validity of the diagnostic data contained in 
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VA administrative records [12–14]. However, for nursing 
homes, the MDS requires that the diagnosis be not only 
present but active. This added requirement has not been 
previously examined in the VA. Given the difficulties 
clinical staff have in identifying active diagnoses, we 
hypothesized that VA administrative data might serve as 
a useful substitute in the completion of MDS for CLC 
residents.

Our results did not support this hypothesis. We found 
that the level of agreement, as reflected by kappa values, 
was generally low when we compared administrative 
data and research nurses. Kappa values were greater than 
or equal to 0.60 for only 8 of the 19 conditions. Tremen-
dous variability was also found in sensitivity and speci-
ficity of administrative data, although specificities were 
generally higher. This suggests that when diagnoses are 
listed in VA administrative data within the past year, they 
do reflect conditions that are active. Using a time frame 
longer than 1 year would be expected to increase the sen-
sitivity and reduce this specificity.

Results were not substantially different when we 
compared clinical nurses and administrative data. Levels 
of agreement were often poor, and for only eight condi-

tions was the kappa greater than 0.60. However, perhaps 
reflecting the fact that information in administrative data-
bases is generally derived from clinicians, specificity 
remained high.

Relatively few studies have examined whether 
administrative databases could replace clinicians’ assess-
ments on the MDS. In one study of Ontario nursing 
homes, the MDS often did not include many important 
diagnoses that had been present in the discharge diagno-
sis database from the preceding hospitalization [15]. Rea-
sons for these discrepancies were unclear but thought to 
possibly reflect the incomplete transfer of diagnostic 
information upon resident transfer between settings. 
Other studies have either compared different research 
nurses [11] or compared clinicians’ MDS assessments 
with trained assessors and standard protocols [16–17].

VA administrative data are generally felt to be more 
comprehensive than databases from other healthcare set-
tings. Thus, it is difficult to imagine that other databases 
would be better able to identify active diagnoses. Results 
from this study, then, would be applicable to MDS 
assessments outside the VA. However, our study did not 
use the additional diagnostic data available in Medicare 

Table.
Comparisons between administrative data and research and clinical nurses’ identification of nursing home residents’ active diagnoses. In 
calculating sensitivity and specificity, we considered nurses as “gold standard.”

Diagnosis in Administrative Data
Research Nurse Clinical Nurse

Kappa
Sensitivity 

(%)
Specificity 

(%)
Kappa

Sensitivity 
(%)

Specificity 
(%)

Arrhythmias (nonatrial fibrillation) 0.31 57 90 0.38 100 86
Coronary Artery Disease 0.65 68 94 0.72 80 91
Chronic Heart Failure 0.60 68 93 0.56 78 88
Hypertension 0.47 74 77 0.46 89 55
GERD/Peptic Ulcer 0.48 54 91 0.68 65 100
Benign-Prostatic Hypertrophy 0.52 57 93 0.59 64 94
Anemia 0.36 48 87 0.38 45 93
Uncomplicated Diabetes Mellitus 0.69 78 91 0.65 100 80
Arthritis 0.36 53 87 0.53 60 91
Stroke/TIA 0.77 100 93 0.90 92 98
Hemiplegia/Paraplegia/Quadriplegia 0.91 100 97 0.71 89 92
Dementia: Alzheimer Disease 0.47 57 96 0.62 100 91
Dementia: Non-Alzheimer Disease 0.37 34 97 0.31 36 92
Asthma/COPD 0.63 68 94 0.63 59 98
Cancer 0.35 80 83 0.59 80 84
Thyroid Disorder 0.67 55 100 0.46 50 96
Anxiety Disorder 0.50 55 95 0.48 50 94
Depression 0.18 30 87 0.20 33 85
Schizophrenia 0.94 94 99 0.85 100 96
COPD = chronic obstructive pulmonary disease, GERD = gastroesophageal reflux disease, TIA = transient ischemic attack.
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files. Studies have shown that incorporation of Medicare 
data improves the capture of comorbidity burden in vet-
erans who are dual users. The addition of this diagnostic 
data contained in Medicare files would be expected to 
increase sensitivity but reduce specificity; the effect on 
kappa values would be uncertain. Further studies would 
be required to determine whether additional diagnoses 
from Medicare would assist in the accurate identification 
of active diagnoses within the VA.

Several additional limitations of this study should be 
noted. We only examined four nursing homes located in 
the northeast. Results could differ in other locations. Our 
sample size was also relatively small, so the number of 
patients per diagnosis was low. Furthermore, several 
diagnoses from MDS 3.0 were excluded because they 
were present in less than 15 percent of the sample. We do 
not know whether administrative data would be better at 
coding these rare conditions.

While study results highlight that administrative data 
should not be used for the identification of active diag-
noses on the MDS, our results do not suggest how the 
identification of active diagnoses may be improved. Our 
assumption is that the research nurses most accurately 
identified active diagnoses because of their reliance on 
strict protocols of medical record reviews. Additional 
training of clinical nurses on completion of the MDS 
would then be required to ensure the most accurate infor-
mation on active diagnoses in nursing home residents. 
However, research nurses could miss important diag-
noses because of poor documentation. The Ontario study 
suggests that improved transfer of data from hospital 
stays could help improve the identification of MDS diag-
noses [15]. Given VA’s electronic medical records, we 
believe a lack of data on transfer is a less likely explana-
tion for our results. Additional studies are clearly indicated.

CONCLUSIONS

The MDS is a valuable tool for VA clinicians, man-
agers, and researchers working with rehabilitation 
patients in CLC settings. An important aspect of the 
MDS is the Disease Diagnoses section that provides 
information essential in care planning and outcomes 
measurement. Despite the importance of these data, stud-
ies have shown that clinical staff poorly identify active 
diagnoses when completing the MDS [16]. Our results 

suggest that administrative data cannot substitute for the 
assessments currently performed by VA clinicians.
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BACKGROUND: Prevalence of unhealthy alcohol use
among medical inpatients is high.
OBJECTIVE: To characterize the course and outcomes
of unhealthy alcohol use, and factors associated with
these outcomes.
DESIGN: Prospective cohort study.
PARTICIPANTS: A total of 287 medical inpatients with
unhealthy alcohol use.
MAIN MEASURES: At baseline and 12 months later,
consumption and alcohol-related consequences were
assessed. The outcome of interest was a favorable
drinking outcome at 12 months (abstinence or drinking
“moderate” amounts without consequences). The inde-
pendent variables evaluated included demographics,
physical/sexual abuse, drug use, depressive symptoms,
alcohol dependence, commitment to change (Taking
Action), spending time with heavy-drinking friends and
receipt of alcohol treatment (after hospitalization). Ad-
justed regression models were used to evaluate factors
associated with a favorable outcome.
KEY RESULTS: Thirty-three percent had a favorable
drinking outcome 1 year later. Not spending time with
heavy-drinking friends [adjusted odds ratio (AOR) 2.14,
95% CI: 1.14–4.00] and receipt of alcohol treatment [AOR
(95% CI): 2.16(1.20–3.87)] were associated with a favor-
able outcome. Compared to the first quartile (lowest level)
of Taking Action, subjects in the second, third andhighest
quartiles had higher odds of a favorable outcome [AOR
(95% CI): 3.65 (1.47, 9.02), 3.39 (1.38, 8.31) and 6.76
(2.74, 16.67)].
CONCLUSIONS: Although most medical inpatients with
unhealthy alcohol use continue drinking at-risk
amounts and/or have alcohol-related consequences,
one third are abstinent or drink “moderate” amounts
without consequences 1 year later. Not spending time
with heavy-drinking friends, receipt of alcohol treatment
and commitment to change are associated with this

favorable outcome. This can inform efforts to address
unhealthy alcohol use among patients who often do not
seek specialty treatment.

KEY WORDS: unhealthy alcohol use; medical inpatients; factors

associated with drinking and consequences.
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INTRODUCTION

Unhealthy alcohol use (alcohol consumption that increases the
risk of health consequences and includes abuse and depen-
dence) is a major public health concern1,2. In primary care
settings the prevalence of unhealthy alcohol use is 7 to 20% or
more, with most people not suffering from alcohol dependence3.
However, in medical hospital settings, the proportion of patients
with unhealthy alcohol use who meet the criteria for alcohol
dependence is high4. For example, in four general hospitals in
Germany, Freyer-Adam et al. found that 61% of inpatients with
unhealthy alcohol use had alcohol dependence5. In a large urban
safety-net hospital in the US (the sample for the current study),
the proportion was 77%4,6. As such, the problem of unhealthy
alcohol use in inpatient medical settings is likely to differ from
that in other (particularly outpatient) health care settings.

In general populations, the natural history of drinking among
those with dependence has been well studied, and social and
personal factors have been identified as predictors of natural
recovery. Epidemiologic studies indicate that there is a sub-
stantial proportion of individuals with alcohol dependence who
will be in recovery 12 months later7. Age and participation in
self-help or treatment affect the course of substance depen-
dence and male gender, depression, heroin and cocaine use,
divorce and low level of education are related to worse outcome8.
“Resolution” (abstinence for more than 2 years) has been linked
to heavier drinking practices and negative life events during the
year before the onset of abstinence9.

Nevertheless, the course of drinking and predictors of
favorable drinking outcome among medical inpatients are not
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well known. Describing both consumption and consequence
outcomes allows assessment of a range of outcomes among
diverse patients. It is of clinical interest among inpatients,
especially because some may choose a “moderate” drinking goal
during brief counseling sessions, and may do so without
negative consequences even if previously diagnosed with depen-
dence. Moderate drinking may be an appropriate goal if patients
can do so without consequences.

Understanding the course of unhealthy alcohol use and
predictors of favorable consumption and consequence outcomes
may help clinicians to tailor advice and treatment planning, and
to develop interventions for medical inpatients. The latter is
important given the lack of robust evidence for the efficacy of
brief interventions in this setting5,10,11.

Therefore, we studied a prospective cohort of medical inpa-
tients with unhealthy alcohol use to determine the course of
alcohol use and consequences, and factors associated with
favorable drinking outcomes, 1 year after hospitalization. We
hypothesized that factors such as male gender, low socio-
economic status, depression, physical or sexual abuse, illegal
drug use, presence of alcohol dependence and social pressure to
drink would be associated with unfavorable outcome, and
factors such as readiness to change and receipt of specialized
alcohol treatment (including self-help) would be associated with
favorable outcome.

METHODS

Data were collected by interview with medical inpatients at an
urban academic hospital who were drinking risky amounts of
alcohol [>14 standard drinks (14 g of pure alcohol)/week or ≥5
drinks on an occasion for men, >11 drinks/week or ≥4 drinks
on an occasion for women and persons aged over 65 years].
This cohort was prospectively followed for 1 year. Subjects
were participants in a randomized trial of a single brief
motivational interviewing counseling session (compared with
no brief motivational counseling); the intervention had no
significant effect on drinking or alcohol consequences6.

Research associates approached all patients aged ≥18 whose
physicians did not decline the contact. Individuals fluent in
English or Spanish who gave consent were asked to complete a
screening interview. Eligibility criteria were: currently drinking
risky amounts (as above), two contacts to assist follow-up, no
plans to move from the area for the next year and a Mini-Mental
State Examination score of ≥21. During the screening interview,
subjects completed a 1–10 visual analog scale for readiness to
change (“How ready are you to change your drinking habits”).
Subjects who refused participation were more likely to be Black
(45% vs 31%) and to drink greater amounts of alcohol (median
24 vs 18 drinks per week) compared to eligible subjects who
enrolled, but were similar regarding readiness to change
measured on a 1–10 visual analog scale.

At study entry we assessed demographics, principal admit-
ting and alcohol-attributable medical diagnoses (by medical
record review), alcohol use disorder diagnosis [assessed using
the Composite International Diagnostic Interview (CIDI) Alcohol
Module]12,13, education, homelessness, heroin use, cocaine use,
physical or sexual abuse before the age of 18, and whether or
not the subject spent time with heavy or problem drinkers
(reflecting social pressure to drink). Not spending time with
heavy-drinking friends was assessed with the question “How
many of the people you spend time with are heavy or problem

drinkers?” and later dichotomized into none vs. any. Baseline
measures of health-related quality-of-life (QOL) [Short-Form
Health Survey, Physical Component Summary (PCS) score]14,
depressive symptoms, and readiness to change alcohol use
[problem recognition and commitment to change drinking with
the “Perception of Problem” (range 10–50) and “Taking Action”
(range 6–30) scales, respectively] were also used. These latter
two scales were determined based on a factor analysis of the
Stages of Change Readiness Treatment and Eagerness Scale
(SOCRATES) in this sample15. The Taking Action scale ques-
tions assess both actions to facilitate change that already
occurred and commitment to change, with a higher score
indicating a higher level of having taken action and commitment
to change16. At 12 months, receipt of treatment since study
entry was assessed by self-report [hospital detoxification, any
treatment for alcohol problems (including counseling or thera-
py), Alcoholics Anonymous meetings, self-help, mutual help or
other 12-step programs for alcohol problems or medication
prescribed by a physician to prevent them from drinking]. At
study entry and 12 months later, we assessed alcohol con-
sumption with a validated 30-day calendar method (Timeline
Followback)17 and alcohol-related consequences with the Short
Inventory of Problems (SIP)18. The outcome of interest was
favorable drinking at 12 months, defined as abstinence or
drinking “moderate” amounts [i.e., less than at-risk amounts,
defined above except >7 (not 11) drinks per week was the cutoff
for women and the elderly] without consequences. The outcome
definition was based on a procedure described and validated by
Cisler and Zweben19–21 that classified drinkers according to two
factors: whether they drank at-risk amounts and whether they
experienced alcohol-related consequences. This composite out-
come index was created to capture a broader range of clinically
relevant outcomes, knowing that patients with unhealthy
alcohol use may choose to keep on drinking but at lower levels
and without suffering from alcohol-related consequences.

The following factors were tested: education, marital status,
homelessness, physical or sexual abuse before the age of 18,
heroin or cocaine use, elevated depressive symptoms, presence
of alcohol dependence, readiness to change measure, spending
timewithheavy-drinking friends and receipt of alcohol treatment
after hospitalization (evaluated at the 12-month assessment).

Confounders were defined a priori based on literature and
clinical experience, and included: age, gender, race/ethnicity,
randomization group, PCS and drinking (drinks per day, past
30 days) at study entry. We included a measure of drinking at
study entry as a confounder because alcohol consumption level
is known to be one of the strongest predictors of subsequent
drinking.

Analyses

We used an iterative model-building procedure to identify
factors associated with favorable drinking. Each factor of
interest was entered in a separate model adjusted for potential
confounders (i.e., in “minimally adjusted models”): age, gender,
race/ethnicity, randomization group, physical health-related
QOL (PCS score), presence of an alcohol-attributable principal
diagnosis at hospital admission and drinks per day at study
entry. The potential confounders were selected a priori based
on literature and clinical experience.

Prior to regression modeling, we assessed bivariate correla-
tions between all independent variables and covariates. To
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avoid potential collinearity, no pair of variables with Spearman
correlation coefficient >0.40 was included in the same model.
Because it was correlated with other factors of interest (drinks
per day, past 30 days, r=0.54; alcohol dependence, r=0.54;
receipt of alcohol treatment, r=0.44; depressive symptoms, r=
0.44), the Perception of Problem (PP) scale was excluded from
further analyses. Since other work suggests that the PP scale
and other variables reflecting perception of alcohol problems
are markers of severity and since the PP scale was correlated
with other better markers of severity, we excluded it from
further multivariable analyses. We nevertheless report unad-
justed models for PP, since measures of perception of alcohol
problem are often used in the literature. No other pairs were
correlated >0.40. In an unadjusted logistic regression model,
subjects in the highest quartile (highest level) of PP had 2.21
(95% CI: 1.07, 4.56) times the odds of an unfavorable drinking
outcome compared to the lowest quartile.

Factors significantly associated with the drinking outcome
at an alpha level of 0.05 in these “minimally adjusted models”
were included together in a single multivariable model along
with confounders. Factors that were no longer significant at an
alpha level of 0.05 in the multivariable model were removed
one at a time to obtain the final model.

All analyses were adjusted for randomization group (i.e.,
assignment to brief intervention) at baseline. Analyses were
performed using SAS software (version 9.1; SAS Institute,
Cary, NC).

RESULTS

Of the 5,813 patients screened, 986 were drinking risky
amounts. Of these, 462 were not eligible for entry into the
cohort, and 183 were eligible but declined. Of the 341 subjects
who were eligible and consented to be in the cohort, 287 (84%)
had complete data at 12 months and were included in these
analyses. The baseline characteristics of the 287 subjects are
presented in Table 1. The five most prevalent principal
diagnoses at hospital admission were: rule out myocardial
infarction (n=50), pancreatitis (n=31), cellulitis (n=20), asth-
ma (n=19) and pneumonia (n=19). Subjects who completed
the 12-month follow-up did not differ significantly (alpha level
0.05) from those lost to follow-up with respect to the baseline
characteristics presented in Table 1.

At 12 months, most subjects (63%) were drinking risky
amounts, 29% were abstinent, and a few were drinking
moderate amounts (with or without consequences) (8%). At
12 months, 33% had a favorable drinking outcome [i.e., they
were abstinent (29%) or drinking moderate amounts without
consequences (4%)] (Fig. 1).

Table 2 presents unadjusted logistic regression models for
all factors of interest and confounders, and the final model
developed from the iterative model building procedure. Elevat-
ed depressive symptoms, Taking Action, not spending time
with heavy-drinking friends and receipt of alcohol treatment
after hospital discharge were associated with a favorable
drinking outcome in both unadjusted and “minimally adjusted
models.” These four variables were entered simultaneously
with the a priori defined potential confounders in an adjusted
logistic regression model. The depressive symptom variable
was no longer significant in the multivariable model (p=0.2)
and was therefore excluded from the final model. In the final
model (Table 2), compared to the first quartile (lowest level) of

Taking Action, subjects in the second, third and highest
quartile had 3.65 (95% confidence interval, 1.47, 9.02), 3.39
(95% CI 1.38, 8.31) and 6.76 (95% CI 2.74, 16.67) times the
odds of a favorable drinking outcome, respectively. Not spend-
ing time with heavy-drinking friends [adjusted odds ratio
(AOR) 2.14; 95% CI 1.14, 4.00] and receipt of alcohol treatment
after hospital discharge during the past year (from baseline to
12-month assessment; AOR 2.16, 95% CI 1.20, 3.87) were
associated with a favorable drinking outcome. The Hosmer and
Lemeshow chi-square test suggested acceptable model fit of
the final logistic regression model (p=0.73).

DISCUSSION

We investigated unhealthy alcohol use outcomes and factors
associated with a favorable drinking outcome (abstinence or
moderate drinking without consequences) at 12 months in
opportunistically screened medical inpatients who were not

Table 1. Characteristics at Study Entry of 287 Medical Inpatients
Identified by Screening with Unhealthy Alcohol Use

Characteristics

Age, mean (SD) 44.4 (10.6)
Female, n (%) 86 (30)
Currently married, n (%) 32 (11.2)
Education (years), mean (SD) 11.9 (2.5)
Homelessness, n (%) 73 (25)
Race/ethnicity
African-American, n (%) 133 (46)
White, n (%) 108 (38)
Hispanic, n (%) 24 (8)
Other, n (%) 22 (8)
DSM IV Alcohol Diagnosis
Alcohol dependence, n (%) 223 (78)
Alcohol abuse, n (%) 13 (4)
No alcohol use disorder diagnosis, n (%) 51 (18)
Alcohol consumption (drinks per day, past 30 days),
mean (SD)

6.8 (8.9)

SOCRATES
Perception of Problem, mean (SD) 35.5 (11.1)
Taking Action, mean (SD) 21.2 (5.8)
Depressive symptoms (CES-D score ≥16), n (%) 203 (71)
Heroin or cocaine use (past 30 days), n (%) 74 (26)
Physical abuse before age 18, n (%) 116 (41)
Sexual abuse before age 18, n (%) 66 (23)
Not spending time with heavy-drinking friends
(less social pressure to drink), n (%)

84 (29)

Alcohol-attributable principal diagnosis
at hospital admission, n (%)

42 (15)

Receipt of alcohol treatment including self-help 127 (44.6)

Homelessness was defined as more than 1 night spent on the streets or
in a shelter over the past 3 months
SOCRATES: Stages of Change Readiness Treatment and Eagerness
Scale
DSM IV: Diagnostic and Statistical Manual of Mental Disorders, 4th edn
CES-D: Center for Epidemiologic Studies Depression scale
Alcohol-attributable diagnosis includes any of the following: acute
alcoholic cirrhosis of the liver, alcoholic cardiomyopathy, alcoholic
gastritis, alcoholic hepatits, alcohol intoxication, alcoholic liver damage,
alcoholic fatty liver, alcoholic pellagra, alcoholic polyneurpoathy, alcoholic
withdrawal, alcoholic withdrawal convulsion, alcoholic withdrawal
delirium, alcoholic withdrawal hallucinosis, other alcoholic psychosis,
alcoholic amnestic syndrome, other alcoholic dementia, alcoholic pancre-
atitis or other diagnoses considered alcohol-attributable by the investi-
gator (e.g., holiday heart, alcoholic ketoacidosis, alcohol-related
rhabdomyolisis)
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necessarily seeking specialty alcohol treatment. Most contin-
ued to drink amounts that risk health consequences and/or
have such consequences, but one third had a favorable
drinking outcome. Abstinence was the most likely favorable
drinking outcome. Few were drinking moderate amounts, with
or without consequences.

In 1976, Imber et al. studied the natural history of drinking
in male general hospital inpatients with alcohol dependence;
19% were abstinent 1 year later22. More than 30 years later, we
found a similar though higher proportion of abstinence. The
more favorable course might be due to a sample that consisted
not only of subjects with alcohol dependence (though absence
of alcohol dependence was not predictive of favorable drinking
outcome in our sample). In the National Epidemiologic Survey
on Alcohol and Related Conditions (NESARC), Dawson et al.
showed that among individuals with alcohol dependence, a
year later, 17.7% were drinking “low-risk” amounts, and
18.2% were abstainers; approximately half of those with a
favorable consumption outcome were still drinking7. Similarly,
Sobell et al., in two Canadian general population studies of
individuals with alcohol dependence, found that low-risk
drinking accounted for 40 and 60% of all cases of recovery7,23.
Yet in our study, even though some subjects did not have
alcohol dependence, favorable drinking outcome most often
consisted of abstinence. Although reasons for the different
observations are not clear, the setting and severity of the
general hospital sample likely account for them in part.

In primary care, where the prevalence of alcohol dependence
is lower, a similar proportion of screen-identified patients was
not drinking risky amounts 6 months later24. Similarly, in a
study of screening and brief intervention conducted among
inpatients with unhealthy alcohol use (without dependence),
46% of the controls did not report any alcohol problems
12 months later. On average, they decreased their daily alcohol
consumption by 24 g of alcohol (from 70 g). In most brief
intervention studies, a substantial decrease in drinking has
been observed in the groups that did not receive any interven-

Moderate
drinking with

consequences
4.5%

Moderate
drinking without
consequences

3.8%

Abstinent
28.9%

Drinking at-risk
amounts
62.7%

FAVORABLE : 32.8%

UNFAVORABLE : 67.2%

One year alcohol use and consequences in medical inpatients

Figure 1. Note: Alcohol consumption was assessed with the 30-day
Timeline Followback method. Alcohol consequences were assessed

with the Short Inventory of Problems (SIP). The SIP is a 15-item
questionnaire that assesses, over the past 3 months, the presence of

alcohol-related consequences in various dimensions: physical,
interpersonal, intrapersonal, impulse control and social responsibility.

Table 2. Associations with Favorable Drinking Outcome 1 Year After General Medical Hospitalization of 287 Patients with Unhealthy Alcohol
Use: Unadjusted and Final Logistic Regression Models

Unadjusted model Final model

OR 95% CI AOR 95% CI

Factors of interest
Education (for a 1 year difference) 1.100 0.992, 1.219
Currently married 0.651 0.280, 1.511
Homelessness 1.475 0.843, 2.582
Physical or sexual abuse before age 18 0.981 0.595, 1.616
Heroin or cocaine use 1.088 0.619, 1.914
Depressive symptoms (CES-D ≥ 16) 2.224 1.211, 4.081
Alcohol dependence 1.294 0.700, 2.392
Taking Action (lowest quartile = reference group)
2nd quartile 3.362 1.425, 7.930 3.645 1.473, 9.017
3rd quartile 3.222 1.376, 7.542 3.386 1.380, 8.308
Highest (4th) quartile 6.443 2.760, 15.043 6.758 2.740, 16.667
Not spending time with heavy-drinking friends 1.896 1.109, 3.241 2.137 1.142, 4.000
Receipt of alcohol treatment in the past 12 months 1.959 1.183, 3.247 2.160 1.204, 3.874

Possible confounders
Age (for a 1-year difference) 1.003 0.980, 1.027 0.992 0.964, 1.022
Gender (female) 1.113 0.648, 1.911 1.043 0.569, 1.912
Race/ethnicity (non-white vs white) 0.842 0.505, 1.406 0.676 0.375, 1.221
Randomization group (intervention) 0.977 0.593, 1.610 0.927 0.529, 1.625
PCS 0.987 0.959, 1.015 0.975 0.944, 1.007
Drinking at baseline (drinks per day) 1.008 0.981, 1.035 1.003 0.973, 1.035
Alcohol-attributable principal diagnosis at hospital admission 1.727 0.857, 3.479 2.153 1.005, 4.610

OR: odds ratio
AOR: adjusted odds ratio
CI: confidence interval
Taking Action: subscale of the Stages of Change Readiness Treatment and Eagerness Scale
CES-D: Center for Epidemiologic Studies Depression Scale
PCS: Physical component summary
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tion10,25–27. The course of unhealthy alcohol use tends to
involve self-change with or without formal help, with a
substantial proportion of individuals either abstaining or
drinking moderate amounts without consequences a year
later. These changes take place for individuals in the general
population and for individuals that have contacts with the
health care system. These changes may be due to self-change,
life events and experiences, notably the accumulation of
negative events, as well as assessment effects—all things that
happen regardless of interventions.

Few studies have investigated the course and factors
associated with outcomes of unhealthy alcohol use in medical
inpatients. Although people who enroll in trials differ from
those who do not, and although assessment effects can affect
outcomes, cohorts of subjects from randomized controlled
trials can provide some relevant information. In addition, we
identified factors associated with favorable drinking outcome:
Taking Action (a measure of actions towards facilitation of
change and commitment to change, which can be considered a
specific subcategory of readiness to change), not spending time
with heavy-drinking friends (which can be seen as a proxy
measure for the social pressure to drink) and receipt of alcohol
treatment over the past 12 months were positively associated
with a favorable drinking outcome. Even though usually
considered markers of severity or predictors of poor outcome,
and contrary to our hypotheses, a diagnosis of alcohol
dependence, drug use, low education level and homelessness
were not associated with drinking outcome8,28.

These results suggest the importance of commitment to
change and action toward facilitation of change as valuable
targets for interventions29. As shown in other studies, individ-
uals who tend to have some intention or commitment to
reduce their drinking when seen in a hospital will have a
better prognosis30. Self-report of receipt of alcohol treatment
between study entry and 12 months later was associated with
favorable drinking outcome. This supports the current knowl-
edge on treatment efficacy2,31,32. The observed positive predic-
tive effect of not having heavy-drinking friends on favorable
drinking outcome is also consistent with studies indicating the
negative impact of the social environment on drinking, notably
the impact of social pressure to drink and its negative impact
on relapse risk33. Our results add to the evidence that the
absence of a heavy-drinking social environment is associated
with a better drinking prognosis for individuals with unhealthy
alcohol use. Future research may explore relationships be-
tween alcohol use behaviors and social networks in order to
determine if the same social network effects found in tobacco
cessation can be identified for alcohol use34.

The fact that factors usually considered predictors of poor
outcome in outpatients (i.e., diagnosis of alcohol dependence,
drug use, low education level, homelessness, childhood phys-
ical or sexual abuse) were not associated with drinking
outcomes in our study is of interest. This may have been due
to a lack of power, or alternatively to intrinsic differences in
hospitalized patients and ambulatory patients with unhealthy
alcohol use. Specifically, our study of hospitalized patients
may have examined a more homogeneous and sicker popula-
tion than usually enrolled in general population studies.
Individuals with less severe social and health problems tend
to access the health care system less and were therefore less
likely to be included in our study. Notably, the present study
showed a high prevalence of alcohol dependence among

individuals with unhealthy alcohol use (i.e., most patients
who screened positive had alcohol dependence). Even though
the prevalence of dependence is usually high in screen-positive
hospitalized patients, the fact that the study population was
recruited at an urban safety net hospital may explain an even
higher prevalence. Nevertheless, our findings suggest that
these poor prognostic factors should not be seen as insur-
mountable obstacles when addressing unhealthy alcohol use
among medical inpatients.

Study limitations should be considered when interpreting
our findings. First, we evaluated the course of unhealthy
alcohol use in a sample of subjects that was included in a
randomized trial. It is unlikely that the intervention affected
our results since we controlled for it in analyses and the trial
had negative results. The subjects agreed to participate in a
study in which they could receive alcohol counseling. This
might have resulted in a selection of individuals more prone to
behavior change or more motivated to change; however, it
might also have led to selection of patients who were interested
in counseling because they thought they could not change
without it. Subjects who refused participation were similar to
subjects who participated regarding readiness to change
completed during the screening interview. Study subjects
may also have had courses not representative of natural
history due to assessment effects. If this is the case, then the
course of unhealthy alcohol use in medical inpatients would be
even worse than what we observed. Second, our study was able
to identify associations over time but was not designed to
study causation. This study is a secondary observational
analysis, thus observed associations may not be causal and
analyses may be underpowered. The latter may explain why
some factors were not significantly associated with drinking
outcome, though despite this possibility, other potentially
useful and easily assessable clinical factors were associated
with outcome. Third we grouped together various treatment
modalities and are therefore not able to distinguish between
them, though all are known to have efficacy31. The present
cohort was followed for 12 months. This could be seen as
short with regard to drinking outcomes. Our results should
be replicated in cohorts with longer follow-up and with
multiple assessment time points. Nevertheless, the literature
suggests that 12-month outcomes are indicative of longer
term functioning35,36.

This study has notable strengths. We used a large prospec-
tive sample identified by screening patients in a general health
care setting, with a high follow-up rate. Prospective observa-
tional studies are the ideal approach to studying the outcomes
and their predictors. Our subjects were well-characterized
using validated assessments. We also used a composite
outcome of drinking and consequences that has been validated
and that has clinical significance20,21.

Our results bring additional information to clinicians treat-
ing medical inpatients, a population where unhealthy alcohol
use is common. In this setting, one third of the patients will be
abstinent a year later. Thus, some optimism regarding the
natural history of alcohol use in this population is reasonable.
Our results also suggest that homelessness, drug use and
depressive symptoms, usually considered markers of severity
or predictors of poor outcome, may not have a large negative
impact on drinking outcome in medical inpatients. The
presence of these markers should not prevent clinicians from
addressing unhealthy alcohol use and should not lead them
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(or their patients) to have a pessimistic view of the drinking
prognosis.

The factors identified as being associated with favorable
outcome could be useful for clinicians, since they are poten-
tially amenable to change with clinician assistance. Clinicians
should therefore be encouraged to target commitment to
change in their discussions with patients and help them to
take actions towards change. Similarly, linking medical inpa-
tients with unhealthy alcohol use to alcohol treatment and
encouraging changes in their social environment to decrease
the social pressure to drink may increase the likelihood of a
favorable outcome. Since abstinence was the most likely
favorable outcome, clinicians should suggest to patients in
this setting that abstinence should remain the preferred
treatment goal. Clinicians should also keep in mind that
factors usually seen as predictive of poor outcomes may not
be obstacles among medical inpatients to the degree they may
be in other populations of patients with unhealthy alcohol use.
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a b s t r a c t

Objective: To understand patterns of alcohol consumption and baseline factors associated with favorable
drinking patterns among HIV-infected patients.
Methods: We studied drinking patterns among HIV-infected patients with current or past alcohol prob-
lems. We assessed drinking status in 6-month intervals. Based on National Institute on Alcohol Abuse and
Alcoholism guidelines a favorable drinking pattern was defined as not drinking risky amounts at each
assessment or decreased drinking over time. All other patterns were defined as unfavorable. Logistic
regression models were used to identify baseline factors associated with a favorable pattern.
Results: Among 358 subjects, 54% had a favorable drinking pattern with 44% not drinking risky amounts at
every assessment, and 11% decreasing consumption over time. Of the 46% with an unfavorable pattern, 4%
drank risky amounts each time, 5% increased, and 37% both decreased and increased consumption over
time. Current alcohol dependence and recent marijuana use were negatively associated with a favorable
pattern, while older age and female gender, and having a primary HIV risk factor of injection drug use
were positively associated with a favorable pattern.
Conclusion: Many HIV-infected adults with alcohol problems have favorable drinking patterns over time,
and alcohol consumption patterns are not necessarily constant. Identifying HIV-infected adults with a
pattern of risky drinking may require repeated assessments of alcohol consumption.

© 2010 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Alcohol use is common among human immunodeficiency
virus (HIV)-infected adults and has negative health consequences.
Over a third of HIV-infected veterans drink amounts associated
with health consequences (Samet et al., 2007a,b). In another
study, almost half of HIV-infected patients initiating primary care
reported a high probability of having an alcohol use disorder (had
two of more positive answers to the CAGE screening tool) (Mayfield
et al., 1974; Samet et al., 2004b). Unhealthy alcohol use (the spec-
trum from drinking risky amounts through alcohol dependence) is
more prevalent among HIV-infected patients than it is in the gen-
eral population (Lefevre et al., 1995; Conigliaro et al., 2003; Samet
et al., 2004b; Chander et al., 2006). Drug and unhealthy alcohol use
have been linked to HIV-disease progression, HIV risk behaviors,

∗ Corresponding author at: Alcohol Treatment Center, Mont-Paisible 16, 1011
Lausanne, CHUV, Switzerland. Tel.: +41 21 314 73 51; fax: +41 21 314 05 62.

E-mail address: nberthol@bu.edu (N. Bertholet).

and decreased adherence to antiretroviral therapy (Samet et al.,
2007a,b). In adults with alcohol use disorders, social and personal
factors (e.g., male gender, major depression, heroin use, cocaine
use, divorce, and less education) have been linked to a worse prog-
nosis (Moss et al., 2007). The environment has an impact on the
course of drinking too (e.g., social pressure to drink has been linked
with relapse among individuals with alcohol dependence) (Zywiak
et al., 2006a,b).

There is sufficient evidence to date (though not specifically
among those with HIV infection) to conclude that brief counseling
in the primary care setting for nondependent unhealthy alcohol
use can lead to a decrease in drinking (Bertholet et al., 2005; Kaner
et al., 2007), including among injection drug users (Stein et al.,
2002). Nevertheless, alcohol use disorders are often chronic con-
ditions characterized by recurrent episodes, and few prospective
studies have explored alcohol consumption over time. Since the
treatment of HIV infection requires longitudinal care, it gives clin-
icians repeated opportunities to address alcohol use. A greater
understanding of consumption over time in HIV-infected individu-
als with alcohol use disorders could help clinicians and researchers

0376-8716/$ – see front matter © 2010 Elsevier Ireland Ltd. All rights reserved.
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better address these problems. Therefore, in a prospective cohort
of HIV-infected adults with current or past alcohol problems (HIV-
Longitudinal Interrelationships of Viruses and Ethanol [HIV-LIVE]),
we studied patterns of alcohol consumption and factors associated
with those patterns.

2. Methods

Participants were recruited between August 2001 and July 2003 with follow-up
every 6 months through 2005. Recruitment occurred from a previous cohort study
(HIV-Alcohol Longitudinal Cohort), an intake clinic for HIV-infected patients, HIV
primary care and specialty clinics, a homeless respite facility, a methadone program,
study flyers, and referrals from physicians, other participants and social service
agencies (Samet et al., 2004a). Individuals were eligible if they had a documented
HIV antibody test by ELISA (confirmed by Western blot) and ≥2 positive answers to
the CAGE alcohol screening questionnaire (Mayfield et al., 1974) or an alcohol use
disorder diagnosis (lifetime) by a study physician clinical assessment. Participants
were fluent in either English or Spanish. Exclusion criteria were cognitive impair-
ment (score of <21 on the Mini-Mental State Examination) and inability to provide
informed consent (Folstein et al., 1975; Smith et al., 2006). The study was approved
by the Institutional Review Boards of Boston Medical Center and Beth Israel Dea-
coness Medical Center. Study participants who attended the baseline assessment
and at least 2 follow-up visits (total of 3 or more assessments) were included in this
analytic sample.

2.1. Outcome

The primary outcome of this study was having a favorable drinking pattern over
time. At baseline and at each follow-up visit, alcohol consumption was assessed
using a validated calendar method (30-day Timeline FollowBack) (Sobell and Sobell,
1995). Participants were classified at each assessment as abstinent, drinking below
or drinking above risky amounts (as defined by the National Institute on Alcohol
Abuse and Alcoholism [≥5 drinks/occasion or >14 drinks/week for men; 4 or 7 drinks,
respectively, for women and persons aged 65 and over]). Longitudinal drinking pat-
terns were summarized as favorable or unfavorable. A favorable drinking pattern
was defined as not drinking risky amounts at every observed study visit (i.e., absti-
nent or consistently drinking below risky amounts) or a decrease in the observed
drinking over time (e.g., from risky to not risky) with no observed increases. All
other drinking patterns were defined as unfavorable (i.e. consistently drinking risky
amounts, increase in drinking from not risky to risky amounts, or intermittent risky
drinking).

In addition, since it is uncertain whether risky amounts as defined in the general
population are appropriate definitions for HIV-infected adults, we evaluated the
secondary outcome continuous abstinence, defined as reporting abstinence at every
study visit.

2.2. Factors associated with drinking patterns

Factors of interest and potential confounders of these associations were assessed
at baseline (defined a priori based on published literature and clinical experience).
Marital status, homelessness (Kertesz et al., 2003), age, gender, race/ethnicity, pri-
mary HIV risk factor at the time of infection (injection drug use, men sex with men,
heterosexual sex), recent heroin, cocaine and marijuana use (past 12 months), any
attendance at Alcoholics Anonymous (AA) meetings (past 6 months), and whether
or not the individual spent time with people who drink alcohol (a measure of social
pressure to drink) were self-reported. Health-related quality of life was summarized
using the Mental Component Summary (MCS) and Physical Component Summary
(PCS) scores of the 12-item Short-Form Health Survey (Delate and Coons, 2000).
Past 6-month and lifetime diagnosis of alcohol dependence were assessed using the
Composite International Diagnostic Interview (World Health Organization, 1996).

We hypothesized that marital status, homelessness, AA attendance, and lack of
social pressure to drink would be associated with more favorable drinking pattern;
worse health-related quality of life and recent drug use would be associated with
an unfavorable pattern. Other variables were considered potential confounders.

2.3. Analysis

We determined the frequency and proportion of each drinking pattern based on
the observed data for each person. Multiple logistic regression models were fit to
identify baseline factors associated with a favorable alcohol consumption pattern
across time. The models adjusted for all factors of interest and potential confounders,
none of which were highly correlated (Spearman r > 0.40). The Hosmer–Lemeshow
test was used to assess model goodness-of-fit. All analyses were conducted using
two-sided tests and a significance level of 0.05. Analyses were performed using SAS
software (version 9.1; SAS Institute, Cary, NC).

Table 1
Baseline characteristics of a prospective cohort of adults with HIV-infection and
current or past alcohol problems [n = 358].

Age, mean (SD) 41.6 (7.4)
Female, n (%) 89 (24.9)
Race/ethnicity, n (%)

Black 157 (43.9)
White 119 (33.2)
Latino 63 (17.6)
Other 19 (5.3)

Homelessness, n (%) 84 (23.5)
Currently married, n (%) 22 (6.1)
Mental Component Summary score (MCS), mean (SD) 39.8 (11.4)
Physical Component Summary score (PCS), mean (SD) 43.5 (9.8)
Recent drug use (past 12 months), n (%)

Heroin use 88 (24.6)
Cocaine use 163 (45.5)
Marijuana use 133 (37.2)

Drinks per day, last 30 days, mean (SD) 1.8 (5.5)
Attended AA meeting, past 6 months, n (%) 203 (56.7)
Alcohol dependence diagnosis (current), n (%) 35 (9.8)
Alcohol abuse diagnosis (lifetime), n (%) 61 (17.0)
Alcohol dependence diagnosis (lifetime), n (%) 245 (68.4)
Baseline drinking status, n (%)

At risk drinking 114 (31.8)
“Moderate” drinking 41 (11.5)
Abstinent 203 (56.7)

Spending time with people who drink alcohol 219 (61.2)
(Social pressure to drink alcohol), n (%)
Primary HIV risk factor, at the time of infection, n (%)

Injection drug use 184 (51.5)
Men sex with men 82 (23.0)
Heterosexual sex 91 (25.5)

SD = Standard deviation. Homelessness was defined as at least one night on the
street or in a shelter in the past 6 months. AA = Alcoholics Anonymous. Alcohol con-
sumption (drinks per day) was assessed using the Timeline FollowBack method. The
presence of a current (past 6 months) alcohol dependence, and a lifetime diagnosis of
alcohol abuse or dependence was assessed using the Composite International Diag-
nostic Interview (CIDI). Risky drinking was defined as >14 drinks/week or ≥5 drinks
on an occasion for men, >7 drinks/week or ≥4 drinks on an occasion for women
and persons ≥ age 65 years. Moderate drinking was defined as drinking alcohol but
below risky drinking limits. A drink was defined as 12–14 g of ethanol, as in the
amount in the U.S. in one 12 ounce beer, one 5 ounce glass of wine, or 1.5 ounces
of 80 proof liquor. Social pressure to drink alcohol: Subjects were asked how many
of the people they spend time with currently drink alcohol (none, a few, about half,
most, all). Answers were later dichotomized (none vs. other).

3. Results

Of the 400 participants in the HIV-LIVE prospective cohort study,
358 (90%) completed at least 3 study visits and were included in
the present analyses. Median follow-up was 3.4 years. The base-
line characteristics of the study sample are presented in Table 1.
Over the course of follow-up, 54.5% had a favorable drinking pattern
with 43.9% consistently drinking below risky limits at every assess-
ment (70.7% of the latter group abstained), and 10.6% decreasing
consumption over time. Of the 45.5% with an unfavorable drink-
ing pattern, 3.6% drank risky amounts at each assessment, 4.7%
increased their drinking to risky amounts and 37.2% had intermit-
tent risky drinking.

In the logistic regression model (Table 2), among the factors
of interest, recent marijuana use had a negative association with
a favorable drinking pattern. Current alcohol dependence (past 6
months) was also negatively associated with an unfavorable pat-
tern. Older age, female gender and having a primary HIV risk
factor of injection drug use at the time of infection (compared
to heterosexual sex) were associated with a favorable drinking
pattern.

Older age and female gender were also associated with continu-
ous abstinence while marijuana use, cocaine use, social pressure to
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Table 2
Baseline factors associated with a favorable drinking pattern and continuous abstinence in multivariable logistic regression analyses among a prospective cohort of adults
with HIV-infection and current or past alcohol problems [n = 358].

Favorable drinking pattern Continuous abstinence
Adjusted odds ratio (95% CI) Adjusted odds ratio (95% CI)

Baseline factors of interest
Homelessness 0.72 (0.41, 1.28) 0.61 (0.31, 1.20)
Currently married 0.64 (0.24, 1.70) 0.68 (0.23, 2.03)
Mental Component Summary score (MCS), per 1 point increase 0.99 (0.97, 1.02)) 0.98 (0.96, 1.00)
Physical Component Summary score (PCS), per 1 point increase 1.02 (0.99, 1.04) 1.02 (0.99, 1.04)
Recent heroin use (past 12 months) 1.35 (0.70, 2.61) 1.62 (0.76, 3.46)
Recent cocaine use (past 12 months) 0.86 (0.50, 1.47) 0.39 (0.20, 0.74)
Recent marijuana use (past 12 months) 0.52 (0.31, 0.87) 0.53 (0.29, 0.99)
Attending AA meetings, past 6 months 1.37 (0.83, 2.28) 1.40 (0.79, 2.46)
Spending time with people who drink alcohol (social pressure to drink alcohol) 0.81 (0.49, 1.35) 0.41 (0.24, 0.72)

Confounders
Age, per 1 year increase 1.04 (1.00, 1.07) 1.04 (1.00, 1.08)
Gender (female) 2.44 (1.33, 4.50) 3.44 (1.80, 6.59)
Race/ethnicity (reference group: black)

Hispanic 0.73 (0.37, 1.46) 0.74 (0.35, 1.59)
White 1.15 (0.66, 2.00) 1.12 (0.60, 2.07)
Other 0.68 (0.24, 1.93) 0.50 (0.14, 1.84)

Primary HIV risk factor, at the time of infection (reference group: heterosexual sex)
Injection drug use 2.01 (1.05, 3.87) 2.05 (0.96, 4.36)
Men sex with men 1.81 (0.86, 3.80) 1.86 (0.75, 4.61)

Alcohol dependence diagnosis (current) 0.38 (0.17, 0.88) 0.32 (0.11, 0.99)

AOR: Adjusted odds ratio from multiple logistic regression analysis. Homelessness was defined as at least one night on the street or in a shelter in the past 6 months. The
presence of a current (past 6 months) diagnosis of alcohol dependence was assessed using the Composite International Diagnostic Interview (CIDI). Social pressure to drink
alcohol: Subjects were asked how many of the people they spend time with currently drink alcohol (none, a few, about half, most, all). Answers were later dichotomized
(none vs. other). The Hosmer and Lemeshow Chi-square test for the multivariable model suggests satisfactory model fit (p = 0.7 and p = 0.9 for favorable drinking pattern and
continuous abstinence, respectively).
Bold values indicate statistically significant associations.

drink and current alcohol dependence were negatively associated
with continuous abstinence.

4. Discussion

In a prospective cohort of HIV-infected adults with current or
past alcohol problems, almost half of the subjects had an unfa-
vorable drinking pattern over time, but most with an unfavorable
pattern were not consistently drinking risky amounts; they varied
their drinking between risky and less than risky amounts. Thus an
unfavorable drinking pattern is not a fixed state. Most subjects with
a favorable drinking pattern were consistently abstinent or con-
sistently drinking less than risky amounts. Unlike the unfavorable
drinking pattern, the favorable pattern appears to be far more sta-
ble, with consistent abstinence as the most common pattern over
time.

Compared with other cohorts of subjects with alcohol use disor-
ders, not specifically with HIV infection, the proportion of abstinent
subjects among those with a favorable drinking pattern in this study
(>70%) was higher. In general populations, people with alcohol
dependence in recovery are evenly spread between abstinence and
moderate drinking (Sobell et al., 1996; Dawson et al., 2005). Similar
to non-HIV-infected populations, our study found abstinence to be
the most stable form of remission (Dawson et al., 2007).

Adjusting for the severity of alcohol problems, we identified
various factors independently associated with drinking pattern.
Our results add to the evidence linking marijuana use to unfavor-
able drinking outcomes (both primary and secondary outcomes).
Adolescent marijuana use is associated with heavy drinking in
adulthood (Merline et al., 2008). Marijuana use is also a risk factor
for alcohol dependence (Sartor et al., 2007). Our finding is consis-
tent with studies showing an association between marijuana use
and hazardous drinking among people in emergency departments
(Woolard et al., 2003). Our findings of associations between age and
female gender and favorable drinking patterns are also consistent
with the results of general population studies (Dawson et al., 2005).

Injection drug use as a risk factor at the time of HIV infection was
associated with a lower odd of an unfavorable alcohol consumption
outcome. We included this factor as a covariate to control for HIV
risk. It was not identified as a predictor of interest as we did not
have a hypothesis about its specific impact and thus would caution
against over interpretation.

The effects of homelessness, heroin use, cocaine use, social pres-
sure to drink, and AA attendance on the primary outcome were
not statistically significant in this cohort although we may have
had limited power to detect these associations. Nevertheless, even
in the case of limited power, these factors appear to have weaker
associations compared to factors of similar prevalence that were
associated with drinking patterns. Of note, social pressure to drink
and cocaine use was negatively associated with continuous absti-
nence.

This study has limitations. First, even though the study was
prospective and analyses were adjusted for potential confounders,
associations may or may not be causal. Second, the cut offs we used
for risky drinking were defined for the general population and have
not been specifically defined for HIV-infected patients. For a variety
of reasons (e.g., susceptibility to hepatic toxicity, medication inter-
actions, immunosuppression) it is likely that among HIV-infected
patients, amounts of alcohol that risk health consequences may
be lower than in the general population. As such, some partici-
pants classified in our study in the favorable drinking pattern group
may have been at risk for harm from drinking. However, this mis-
classification is likely not a major issue in this analysis since most
participants with favorable drinking were abstinent. In addition,
findings for continuous abstinence were similar with marijuana
use, age, gender, cocaine use and social pressure to drink associ-
ated with abstinence. Prior literature also suggests an impact of
other drug use and environmental factors (e.g., social pressure to
drink) on the course of alcohol use disorders (Zywiak et al., 2006a;
Moss et al., 2007). Lastly, generalizability of our findings may not
extend beyond urban U.S. HIV-infected populations of adults with
alcohol problems.
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This study also has notable strengths. The most important
strength is that we were able to define drinking patterns that
reflected changes in alcohol consumption over time, therefore pro-
viding a more accurate picture of the drinking patterns in this
population compared to cross-sectional studies. Since intermittent
risky drinking is common, future research should focus on drinking
and consequences over time in HIV-infected adults. To more accu-
rately assess the impact of drinking on clinical outcomes, repeated
assessments of drinking over time will be preferable to one-time
measures that are unable to capture temporal variability.

Our finding that half of the cohort had a favorable drinking pat-
tern suggests that a favorable evolution of drinking amounts among
HIV-infected patients with alcohol problems is common. Clinicians
and patients alike should have reason for optimism. Patients should
be supported in their efforts to reduce drinking, and success should
be acknowledged when it occurs. Although larger studies may
identify other factors associated with drinking patterns, those we
identified make clinical sense and may be clinically useful for iden-
tifying and addressing risky drinking among HIV-infected patients
with alcohol problems. Variations over time and the substantial
risk of recurrent risky drinking suggest that repeated screening and
brief intervention should be done for HIV-infected adults with past
alcohol problems, even when patients have not recently exceeded
safe drinking limits.
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Depression affects approximately 15% of the US population, and is recognized as an important risk factor
for poor outcomes among patients with various illnesses. Automated health education and behavior
change programs have the potential to help address many of the shortcomings in health care. However,
the role of these systems in the care of patients with depression has been insufficiently examined. In the
current study, we sought to evaluate how hospitalized medical patients would respond to a computer
animated conversational agent that has been developed to provide information in an empathic fashion
about a patient’s hospital discharge plan. In particular, we sought to examine how patients who have
a high level of depressive symptoms respond to this system. Therapeutic alliance – the trust and belief
that a patient and provider have in working together to achieve a desired therapeutic outcome – was
used as the primary outcome measure, since it has been shown to be important in predicting outcomes
across a wide range of health problems, including depression. In an evaluation of 139 hospital patients
who interacted with the agent at the time of discharge, all patients, regardless of depressive symptoms,
rated the agent very high on measures of satisfaction and ease of use, and most preferred receiving their
discharge information from the agent compared to their doctors or nurses in the hospital. In addition, we
found that patients with symptoms indicative of major depression rated the agent significantly higher on
therapeutic alliance compared to patients who did not have major depressive symptoms. We conclude
that empathic agents represent a promising technology for patient assessment, education and counseling
for those most in need of comfort and caring in the inpatient setting.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction Central to the effective treatment of depression is the therapeutic alli-
Depression is a common, debilitating mental health disorder
and is one of the leading causes of disability among men and wo-
men of all ages worldwide (World Health Organization, 2001).
Although depression is treatable, stigma associated with mental
health problems in general, and depression in particular, repre-
sents a significant barrier to treatment (Sirey et al., 2001). In addi-
tion, access to mental health care can also present a formidable
barrier to depression treatment, particularly in rural areas of the
country (US Department of Health and Human Services, 2004). Fur-
thermore, once patients are in treatment for depression, relapses
due to non-adherence are common.

Computerized systems hold the promise of increasing the reach
and efficacy of depression screening and treatment interventions. Sev-
eral of these systems have now been developed and successfully eval-
uated, demonstrating efficacy for the identification and treatment of
depression (Fann et al., 2009; Marks et al., 2003; Wright et al., 2005).
ll rights reserved.

: +1 617 812 2589.
ore).
ance – the collaborative bond between patient and mental health pro-
vider (Krupnick et al., 2006), and we would expect that the therapeutic
alliance is equally important to the efficacy of computerized depres-
sion treatment programs (Bickmore et al., 2005b). Yet, existing auto-
mated systems for detecting and treating depression have not
focused on the development of therapeutic alliance.

Over the last 4 years we have been developing and evaluating a
computer animated conversational agent, designed to provide
information and counseling to hospital patients at the time of hos-
pital discharge. The agent has been designed with many verbal and
nonverbal behaviors intended to foster the development of a ther-
apeutic alliance with patients, such as empathy and social dia-
logue. In the current study, we sought to explore how patients
with major depressive symptoms would react to the agent. Specif-
ically, we investigated whether they would find it more or less
acceptable and usable, and whether they would form a stronger
or weaker therapeutic alliance with the agent, compared to pa-
tients without major depressive symptoms. Positive findings
would indicate that animated conversational agents with rela-
tional behavior could provide an effective medium for delivering
automated depression screening and treatment.

http://dx.doi.org/10.1016/j.intcom.2009.12.001
mailto:bickmore@ccs.neu.edu
http://www.sciencedirect.com/science/journal/09535438
http://www.elsevier.com/locate/intcom
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1.1. Depression

Depression affects 13–16% of people in the US, and is an impor-
tant risk factor for functional impairment and poor outcomes
among patients with various chronic illnesses such as diabetes,
coronary artery disease and multiple sclerosis (Hasin et al., 2005;
Parashar et al., 2006; Scherer and Herrmann-Lingen, 2009).
Depression is associated with both physiological and behavioral
factors affecting health outcomes for chronic disease patients
including poor self-care management, reduced treatment plan
adherence, and certain medical conditions such as chronic inflam-
matory states and hypercoagulability.

Despite the availability of depression treatment, less than one
third of depressed patients receive treatment (Pratt and Brody,
2008). While depressed patients often express interest in treat-
ment they also report barriers including time constraints, stigma,
childcare conflicts, lack of transportation, and poor access to men-
tal health services particularly in rural areas (Goodman, 2009).
Studies also show that when physicians face a burden of compet-
ing clinical priorities for a given medical encounter, depression of-
ten goes untreated. Other barriers cited by physicians include
fragmented mental health systems, lack of insurance coverage, pa-
tient resistance and difficulty making the diagnosis of depression.
1.2. Health literacy and mental health

Health literacy is also a central interest of ours in developing
agents for inpatient education and counseling, given the low levels
of health literacy in our patient population (Paasche-Orlow et al.,
2005). Health literacy is the ability to perform the basic reading
and numerical tasks required to function in the healthcare environ-
ment (American Medical Association Ad Hoc Committee on Health
Literacy for the Council on Scientific Affairs, 1999). Health literacy
is not simply the ability to read; it also requires a complex set of
analytical and decision-making skills, and the ability to apply these
skills to health situations. Fully 36% of American adults have lim-
ited health literacy skills, with even greater prevalence among pa-
tients with chronic diseases, those who are older, and those who
have lower levels of education (Paasche-Orlow et al., 2005). Among
indigent and minority patients in urban areas this number rises to
over 80% (Williams et al., 1995).
Fig. 1. Relational agent interface for virtua
A handful of studies have evaluated the relationship between
health literacy and mental illness (Francis et al., 2007; Gazmararian
et al., 2000; Lincoln et al., 2006, 2008; Morris et al., 2006; Weiss et al.,
2006). In most of these studies limited health literacy has been asso-
ciated with higher rates of depressive symptoms. For example, one
report demonstrated that health literacy has an important longitudi-
nal relationship with the course of depressive symptoms among
adults with addiction (Lincoln et al., 2006). Given this high degree
of association between depression and health literacy, interventions
targeted at assessing and treating depression must be designed to
accommodate patients with limited health literacy.

1.3. Relational agents in mental health

Relational agents – animated conversational agents designed to
establish trust and therapeutic alliance with users over time – repre-
sent a potentially powerful technology for delivering health care ser-
vices to patients with mental illness. Fig. 1 shows the relational agent
interface used in our work. These interfaces use the easy-to-under-
stand format of face-to-face conversation, making them less intimi-
dating and more accessible to patients with a wide range of
computer, reading and health literacy skills, and a low-pressure envi-
ronment where patients are free to take as much time as they need. In
prior work, this interface has been found to be easily used by a wide
range of participants, including those with no prior experience with
computers (Bickmore et al., 2005a). In addition, these agents use
many verbal and nonverbal behaviors designed to establish a thera-
peutic alliance with patients, including displays of empathy, close
proximity, more frequent eye gaze and attentiveness, and social dia-
logue and humor (Bickmore et al., 2005b). Finally, many studies have
shown that patients are more honest with a computer than a human
clinician when disclosing potentially stigmatizing behaviors such as
alcohol consumption and HIV risk behavior (Ahmad et al., 2009; Card
and Lucas, 1981; Ghanem et al., 2005; Kissinger et al., 1999; Newman
et al., 2002). Individuals with depression may thus find a relational
agent more approachable than a clinician in many situations, making
it more effective at depression screening and counseling.

1.4. Overview

The development of the relational agent followed work over the
last decade on a new standardized hospital discharge protocol de-
l hospital discharge nurse application.
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signed to reduce re-hospitalizations. A key element of this protocol
involves a human nurse spending half an hour with each patient,
ensuring they understand their post-discharge self-care regimen be-
fore they leave the hospital. While this protocol was shown to be
effective in a previous clinical trial (Jack et al., 2009), the additional
nursing time required made it impractical to disseminate, motivat-
ing the development of the relational agent to perform this task. A
more detailed description of the agent development methodology
and pilot test results was presented in Bickmore et al. (2009).

In the rest of this paper we first review related work, then
briefly review the design of our relational agent for hospital patient
education. We then describe a new study assessing the acceptance
of the agent by hospitalized medical patients with and without
symptoms of depression, as part of a new, ongoing clinical trial.
2. Related work

2.1. Technology in mental health

Internet-based technology has been explored extensively for
opportunities to expand access to mental health education and ser-
vices. Mental health internet sites are now used to provide infor-
mation, screen for mental health and mood disorders, assist in
the delivery of treatment, and provide social and therapeutic sup-
port. Web-based interventions are effective for a range of mental
health disorders including depression, panic, post-traumatic stress
disorder, perceived stress in schizophrenia, stress, insomnia, and
eating disorders. Overall, computer-based mental health services
are well received by patients and clinically useful in feasibility tri-
als, although an actively depressed mood can be a barrier to use.
2.2. Technologies for depression intervention and treatment

Investigators have reported mixed results from clinical trials of
internet-based depression screening and treatment programs
(Christensen et al., 2004; Clarke et al., 2002, 2005). In general, com-
puter-based technology has been used to substitute or augment tra-
ditional face-to-face therapeutic contact and the delivery of self-
help materials. Studies using internet technology for depression
support groups have shown reduced social isolation among users
and perceived benefit from participation (Hill et al., 2006; Weinert
et al., 2008). However, some reports indicate that adolescents, who
participated in internet support groups, had reduced interpersonal
communication with family members. Screening for depression
using internet-based self-assessment tools has proved successful,
although minority and elderly persons are less likely to engage in
web-based depression screening programs (Houston et al., 2001).
Internet-based Cognitive Behavior Therapy and some self-help
depression interventions are effective in relieving depression symp-
toms in mild to moderately depressed patients, and in some cases
even more effective with severely depressed patients (Houston
et al., 2001). Among factors positively correlated with computer
use for mental health treatment are perceived usefulness of the
treatment, preference for anonymity, ease of contact and ease of
use (Lai et al., 2008). However, according to one study, when inter-
vention programs are accessed outside the context of a randomized
research trial, attrition rates are high. This suggests that contact with
a mental health provider may be necessary.

While currently available internet-based depression treatment
can improve access to care, new technologies that serve as third
parties to therapeutic interventions are on the horizon to enhance
patient engagement in mental health care. For example, Coyle and
Doherty described a 3D computer game designed to enhance ado-
lescent engagement in therapeutic discussion (Doherty and Coyle,
2009). In their study, therapists reported overall acceptance of the
game therapy by patients, however no evidence on patient prefer-
ence or attitudes toward the technology was available from the
subjects themselves.

Lisetti used animated anthropomorphic conversational agents to
address social phobias such as public speaking anxiety, panic disor-
der and agoraphobia, in which the patient interacts with the agent in
the reenactment of a fear-inducing situation (Lisetti, 2008).

Patients participating in internet or computer-based depression
interventions also face some challenges. Some of the barriers re-
ported by users include time constraints, lack of motivation, tech-
nical or computer-access problems, physical illness, the lack of
face-to-face contact, preference for taking medication, perceived
lack of treatment effectiveness, and burden of the program (Chris-
tensen et al., 2009). One commonly encountered barrier to com-
puter interaction for depression across trials is active depressive
symptoms (Doherty and Coyle, 2009). For example, in the Tailored
Interventions for Management of DEpressive Symptoms (TIDES)
program, a computer-based education program on self-care strate-
gies for depressive symptoms in persons living with HIV/AIDS, was
rated as easy to use and useful, but computer anxiety and depres-
sive symptoms were negatively correlated with intention to use.
Klein et al. reported similar difficulties in a trial of cognitive behav-
ior therapy for panic disordered patients (Klein et al., 2006).

2.3. Conversational agents in mental health

Some of the earliest dialogue systems developed in healthcare
were designed for psychotherapy applications. The ELIZA system
was developed in 1966 to simulate the behavior of a Rogerian psy-
chotherapist, in which the patient and the computer exchanged
typed text messages (Weizenbaum, 1966). Although ELIZA was
not intended to be used for actual therapy, similar systems have
been proven effective for therapy in which the system is essentially
prompting a patient to think aloud and work through his or her
own problems (Slack, 2000). In these applications, significant er-
rors in understanding user input or in producing incoherent sys-
tem output can often be tolerated, as the primary function of the
system is just to keep the user engaged in the interaction.

Colby developed an ELIZA-like system that was designed to use
Cognitive Behavioral Therapy to treat individuals with depression.
In addition to providing typed text counseling with patients, the
system provided text-based educational materials about depres-
sion (Colby, 1995). While Colby reported that the program was ac-
cepted by patients, evaluations by other researchers indicate the
typed text medium confused some patients and the only compar-
ative evaluation in the literature indicates that the system did not
work as well as clinician-administered therapy (Wright, 2004).

2.4. Relational agents in mental health

Bickmore developed a relational agent to promote medication
adherence among patients with schizophrenia. The agent tracks
each patient’s medication taking behavior for a single antipsy-
chotic medication taken by mouth in pill or capsule form based
on self-report, and also promotes physical activity (walking), and
talking to the agent every day. For each of these three behaviors,
the agent first asks for a self report of behavior, provides feedback
on the behavior, and negotiates a behavioral goal. Intervention on
each behavior is started and terminated according to a schedule for
a 30-day intervention. Several elements were incorporated into the
system to address the needs of individuals with schizophrenia,
including extended orientation and termination of the therapeutic
relationship, use of concrete language, and certain nonverbal
behaviors. A 30-day quasi-experimental pilot study involving 20
patients indicated high levels of acceptance, usability, and self-re-
ported adherence (Bickmore and Pfeifer, 2008).
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3. Design of a relational agent for patient education at hospital
discharge

We have developed an automated system that teaches hospital
patients about their post-discharge self-care regimen, including
medications, follow-up appointments, exercise and diet regimens,
and pending lab tests. The system is designed to be used by pa-
tients while they are still in their hospital beds. In order to make
the system as acceptable and effective as possible, we designed
the interface to incorporate an animated virtual nurse agent who
embodies best practices in health communication for patients with
inadequate health literacy. The agent is deployed on a wheeled
kiosk with a touch screen display attached to an articulated arm
that can be positioned in front of patients while they are in bed
(Fig. 1). The agent is designed to interact with patients once every
day they are in the hospital, but the primary interaction is just
prior to hospital discharge. At this time, the patient spends approx-
imately half an hour using the system, reviewing the layout and
contents of a personalized ‘‘After Hospital Care Plan” (AHCP) book-
let that is produced for them and contains their post-discharge
self-care instructions. The paper booklet is given to patients before
their conversation with the agent, and the agent reviews a digital
version of the booklet in the interface, so that patients can follow
along with the agent’s explanation in their paper booklets.
3.1. Development methodology

Our multi-disciplinary design team comprised HCI researchers,
doctors and nurses, a health literacy expert, and programmers and
animators. The design process, from project start to completion of
the user studies, lasted 3 years.

We used a multi-faceted approach to designing a system that
would effectively teach patients, including those with inadequate
health literacy, about their hospital discharge instructions. We be-
gan our design process with an ethnographic study of a re-engi-
neered hospital discharge intervention that was currently
underway in the hospital. Members of the design team visited hos-
pital rooms, attended rounds with the medical team, observed dis-
charge sessions in which nurses taught patients about their AHCP
booklets, and interviewed the nurses who were performing this
task. From these activities we learned about the stakeholders and
basic workflow requirements of the system.

In addition to these ‘‘big picture” activities, we investigated the
micro-behavior of expert nurses during discharge consultations
with patients. We videotaped several mock discharge interactions
in which one of the nurses explained an AHCP booklet either to a
member of the research staff or a participant recruited from the
community. We conducted discourse analyses of the videotaped
interactions to characterize the verbal and nonverbal behavior
used by the nurses while explaining a booklet to a patient. We also
conducted two rounds of user testing of an agent explaining dis-
charge instructions to users in our HCI lab (Bickmore et al., 2008).
Fig. 2. Sample dialogue – relational aspects highlighted.
3.2. Implementation

The agent was developed using an existing framework for ECA-
based health counseling (Bickmore and Picard, 2005), extended
with a computational model for the explanation of documents
(Bickmore et al., 2008). In this interface, the agent speaks, using
a synthetic voice, and displays animated nonverbal behavior (hand
gestures, posture shifts, facial expressions, etc.) in synchrony with
the speech. User contributions to the conversation are made by
touching utterance option buttons on a touch screen display that
are dynamically updated for each user speaking turn (Fig. 1). We
considered using speech recognition as the input modality rather
than the touch screen, but the hospital room can be a very noisy
environment, and a significant portion of the patient population
speaks English as a second language with many accents that would
be problematic for commercial speech recognition products.

Dialogues are scripted, using a custom hierarchical transition
network-based scripting language, and a visual dialogue design
tool. The final system contains 550 dialogue states including 322
unique medication scripts covering 2254 medicines, along with
48 scripts for diagnoses.

The importance of caring, empathy and good ‘‘bedside manner”
is widely recognized in healthcare as a key factor in improving not
only patient satisfaction, but treatment outcomes across a wide
range of health care disciplines (Garrity, 1981), and particularly
in nursing (Sourial, 1997). Given this, prior successful implementa-
tions of empathic computer agents (Bickmore and Picard, 2005),
and the need for the agent to maintain patients’ attention for the
hour it may take to relate all of the information in their discharge
plans, we augmented the agent’s informational dialogue with rela-
tional dialogue. Following earlier work on relational agents, we
integrated a range of relational behavior into the agent dialogue,
including appropriate forms of address (calling the patient by
name), social chat at the beginning of every interaction, meta-rela-
tional communication, appropriate humor, appropriate feedback at
every empathic opportunity, and references to information dis-
cussed in past interactions to give a sense of continuity (Bickmore
et al., 2005a). The agent also offers patients the opportunity to take
breaks at several points during the interaction in order to sustain
attention and engagement.

A fragment of a typical conversation is shown in Fig. 2. The
agent proceeds through the AHCP booklet linearly, describing each
section before moving onto the next. Conversations generally con-
sist of: (1) a greeting and social chat (Fig. 3); (2) orientation to the
virtual nurse and the discharge process; (3) introduction of the
AHCP (Fig. 4); (4) review of medications, including comprehension
tests (Fig. 5); review of appointments, including comprehension
tests; review of recommended diet and physical activity; ‘‘patient
activation”, in which the patient is urged to keep track of any ques-



Fig. 3. Greeting and social chat with virtual nurse.
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tions or issues they want to discuss with their primary care pro-
vider (Fig. 6); and their primary diagnosis (Fig. 7). Following the
interaction with the system, typically lasting 30–40 min, a report
is printed for the human nurse that describes issues raised by
the program that require follow up, such as questions about med-
ications that the virtual nurse could not answer.

3.3. Pilot studies

Two rounds of pilot studies were conducted to assess accep-
tance, usability and satisfaction with the system (Bickmore et al.,
2009). Results indicate that patients found the system easy to
use, reported high levels of satisfaction, and most said they pre-
ferred receiving the discharge information from the agent over
Fig. 4. Introduction of after hospit
their doctor or nurse. Patients also expressed appreciation for the
time and attention provided by the virtual nurse, and felt that it
provided an additional authoritative source for their medical
information.

4. Acceptance of relational agent by patients with depressive
symptoms

We sought to explore how hospital patients with major depres-
sive symptoms would react to the relational agent, by investigating
whether they would find it more or less acceptable and usable, and
whether they would form a stronger or weaker therapeutic alliance
with the agent, compared to patients without major depressive
symptoms.
al care plan by virtual nurse.



Fig. 5. Review of medications by virtual nurse.
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4.1. Methods

A secondary analysis was performed using data from 139 Eng-
lish-speaking, hospitalized adults from an ongoing randomized
controlled trial conducted at an urban academic safety-net hospi-
tal. The parent study, currently ongoing, is a two-armed evaluation
study of the impact of the agent and other improvements to the
hospital discharge process on 30-day hospital readmissions.
4.1.1. Study setting
The deployment site for the relational agent system is Boston

Medical Center, a 547 bed safety-net hospital that serves an urban,
84% minority, traditionally underserved population. Approxi-
Fig. 6. Patient activatio
mately 58% of this population has inadequate health literacy (see
Section 4.1.3 for the measure used).
4.1.2. Participants
Participants in the study were English-speaking adult patients,

18 years or older, admitted to the teaching service of Boston Med-
ical Center, a large urban safety-net hospital with an ethnically di-
verse patient population. Three hundred and forty-seven subjects
were enrolled and randomized between October 15, 2008 and June
20, 2009. Patients were required to have a telephone, be able to
comprehend study details and the consent process in English,
and have plans to be discharged to a US community. Patients were
not enrolled if they were admitted from a skilled nursing facility or
n by virtual nurse.



Fig. 7. Review of primary diagnosis by virtual nurse.
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other hospital, transferred to a different hospital service prior to
enrollment, admitted for a planned hospitalization, on hospital
precautions, on suicide watch, deaf or blind.

Of the 347 subjects enrolled into the parent study, 173 were
randomized into the relational agent intervention arm of the study.
Of these, 131 completed all measures necessary for our analyses.
4.1.3. Measures
4.1.3.1. Depressive symptoms. The primary independent variable of
interest was depressive symptoms, defined as a positive score for
major depression on the validated PHQ-9 depression screening
tool. A dichotomized variable was created using a standardized
scoring system to determine the screening cut-off for major
depressive symptoms (score P10 on a possible score range of 0–
27) (Kroenke et al., 2001).
4.1.3.2. Therapeutic alliance. Patient perception of therapeutic alli-
ance with the agent was assessed using the Bond subscale of the
Working Alliance Inventory, a 12-item questionnaire assessing
the emotional dimension of a patient’s trust and belief that they
can work together with their provider to achieve desired therapeu-
tic outcomes (Horvath and Greenberg, 1989).
4.1.3.3. Health literacy. We assessed health literacy using the 66-
word version of the Rapid Estimate of Adult Literacy in Medicine
(REALM) (Davis et al., 1993). We defined limited health literacy
as a reading level of 8th grade and below and adequate health lit-
eracy as 9th grade and above for our analyses, as prior authors
Table 1
Self-Report Measures of Attitudes Towards the Relational Agent.

Measure Question

Satisfaction How satisfied were you with Elizabeth?
Usability How easy was talking to Elizabeth?
Continue How much would you like to continue working with Elizabeth?
Relationship How would you characterize your relationship with Elizabeth?
Preference Would you rather have talked to your doctor or nurse than Eliza
Adherence How likely is it that you will follow Elizabeth’s advice?
have done (Lincoln et al., 2006; Lindau et al., 2006; Mancuso and
Rincon, 2006; Sudore et al., 2006).

4.1.3.4. Attitudes towards the agent. In addition to therapeutic alli-
ance, we assessed additional patient attitude towards and satisfac-
tion with the agent using single item, scale response questions,
shown in Table 1.

4.1.3.5. Questions asked. All patient interactions with the agent
were logged for subsequent analysis. From these logs we counted
the number of times each patient selected a response that provided
additional information when offered as an option.

4.1.4. Procedure
Following enrollment, collection of background, demographic

and depressive symptom information and randomization, inter-
vention patients have their post-discharge self-care information
entered into a workstation by a study nurse. This information is
used to generate the AHCP booklet, and is also downloaded to a
mobile kiosk that is then wheeled into the patient’s room
(Fig. 1). After the patient is given their paper booklet and provided
with a brief training session on how to use the touch–screen inter-
face, they are left to conduct their conversation with the agent. At
the end of this interaction, any unresolved patient questions or is-
sues are displayed for a human nurse to follow up with the patient,
and results of the session are uploaded to a database. At this time,
self-report measures covering attitudes towards the agent and
therapeutic alliance are collected. All self-report measures are ver-
bally collected to accommodate patients with limited literacy.
Anchor 1 Anchor 7

Not at all Very satisfied
Easy Difficult
Not at all Very much
Complete stranger Close friend

beth? Definitely prefer doctor or nurse Definitely prefer Elizabeth
Not at all likely Very likely



Table 2
Patient demographics by depression status.

Characteristics No major depressive
condition, n = 112

Major depressive
condition, n = 19

p-Value

Gender, n (%)
Male 62 (56) 8 (42) 0.32
Female 49 (44) 11 (58)

Age, mean (SD) 49 (13) 46 (13) 0.28
Education level, n (%)

Less than high school 4 (4) 2 (11) 0.41
Some high school 23 (21) 6 (32)
HS graduate or GED 39 (35) 7 (37)
Some college 24 (21) 2 (11)
4-year college graduate or above 19 (17) 2 (11)

Health literacy level, n (%) 0.09
Grade 3 and below 13 (11) 5 (26)
Grade 4–6 10 (9) 4 (21)
Grade 7–8 31 (28) 3 (16)
Grade 9 and above 58 (52) 7 (37)

English primary language at home, n (%) 99 (90) 17 (89) 0.94
Patient married, n (%) 21 (19) 1 (5) 0.14
Computer literacy, mean (SD) 2.45 (0.87) 2.0 (1.05) <0.001
Attitude towards computers, mean (SD) 2.59 (0.81) 2.63 (0.96) 0.13
Have you ever been told by a doctor or therapist that you have depression? 34 (30) 15 (79) <0.001
Have you ever been prescribed medication for depression? (only if ‘‘yes” to above –

diagnosed with depression at some point)
29 (26) 14 (74) <0.001

Do you take medication for depression now? (only if ‘‘yes” to above = diagnosed with
depression at some point)

12 (11) 9 (47) <0.001

Length of hospital stay in days, mean (SD) 2.16 (2.99) 2.84 (1.46) 0.13

Table 3
Self-report assessments of the relational agent p values from Mann–Whitney test (p < 0.05 in bold).

Measure No major depressive condition Major depressive condition p-Value

Mean SD Mean SD

Satisfaction 6.50 1.07 6.59 1.18 0.37
Usability 1.99 1.82 1.71 1.83 0.49
Continue 5.58 1.78 6.56 1.03 0.03
Relationship 4.80 1.73 5.24 1.89 0.30
Preference 4.16 2.03 4.73 1.67 0.29
Adherence 6.22 1.21 6.73 0.59 0.13
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4.2. Results

All variables were tested for normality. Therapeutic alliance
was found to have a significant negative skew and was logarithmi-
cally transformed (after reflection) to normalize the distribution.
Questions Asked had a positive skew but was not transformed
due a floor effect and the nature of the measure (non-parametric
tests were used).

Of the 131 patients analyzed, 19 (14.5%) were classified as
having major depressive symptoms according to the PHQ-9. Table
2 compares patient demographic and other characteristics by
depression status. Patients with major depressive symptoms were
Table 4
Correlations among continuous measures.

Measure Alliance Literacy Questions Satisfy U

Alliance 1 �0.123 0.208* 0.317** �
Literacy �0.123 1 �0.193* �0.093 �
Questions 0.208* �0.193* 1 0.039 0
Satisfy 0.317** �0.093 0.039 1 �
Usability �0.249** �0.072 0.103 �0.306** 1
Continue 0.408** �0.073 0.208* 0.430** �
Relationship 0.393** �0.069 0.217* 0.253** �
Preference 0.394** �0.090 0.128 0.198* �
Adherence 0.319** �0.053 0.154 0.118 �

* p < 0.05 level.
** p < 0.01.
similar to other patients on all characteristics except for com-
puter literacy, with the depressive group scoring significantly
lower.

Table 3 shows self-report ratings of the agent. Overall ratings of
satisfaction and ease of use were very high, and only 24% of patients
said they would have preferred receiving their discharge information
from their doctor or nurse (40% were neutral, 36% said they definitely
preferred the agent). Patients with major depressive symptoms sta-
ted a significantly greater desire to continue interacting with the
agent, p < 0.05 by Mann–Whitney test (mean of 6.6 vs. 5.6).

Table 4 shows correlations among continuous measures. There
are significant positive correlations between therapeutic alliance,
sability Continue Relationship Preference Adherence

0.249** 0.408** 0.393** 0.394** 0.319**

0.072 �0.073 �0.069 �0.090 �0.053
.103 0.208* 0.217* 0.128 0.154
0.306** 0.430** 0.253** 0.198* 0.118

�0.166 �0.087 �0.023 �0.223*

0.166 1 0.497** 0.310** 0.297**

0.087 0.497** 1 0.280** 0.171
0.023 0.310** 0.280** 1 0.198*

0.223* 0.297** 0.171 0.198* 1



T.W. Bickmore et al. / Interacting with Computers 22 (2010) 289–298 297
number of questions asks, satisfaction with the overall virtual
nurse system, desire to continue using the system, preference for
the virtual nurse over a human doctor or nurse, and stated expec-
tation of following the agent’s advice.

Patients with major depressive symptoms scored the agent sig-
nificantly higher on therapeutic alliance compared to patients clas-
sified as not having major depressive symptoms (6.2 vs. 5.5, before
transformation), t(108) = 2.02, p < 0.05, d = 0.58.

Patients classified as having inadequate health literacy scored
significantly higher on therapeutic alliance compared to patients
with adequate health literacy (5.9 vs. 5.4, before transformation),
t(116) = 2.56, p < 0.05, d = 0.47. Patients with inadequate health lit-
eracy also asked the agent significantly more questions, compared
to patients with adequate health literacy, p < 0.05 by Mann–Whit-
ney test.
4.3. Discussion

Self-report ratings of satisfaction, ease of use, and attitudes to-
wards the agent were high for all patients, with only 24% of pa-
tients indicating they would have preferred receiving their
discharge information from their doctor or nurse. This result is
similar to that found in our pilot studies, in which patients stated
that they appreciated the amount of information given to them by
the agent, the amount of time that the agent spent with them, and
that the agent did not talk down to them as many providers do
(Bickmore et al., 2009). As one patient reported:

‘‘It was just like a nurse, actually better, because sometimes a
nurse just gives you the paper and says ‘Here you go.’ Elizabeth
explains everything.”
The primary finding of the study is that patients with symptoms
indicative of major depression rated the agent significantly higher
on therapeutic alliance compared to patients who did not have ma-
jor depressive symptoms. In combination with their greater stated
desire to continue working with the agent, this indicates that a
relational agent is not only acceptable to patients with major
depressive symptoms, but that these patients feel they have estab-
lished a stronger emotional bond with the agent compared to pa-
tients without depressive symptoms.

Patients with inadequate health literacy also reported a signifi-
cantly greater therapeutic alliance with the agent compared to pa-
tients with adequate health literacy. This effect was independent of
depression. Given that both health literacy and depression repre-
sent barriers to healthcare, this indicates that automated patient
education systems incorporating relational agent technology could
help reduce disparities in access to care.
4.3.1. Limitations
There are several important limitations to our preliminary

study. First, our results may not be generalizable to populations
other than those served by urban safety-net hospitals or other pop-
ulations excluded from the parent study. Second, our results are
correlational, so we do not know the direction of the associations
between major depressive symptoms and other measures re-
ported. Finally, our results may be due to the fact that patients
with depressive symptoms react more positively to computer-
based interventions, or any novel intervention. This would be con-
sistent with reports from evaluations of many other computer
interventions for patients with mental health problems (Wright,
2004). Our observation that patients with inadequate health liter-
acy also had higher therapeutic alliance may serve to partially mit-
igate this concern.
5. Conclusion and future work

Depressive symptoms are a risk factor for many adverse health
conditions and early hospital readmission, thus the ability to iden-
tify hospitalized patients for depression is of great interest to the
healthcare community. A relational agent that can screen and de-
velop a therapeutic alliance may also enhance the likelihood of
successful outpatient depression treatment following hospital dis-
charge. Further, the deleterious effects of active depression on
treatment response and disease severity may be ameliorated with
prompt identification and initiation of treatment at the time of
hospitalization for patients with depressive symptoms.

Low health literacy contributes to health disparities across di-
verse realms of healthcare, including access to care, medical deci-
sion-making, medication adherence, and preparation for a
diagnostic test. The significantly greater therapeutic alliance re-
ported by patients of low health literacy may be related to the
agent’s ability to deliver information in a nonjudgmental manner
at a patient-centered pace of learning, alleviating the stigma felt
by patients with low health literacy. Developing similar patient
counseling applications in other healthcare settings where health
literacy impacts disease outcomes could have a positive impact
on health disparities.

Our future work in this area involves developing and evaluating
relational agents for depression screening and treatment, to deter-
mine if the results found in this study do in fact imply the promise
of the technology for reaching and treating depressed individuals
in the inpatient setting.
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There has been an explosion of interest and creativity in the field of health infor-
mation technology, driven not only by the tremendous advantages of electronic
medical records, but also by the great prospect for this technology to directly support
patients for self-care and health behavior change. Research in this area has acceler-
ated over the course of the past 25 years; however, the potential health benefits of
this technology have not been realized. Two of the chief reasons for this are related
to accessibility and usability. If patients cannot acquire the technologies or use them
correctly, there is little possibility that such advances could lead to improvement in
clinical outcomes.

Indeed, it is likely that current advances in patient-facing health information
technology will exacerbate health disparities, as the benefits of such technologies will
disproportionately accrue to the wealthiest, most educated, and technologically
advanced members of society (Norman & Skinner, 2006; Bodie & Dutta, 2008). In
particular, patients with inadequate health literacy are likely to be particularly vul-
nerable in this regard. People with inadequate health literacy are much less likely to
use computers and have difficulty processing health information (Kutner, Greenberg,
Jin, & Paulsen, 2006). Addressing disparities in access and usability is thus an
essential element of addressing health disparities in general.

We have developed a computer interface—called an Embodied Conversational
Agent (ECA)—that is usable by people with inadequate health literacy (Bickmore,
Pfeifer, & Paasche-Orlow, 2009). The interface uses the universal and familiar format
of face-to-face conversation, not just as an interface metaphor, but as the actual
model of interaction. This is accomplished through the use of an animated character
that talks to patients using synthetic speech and synchronized conversational non-
verbal behavior, such as hand gestures, head nods, and eyebrow raises (Figure 1)
(Cassell, Sullivan, Prevost, & Churchill, 2000). Patients talk to the character using
touch screen input.

Figure 1. Embodied conversational agent interface for walking promotion trial.
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Motivation for Using Embodied Conversational Agents with Inadequate
Health Literacy Patients

Evidence suggests that face-to-face encounters with a health provider—in conjunction
with written instructions—remain one of the best methods for communicating health
information to patients in general, but especially those with inadequate health literacy
(Qualls, Harris, & Rogers, 2002; Colcher & Bass, 1972; Madden, 1973; Morris &
Halperin, 1979; Clark & Brennan, 1991). Face-to-face consultation is effective because
it requires that the provider focus on the most salient information to be conveyed and
that the information bedelivered in a simple, conversational speaking style (Qualls et al.,
2002). Protocols for ‘‘grounding’’ in face-to-face conversation—the use of verbal and
nonverbal cues such as head-nods, gaze and acknowledgment tokens (‘‘uh-huh,’’
‘‘OK’’) to signal mutual understanding (Clark & Brennan, 1991)—allows providers
to dynamically assess a patient’s level of understanding and repeat or elaborate infor-
mation as necessary. Face-to-face conversation also allows providers to make their
communication more explicitly interactive by asking patients to do, write, say, or show
something that demonstrates their understanding (Doak,Doak,&Root, 1996). Finally,
face-to-face interaction allows providers to use verbal and nonverbal behaviors, such as
empathy (Frankel, 1995) and immediacy (Argyle, 1988; Richmond & McCroskey,
1995) to elicit patient trust, enabling better communication and satisfaction.

Given the efficacy of face-to-face consultation, Embodied Conversational Agents
(ECA) show particular promise for conveying health information to patients with
inadequate health literacy by simulating face-to-face conversation with a provider.
These systems can produce verbal and nonverbal conversational behaviors that sig-
nify understanding, mark significance, and convey information in redundant channels
of information (including speech intonation, hand gesture, facial display, body

Figure 2. Embodied conversational agent interface in rehospitalization trial (photo Glenn
Kulbako).
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posture shift, and eye gaze), to maximize message comprehension. They can use the
verbal and nonverbal communicative behaviors used by health providers to establish
trust and rapport with their patients in order to increase satisfaction and adherence to
treatment regimens (Bickmore, Gruber, & Picard, 2005). They can adapt their messages
to the particular needs of patients and to the immediate context of the conversation,
since each utterance by the agent is dynamically composed (not just pre-recorded). They
can emulate clinicians’ extensive use of pointing gestures when explaining written
materials to patients in order to clarify references and describe the structure and layout
of the text (as in Figure 2) (Bickmore, Pfeifer, & Yin, 2008). Finally, they can provide
health information in a consistent manner and in a low-pressure environment in which
patients are free to take as much time as they need to thoroughly understand it.

ECA-Based Health Intervention Clinical Trials

We are currently using the ECA interface in two randomized clinical trials that
specifically examine the role of health literacy. In one of these trials, the ECA is
being used to teach patients being discharged from the hospital about their after
hospital care plan. In the other it is being used to promote walking in older adults.
The goal of the current analysis is to evaluate data from these ongoing trials regard-
ing the usability of the ECA system for people with inadequate health literacy.

The two clinical trials of ECA-based health interfaces are being conducted at
Boston Medical Center, a large urban safety-net hospital and ambulatory care center
with an ethnically diverse patient population. Both studies use an ECA-based
computer interface to communicate health information to patients, modeling best
practices in health communication for patients with inadequate health literacy.

In the current analysis we are focused on measures related to satisfaction, usabil-
ity and other process measures (in both studies we are blinded to health outcomes
until trial completion: 30-day hospital utilization in the rehospitalization study
and walking steps and fitness in the walking study).

Rehospitalization Trial

The first trial, entitled, ‘‘A RCT to Reduce Cardiopulmonary Rehospitalization’’
(PI: Jack, R01HL081307) is a two-armed intervention trial to improve patient edu-
cation and safety in the transition between hospital and home with a primary goal of
reducing 30-day hospital readmission. The system is designed to be used by patients
in their hospital beds. The agent is deployed on a wheeled kiosk with a touch screen
display attached to an articulated arm that can be positioned in front of patients
(Figure 2). The system is designed to interact with patients once each day they are
in the hospital, but the primary interaction is just before hospital discharge (75%
of patients only had this final, discharge interaction, due to short hospital stays or
logistical constraints). The final interaction is performed after the final list of dis-
charge medications are approved (‘‘medication reconciliation’’), and typically just
before the patient leaves the hospital. In this interaction, patients spend approxi-
mately half an hour using the system, to review the layout and contents of a perso-
nalized ‘‘After Hospital Care Plan’’ booklet that is produced for them and contains
their post-discharge self-care instructions. The paper booklet is given to patients
before their conversation with the agent, and the agent displays and reviews a digital
version of the patient’s booklet in the interface, so that patients can follow along
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with the agent’s explanation in their paper booklets to review medications, exercise
and diet recommendations, and follow-up appointments. The specific approach to
discharge education used in this project was modeled on our prior intervention—
the Re-Engineered Hospital Discharge (RED)—which was delivered by a nurse
(Jack, Chetty, & Anthony, 2009).

Rehospitalization Trial Methods

Participants

Participants in the rehospitalization study were English-speaking patients, 18 years
of age or older, admitted to the teaching service of Boston Medical Center between
October, 2008 and August, 2009. Patients were required to have a telephone, be able
to comprehend study details and the consent process in English, and have plans to be
discharged to a U.S. community. Patients were not enrolled if they were admitted
from a skilled nursing facility or other hospital, admitted for a planned hospitaliza-
tion, on hospital precautions, on suicide watch, deaf, or blind. Of the 417 parti-
cipants enrolled to date into the parent study (of a planned 750), 208 were
randomized into the ECA intervention arm of the study. Of these, 143 completed
all measures necessary for our analyses (there were no significant differences in
demographic characteristics between those who completed all measures and those
who left the hospital prior to completing the study protocol).

Measures

Health Literacy
Health literacy was assessed using the Rapid Estimate of Adult Literacy in Medicine
(REALM) (Davis, Long, & Jackson, 1993). The sample was split into ‘‘adequate’’ and
‘‘inadequate’’ health literacy groups, using a REALM score of 9th grade and above, as
other authors have done (Lindau, Basu, & Leitsch, 2006; Mancuso & Rincon, 2006;
Sudore, Yaffe, & Satterfield, 2006; Lincoln, Paasche-Orlow, & Cheng, 2006).

Usability
Usability was assessed using single scale-measure self-report items to assess overall
satisfaction with the ECA, ease of use, desire to continue working with the ECA,
and preference for the ECA relative to human health providers, in addition to
session duration.

Attitudes Towards the Agent—Therapeutic Alliance
Patient attitude towards the ECA was assessed using a measure of therapeutic
alliance, specifically the affective bond subscale of the Working Alliance Inventory.
This is a self-reported 12-item Likert scale questionnaire assessing the emotional
dimension of a patient’s trust and belief that they can work together with a provider
to achieve desired therapeutic outcomes (Horvath & Greenburg, 1989).

Procedure

Participants were provided with brief training on how to ‘‘talk’’ to the ECA, in which
the agent walks on the screen and greets the participant; participants are then told to
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‘‘touch what you want to say on the screen’’ (that is typically the extent of the train-
ing). At the conclusion of their interaction with the ECA they answered questions
regarding usability and attitudes toward the gent just prior to leaving the hospital.
All self-report measures were verbally collected by research staff to accommodate
patients with limited literacy.

Rehospitalization Trial Results

Demographics and Health Literacy

Table 1 shows demographics of the study population. Participants with inadequate
health literacy in the rehospitalization study were significantly older, less educated,
and more likely to be non-White compared with participants in that study with
adequate health literacy. Participants with inadequate health literacy also had
significantly lower levels of computer literacy compared to participants with
adequate health literacy.

Usability

Participants reported very high levels of overall satisfaction and ease of use, regard-
less of health literacy level: 78% of all participants scored satisfaction a 7 on a

Table 1. Subject demographics by health literacy level

Health literacy level Inadequate Adequate p value

Rehospitalization Study

N 68 75
Sex (% Male) 56.9 50.0 n.s.
Age (range 20–84) 52.7 46.6 .004
Race: % African American 63.9 48.6
Race: % White 12.5 35.1 <.05
Race: % Other 23.6 16.3
% Hispanic or Latino 13.9 10.8
Highest grade completed 11.6 12.9 .002
Computer Literacy
(1¼ never use one; 4¼ expert)

2.01 2.73 <.001

Walking Study

N 15 18
Sex (% Male) 33.3 22.2 n.s.
Age (range 65–85) 73.0 73.5 n.s.
Race: % African American 86.7 61.1
Race: % White 6.7 22.2 n.s.
Race: % Other 6.6 16.7
% Hispanic or Latino 20.0 0.0
Highest grade completed 11.3 13.3 n.s.
Computer Literacy 1.4 1.8 .08

Health literacy assessed via REALM for Rehospitalization Study and TOFHLA for
Walking Study.
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7-point Likert-type scale (with 7¼ ‘‘very satisfied’’), and 78% scored ease of use a 1
on a 7-point scale (with 1¼ ‘‘very easy to use’’). In addition, participants with inad-
equate health literacy showed a trend of greater satisfaction with the ECA compared
to participants in that study with adequate health literacy.

None of the other usability measures were significantly different across health
literacy levels.

Attitudes Toward the Agent

Participants scored well above the Likert scale midpoint on overall mean Working
Alliance Bond subscale scores, regardless of health literacy level, and only 11% of part-
icipants scored below the midpoint of the composite measure. In addition, there were
no significant differences between literacy groups on overall Working Alliance scores.
However, differences on a few of the individual items in the scale reached significance,
indicating a greater degree of personification of the agent (mutual respect, importance
of relationship with the agent) by participants with inadequate health literacy.

Geriatrics Walking Promotion Trial

The second trial, entitled, ‘‘Computer Agents to Promote Walking in Older Adults
with Low Health Literacy’’ (PI: Silliman, R01AG028668) is a two-armed inter-
vention trial to promote walking in older adults with a primary goal of improving
the number of steps per day at 12 months. Older adult ambulatory clinic patients
at Boston Medical Center are given pedometers which link to tablet-PC computers.
Intervention participants are given a tablet-PC to use at home for 2 months and are
asked to interact with the ECA daily to set and discuss walking goals (Figure 1). In
addition, participants can interact with the agent on a kiosk in the waiting room of
their primary care provider.

Walking Trial Methods

Participants

Participants in the walking study were English-speaking patients, 65 years or older,
who attend the geriatrics or internal medicine ambulatory care clinics at BostonMedi-
cal Center between April, 2009 and September, 2009. Patients were required to speak
and read English at a level required to interact with the ECA (via a screening conver-
sation with the agent) and to understand the study protocol, be inactive but medically
able to begin a moderate intensity physical activity program, and free of cognitive
impairment and significant depressive symptoms. Of the 88 participants enrolled to
date into the parent study (of a planned 270), 44 were randomized into the ECA inter-
vention arm of the study and 2-month study measures were obtained from 33 of these.

Measures

Health Literacy
Health literacy was assessed using the Test of Functional Health Literacy in Adults
(TOFHLA) (Parker, Baker, Williams, & Nurss, 1995). A different measure was used
relative to the rehospitialization trial due to the different patient populations and
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study settings. Patients with subclinical dementia can often pronounce a word correctly
but not knowwhat the wordmeans, invalidating REALM results. As this is more likely
to occur in older cohorts, we chose to avoid the REALM in the walking study, and used
the TOFHLA. However, as the TOFHLA takes more time to administer, it was not the
best choice for rushed hospital environments, especially those with relatively younger
adult populations. Both of these measures reflect print literacy and reading ability
(Berkman, Pignone, Sheridan, & Lohr, 1994) and so may not be the most accurate
assessments of ability to act on health information communicated verbally.

The sample was split into adequate and inadequate health literacy groups, using
a TOFHLA score of 23 or above, as other authors have done (Lindau et al., 2006;
Mancuso & Rincon, 2006; Sudore et al., 2006; Lincoln et al., 2006).

Usability
Usability was assessed through actual voluntary use of the system during the first
two months in which patients had the tablet computer at home, based on the tablet
log files. Measures included the number of sessions completed out of 60 possible
daily conversations, the average duration of each session, and the percent of sessions
in which participants plugged in their pedometer (the agent asked them to plug it in
every session).

Attitudes Towards the Agent—Therapeutic Alliance
Attitude towards the agent was assessed using the affective bond subscale of the Work-
ing Alliance Inventory, as in the rehospitalization trial (Horvath & Greenberg, 1989).

Procedure

Participants were provided with the same brief ECA training as in the rehospitaliza-
tion study, given at time of enrollment, before being sent home with a tablet com-
puter for two months of home-based interactions with the agent. Assessments of
attitudes toward the ECA were administered at an in-person research interview
immediately following these 2 months. All self-report measures were verbally
collected by research staff to accommodate patients with limited literacy.

Analysis

In order to examine the trends in participant use of the system over time, we analyzed
the sessions data using mixed-effect modeling. All analysis was performed using R 2.9.0
(RDevelopment Core Team, 2008) with the ‘‘nlme’’ package, fitting linear mixed-effect
regression models to the sessions per week and literacy category data. Best fit results
were for a model with random effects for intercept but not study week (slope).

Walking Trial Results

Demographics and Health Literacy

As in the rehospitalization study, participants with inadequate health literacy
had lower levels of computer literacy compared to participants with adequate health
literacy, although this difference was only trending towards significance, likely due
to the smaller sample size (Table 1).
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Table 2. Outcomes by health literacy level

Health literacy level Inadequate Adequate
p

value

Rehospitalization Study

Satisfaction (1¼ not at all; 7¼ very much) 6.57 6.45 .083
Ease of Use (1¼ very easy; 7¼ very difficult) 1.82 1.83 n.s.
Desire to Continue with Agent (1¼ not at all;
7¼ very much)

5.82 5.39 n.s.

Prefer Human Provider over Agent
(1¼ definitely prefer doctor or nurse;
7¼ definitely prefer agent)

4.50 4.12 n.s.

Average session time (minutes) 31.62 27.38 n.s.
WAI� Bond (overall composite) 5.80 5.49 n.s.
I am comfortable with the agent. 5.58 5.78 n.s.
The agent and I understand each other. 5.67 5.68 n.s.
The agent likes me. 5.50 5.29 n.s.
The agent is concerned about my welfare. 6.16 5.64 n.s.
The agent and I respect each other. 6.24 5.59 .027
The agent is honest about her feelings
towards me.

4.83 5.29 n.s.

I am confident in the agent’s ability to
help me.

6.43 6.20 n.s.

The agent appreciates me. 5.97 5.52 n.s.
The agent and I trust one another. 5.68 5.32 n.s.
My relationship with the agent is important
to me.

5.82 4.99 .012

The agent cares about me, even if I do
something wrong.

5.24 4.74 n.s.

The agent will keep working with me,
even if I say something wrong.

5.76 5.81 n.s.

Walking Study

Sessions completed (of 60 possible) 26.73 38.39 .078
Average time per session (minutes) 7.49 7.67 n.s.
Sessions with pedometer uploads (percent) 64.00 83.55 .058
WAI� Bond (overall composite) 5.71 5.24 n.s.
I am comfortable with the agent. 5.67 4.94 n.s.
The agent and I understand each other. 6.20 4.83 .015
The agent likes me. 5.93 5.93 n.s.
The agent is concerned about my welfare. 5.93 5.39 n.s.
The agent and I respect each other. 6.20 5.28 n.s.
The agent is honest about her feelings
towards me.

5.60 5.11 n.s.

I am confident in the agent’s ability to
help me.

6.20 5.50 n.s.

The agent appreciates me. 5.67 5.22 n.s.

(Continued )
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Usability

Mixed effect regression indicates that participants with inadequate health literacy
completed fewer home-based conversations with the ECA compared to participants
with adequate health literacy (p< .05), Note that a simple t-test on total number of
sessions also shows this result (approaching significance, Table 2). Regression results
also indicate a significant decrease in home-based conversations with the ECA over
time for all participants of �0.29 sessions=week (p< .001). There was no significant
interaction between sessions per week and literacy category; participants had similar
patterns of decreasing use over time, regardless of literacy category.

There were no significant differences in session durations between literacy cate-
gories, but there was a trend for participants with adequate health literacy to plug in
their pedometers more frequently compared to participants with inadequate health
literacy (p¼ .058, Table 2).

Attitudes Toward the Agent

As in the rehospitalization study, participants scored well above the Likert scale mid-
point on overall mean Working Alliance Bond subscale scores, regardless of health
literacy level, and only 9% of participants scored below the midpoint of the com-
posite measure. In addition, there were no significant differences between literacy
groups on overall Working Alliance scores. However, differences on a few of the
individual items in the scale reached significance, indicating a greater degree of per-
sonification of the agent (mutual understanding) and a lower level of understanding
of the technology (thinking the agent would discontinue use if the participant said
the wrong thing) by participants with inadequate health literacy.

Discussion

Overall, there were very few differences in measures of acceptance and usability
between patients with adequate and inadequate health literacy, suggesting that ECAs
are approachable and usable by patients regardless of health literacy level. In the
few measures in which there were significant or near-significant differences on health
literacy, these were mostly in favor of patients with inadequate health literacy,

Table 2. Continued

Health literacy level Inadequate Adequate
p

value

The agent and I trust one another. 5.60 5.22 n.s.
My relationship with the agent is important
to me.

5.60 5.06 n.s.

The agent cares about me, even if I do
something wrong.

5.93 5.11 n.s.

The agent will keep working with me, even if
I say something wrong.

3.73 5.61 .011

All t-tests except Satisfaction (Mann-Whitney due to ceiling effect).
�WAI: Working Alliance Inventory (all items Likert scale, 1¼ disagree completely;

7¼ agree completely).
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indicating that ECAs may be even more acceptable to this population than to
patients with adequate health literacy.

In addition to the theoretical reasons why ECAs may be ideal interfaces for
patients with inadequate health literacy, described earlier, patients interviewed in
the pilot studies that preceded the two trials provided a better understanding of their
reasons for accepting the technology (Bickmore, Pfeifer, & Jack, 2009; Bickmore,
Caruso, Clough-Gorr, & Heeren, 2005). Patients in both pilots indicated that the sys-
tem was very easy to use, even if they had little or no experience with computers:

. ‘‘I don’t like computers but that was easy.’’ (rehospitalization pilot)

. ‘‘That is so easy. That is so good. Regular computers I don’t do. But, that was so
easy, even a baby could do that.’’ (walking pilot)

Patients in the rehospitalization pilot indicated that they liked being able to take as
much time as they needed to understand everything, something they said that their
doctors or nurses typically did not provide:

. ‘‘Sometimes doctors just talk and assume you understand what they’re saying. With a
computer you can go slow, go over things again and she checks that you understand.’’

. ‘‘I prefer Louise [the name of the ECA character], she’s better than a doctor, she
explains more, and doctors are always in a hurry.’’

Patients in both pilots were also mostly positive about the interventions:

. ‘‘It was the best thing that happened to me, to have something that pushed me out
and get me walking.’’ (walking pilot)

. ‘‘She’s nice. She’s really good. Really good. She asks you the right questions. She
tells if you if you’re not doing up to par, you know, and all that. And if you’re doing
good, she’ll tell you. If you’re not she’ll tell you. And it’s honest. And it works. It
really does. I like it. I like talking to her.’’ (walking pilot)

. ‘‘She treated me like a real person! She’s not like a computer. This is awesome work!
This is really excellent.’’ (rehospitalization pilot)

. ‘‘I’ve had problems with, not this hospital, but other hospitals. I wasn’t given the
quality time that this lady gave me.’’ (rehospitalization pilot)

One area of possible concern is that patients with adequate health literacy in the
walking trial completed more sessions with the ECA compared to patients with inad-
equate health literacy. This may indicate that, despite having similar attitudes
towards and satisfaction with the agent and despite finding the system easy to use,
there may be other important factors such as patient activation that dictate the
amount of use. However, the relationship between intervention dose and health out-
comes in behavioral studies can be complex, and it could even be that fewer sessions
result in better outcomes. The ECA provides an accessible and usable communi-
cation channel for patients irrespective of health literacy, but more research is
required to ascertain contexts in which dose is important and then to tailor infor-
mation and counseling dialogue content to ensure that a given intervention is effec-
tive for patients with inadequate health literacy.

Patients with inadequate health literacy appear to anthropomorphize ECAs
more than patients with adequate health literacy, as reflected by specific items
related to mutual understanding and respect, and belief that the agent may decide
to stop working with them if they say something wrong. Although this indicates a
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general lack of understanding of the underlying technology, it may ultimately prove
beneficial for these patients if the increased personification leads to a greater sense of
working alliance and increased adherence to the ECA’s recommendations. Some
patients may actually confuse the agent with a real person (e.g., if delirious in the
hospital), which could be partially addressed by having both the humans administer-
ing the agent and the agent itself periodically remind users that it is just a computer.
Another concern is that the results may indicate that patients with adequate health
literacy do not like the social aspects of the interactions, feeling that they are
unnecessary, slow, or even disingenuous. Future systems may allow patients to
choose more conventional graphical user interfaces that let them work through
the information in a session more efficiently.

Future Work

Our immediate future plans are to complete the rehospitalization and walking trials
in order to demonstrate efficacy—in terms of clinically important health outcomes—
regardless of health literacy level.

Now that we have established that ECAs can provide an acceptable and usable
health communication channel for patients with inadequate health literacy, the
opportunities for developing patient and consumer education and counseling inter-
ventions are limitless. Specific areas that we are investigating include:

. Automated explanation of written medical information to patients with varying
levels of health literacy (Bickmore, Pfeifer, & Paasche-Orlow, 2009).

. Linguistically and culturally tailored health interventions, such as exercise pro-
motion for older bilingual Latino adults (Yin, Bickmore, Byron, & Cortes, 2010).

. Longitudinal health behavior change interventions, in which alliance with the ECA
is used to promote retention in the intervention as well as adherence (Bickmore,
Schulman, & Yin, 2010).

. Deployment on other computer platforms, including mobile devices (Bickmore &
Mauer, 2009).

A final important area of ongoing research is the automatic adaptation of the
computer interface in response to patient characteristics and needs. Our finding that
patients with high levels of computer literacy are less satisfied with the ECA may
indicate that such patients should be given the option of using a more traditional
computer interface to more efficiently access the information they need, while
patients with low computer and=or health literacy would use the ECA. In addition,
in some of our studies we have found that nurses provide different information to
patients depending on their level of health literacy—providing more technical
detail to patients with adequate health literacy, but providing more scaffolding
(information about document structure) to patients with inadequate health literacy
(Bickmore, Pfeifer, & Yin, 2008)—and this difference in presentation could also be
emulated by an ECA that dynamically adjusts its dialogue based on patient needs.
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Performance of mixed effects models in the
analysis of mediated longitudinal data
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Abstract

Background: Linear mixed effects models (LMMs) are a common approach for analyzing longitudinal data in a
variety of settings. Although LMMs may be applied to complex data structures, such as settings where mediators
are present, it is unclear whether they perform well relative to methods for mediational analyses such as structural
equation models (SEMs), which have obvious appeal in such settings. For some researchers, SEMs may be more
difficult than LMMs to implement, e.g. due to lack of training in the methodology or the need for specialized SEM
software. It therefore is of interest to evaluate whether the LMM performs sufficiently in a scenario particularly
suitable for SEMs. We focus on evaluation of the total effect (i.e. direct and indirect) of an exposure on an outcome
of interest when a mediating factor is present. Our aim is to explore whether the LMM performs as well as the
SEM in a setting that is conducive to using the SEM.

Methods: We simulated mediated longitudinal data from an SEM where a binary, main independent variable has
both direct and indirect effects on a continuous outcome. We conducted analyses with both the LMM and SEM to
evaluate the performance of the LMM in a setting where the SEM is expected to be preferable. Models were
evaluated with respect to bias, coverage probability and power. Sample size, effect size and error distribution of
the simulated data were varied.

Results: Both models performed well in a range of settings. Marginal increases in power estimates were observed
for the SEM, although generally there were no major differences in performance. Power for both models was good
with a sample of size of 250 and a small to medium effect size. Bias did not substantially increase for either model
when data were generated from distributions that were both skewed and kurtotic.

Conclusions: In settings where the goal is to evaluate the overall effects, the LMM excluding mediating variables
appears to have good performance with respect to power, bias and coverage probability relative to the SEM. The
major benefit of SEMs is that it simultaneously and efficiently models both the direct and indirect effects of the
mediation process.

Background
A common method of handling longitudinal data is
through linear mixed effects models (LMMs) [1]. These
models account for the correlation of observations and
allow estimation of the effect of predictor variables on
repeated outcomes. They are relatively easy to imple-
ment and their regression parameters have a clear
interpretability.
Complex relationships often exist among the variables

studied, however, and it may be of interest to explicitly
model the hypothesized causal pathways between

independent variables and outcomes. Although multiple
mixed effects models can be fit to evaluate mediation
(see e.g. Krull and MacKinnon [2] and Baron and Kenny
[3]), methods for mediational analyses, such as Struc-
tural Equation Models (SEMs), are necessary to simulta-
neously model mediated relationships. However, when
the primary aim of an analysis is to determine the total
effect (i.e. direct and indirect) of an exposure on an out-
come of interest, it is unclear what the impact of explicit
modeling of the mediated relationship is on power, bias,
and on coverage probability for the main research aim.
SEMs are a well known and commonly used data ana-

lysis technique in the social sciences, and is becoming
increasingly popular in many clinical research areas. The
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SEM framework is a general modeling framework and
allows the modeling of potentially complex relationships
among observed and latent variables and can be applied
in the longitudinal data setting.
There has been much previous work in applying

SEMs to longitudinal data analyses [4-9], and the
equivalence of LMMs and special cases of SEMs in set-
tings without mediating variables has been well docu-
mented in the SEM literature [5,7,10-15]. The major
advantages of SEMs are that they have the capability
to incorporate measurement error on the variables in
the model [5,8,13], allow explicit modeling of relation-
ships involving mediating variables [16] and are able to
decompose direct and indirect effects [11]. Disadvan-
tages of SEMs that have been previously noted include
potentially large sample size requirements and poten-
tial problems with skewed data. It is also essential for
SEMs that investigators have clear hypotheses on the
causal pathways between variables [9]. In addition,
SEMs may be more difficult than LMM to implement,
e.g. due to a lack of training in the methodology or the
need for specialized SEM software. Given these poten-
tial limitations, it is of interest to explore whether a
LMM performs well relative to an SEM in settings
where mediation is present.
The purpose of this paper is to conduct a simulation

study in a mediated longitudinal setting to evaluate
whether a LMM performs sufficiently with respect to
power, bias and coverage in a scenario that is conducive
to using an SEM.

Methods
Setting
We consider a longitudinal setting similar to a study by
Samet et al [17] evaluating the impact of heavy alcohol
consumption on HIV disease progression. The data arise
from a prospective cohort study in which the primary
outcome, CD4 cell count, is assessed every 6 months for
three years (i.e. 6 measures of CD4 count across time
for each subject) and heavy alcohol consumption, the
main independent variable, is assessed only at baseline.
A potential mediator of the relationship between heavy
alcohol consumption and HIV disease progression is
adherence to antiretroviral therapy (ART) as it has been
demonstrated that alcohol consumption may worsen a
patient’s ability to adhere to ART thereby leading to
worse disease progression. In the current setting we
assume that ART is assessed only at baseline. In addi-
tion to an indirect effect mediated by ART, alcohol con-
sumption could also have a direct biological effect on
CD4 cell count. The primary objective of the analysis is
to evaluate the overall impact (direct plus indirect effect)
of heavy alcohol use on CD4 cell count. Figure 1 shows
a simple diagram illustrating the relationship between

heavy alcohol consumption, ART adherence and the
outcome CD4 cell count.
A standard analytic approach for analyzing these data

would be to fit a LMM, which can account for correla-
tion due to repeated assessments of CD4 cell count
from the same subject and adjust for potential confoun-
ders. Alternatively, an SEM could be fit to the data
which would explicitly model the hypothesized pathways
between heavy alcohol consumption and CD4 count.
In this setting, where the main objective is to deter-

mine the total effect of heavy alcohol use on CD4 cell
count, it is unclear whether a LMM can perform as well
as an SEM, a method often preferred for analyzing
mediated longitudinal data.

General SEM Formulation
There are two components to an SEM, the measurement
model and the structural model. The measurement
model relates unobserved latent variables and covariates
to outcomes and exposure indicators. This model
attempts to capture measurement error in observed vari-
ables. The structural model relates covariates and latent
variables to latent variables. This model attempts to cap-
ture individual variation in the latent variables.
Using the same notation as Sanchez [15], the general

model is expressed as:

Measurement Model

X

Y
U KZi

i
i i i









      ε (1)

Structural Model

U BU Zi i i i     (2)

In the above equations, i indexes the individual, with
i = 1,..., N where N is the number of individuals. For the
ith individual, Yi is a vector of observed outcomes, Xi is a
vector observed exposure indicators. Ui is a vector of
latent variables and Zi is a vector of observed, fixed

Figure 1 Mediated effect of alcohol on CD4 count. Alcohol may
directly impact CD4 count or may have an indirect effect through
its effects on ART adherence.
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covariates. Although Ui appears on both sides of the
matrix equation, the diagonal elements of B are zeros so
that the same element of Ui would not appear on both
the left- and right-hand side of a given equation. is a
matrix of coefficients associated with Ui, K is a matrix of
coefficients associated with Zi and εi is a vector of ran-
dom residual errors for the measurement model. In the
structural model, B is a matrix of coefficients (where the
diagonal elements are zeros) associated with Ui, Γ is a
matrix of coefficients associated with Zi and ζi is a vector
of random residual errors for the structural part of the
model. The mean of random residual errors for both the
measurement and structural models are assumed to be
zero. Σ is the covariance matrix of the residual errors of
the measurement model (εi), and Ψ is the covariance
matrix of the residual errors of the structural model (ζi).
The Xi and Yi are assumed to be multivariate normal
(MVN). The errors in Equations 1 and 2 are assumed to
be independent. Parameters are usually estimated via
maximum likelihood, with the objective of minimizing
the distance between the observed and model-based
mean and covariance structure [16].

SEM Simulation Model
The SEM framework was used to generate the mediated
longitudinal data for the simulation studies since the
aim is to evaluate whether a LMM performs sufficiently
in the setting where an SEM is presumed to be optimal.

The scenario in which we simulated data is an extension
of a specific SEM often referred to as a latent growth
curve model or latent curve model [4,18]. In the latent
growth curve model, the outcome variables are influ-
enced by random intercept and slope variables. These
variables are latent and can be influenced by predictors
and other covariates. Let i index the individual (i = 1,...,
N) and j index the time-point (j = 1,..., T), where T is
the number of measurement times. In the current study,
we considered a setting with a single continuous covari-
ate (z1i), such as age, and a single binary independent
variable (z2i) of primary interest, heavy alcohol con-
sumption, predicting repeated observations of the out-
come (Yij), CD4 cell count. Heavy alcohol use influences
the outcome CD4 cell count through the random inter-
cept and slope variables. In addition, ART adherence is
a mediating variable (xi) which influences CD4 count
through the random intercept and slope variables. The
variable ART adherence is said to be a mediator because
the primary independent variable, heavy alcohol use,
may affect CD4 count not only directly but also indir-
ectly through ART adherence. We considered a setting
with 6 time-points (T = 6) and illustrate the SEM model
with the path diagram in Figure 2. Using the notation
we have described above for SEMs and eliminating the
subject index i for simplicity, our measurement and
structural model for the scenario illustrated in Figure 2
can be written as:

Figure 2 Path diagram for mediated longitudinal data. path diagram for mediated longitudinal data with the outcome (Y) measured at six
occasions, a continuous covariate (z1) measured once, a dichotomous main independent predictor (z2) measured once variable and a
continuous mediator (x) measured once.
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Measurement Model

Y U t U

x U
j j j  
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(3)

Structural Model
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  zz2 3 
(4)

or in matrix notation as:

Measurement Model

Y Ui i i 

 ε

x U3

Structural Model

U BU Zi i i i   

The latent intercept and slope are represented by U1

and U2, respectively. The continuous covariate (age)
and main independent variable (heavy alcohol use) are
represented by z1 and z2, respectively. Based on the
model formulation presented in Equations 1 and 2,
ART adherence (x) is considered both an outcome (as
it is influenced by the main independent variable) and
a predictor (as it influences the random intercept and
slope), and therefore appears on the right- and left-
hand side of the above equations. However, using the
above formulation, only latent variables can be both
outcomes and predictors. Thus to incorporate x as a
mediator and stay within the framework defined by
Sanchez [15], we must add an additional latent variable
(U3) to the model that is exactly equal to x; x can then
be viewed as an indicator of this latent variable. Time
is incorporated into the model by populating the Λ
matrix from Equation 1 with the fixed times of mea-
surements (tj).
It can be shown that for a given outcome, Yj, at time

tj, the predictive formula is:

Y b b z z z

b t b z t z t
j

j j j

    

 
13 31 13 33 2 12 1 13 2

23 31 23 33 2 23 2

   

  

    ( ) ( )   1 13 3 2 23 3b b t j jε

(5)

The interpretation of the key model parameters of
interest are as follows:

1. b13 is the effect of the mediating variable on the
latent intercept.
2. b23 is the effect of the mediating variable on the
latent slope.
3. g33 is the effect of the main independent variable
on the mediating variable.
4. g23 is the effect of the main independent variable
on the latent slope.
5. g13 is the effect of the main independent variable
on the latent intercept.

Under the assumption of MVN errors in both the
measurement and structural model, the distribution of
Y is MVN as well. The mean for any given Yj is:

E( ) ( ) ( )

( ) (

Y b z b z

b t b
j

j
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   ))z t j2

and the covariance matrix for the vector of Yj’s is:

Cov T( )Y W W  

where

W 
























1

1

1

1 13 1 23

2 13 2 23

6 13 6 23

t b t b

t b t b

t b t b
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The primary setting we considered in our simulations
assumed a constant effect of heavy alcohol use (the
main independent variable of interest) over time. If
there is no alcohol by time interaction (i.e. g23 = 0 and
b23 = 0), the total effect of heavy alcohol use on CD4
count is represented by g 13 + b13 g33, which is the sum
of its direct (g13) and indirect (b13 g33) effect through
ART adherence.
Secondary analyses assuming the effect of heavy alco-

hol use changes over time were also performed. In this
setting, the interaction between alcohol and time is the
primary interest. The total effect of alcohol use on the
change of CD4 count over time is represented by coeffi-
cients corresponding to the interaction between alcohol
use and time, g23 + b23 g33, the sum of the direct and
indirect effects, respectively.

Linear Mixed Effects Models
The LMM can be used to evaluate the total effect of
heavy alcohol consumption on CD4 cell count, however,
the mediated relationship is not explicitly modeled with
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a single LMM. Two mixed models were considered for
comparison to the SEM. The first model, which we will
refer to as LMM1, includes the mediator (x) as a covari-
ate in the model. In the formula below we have again
eliminated the subject index (i) for simplicity and let
j = 1,..., 6 index time-point. The first model is:

Y z z t x z t

r r t e
j j j

j j

      

 

     0 1 1 2 2 3 4 5 2

1 2
(6)

where bj’s are unknown regression coefficients relating
covariates to the mean of Yj, r1 and r2 denote the ran-
dom intercept and random slope, respectively and ej is
the random error with zero mean representing deviation
of responses from the corresponding predicted means.
In matrix form e = (e1, e2,..., e6)

T is the vector of
unknown random errors with E(e) = 0 and Cov(e) = E;
r = (r1, r2)

T is the vector of the random intercept and
slope coefficients with E(r) = 0 and Cov(r) = G. In the
primary setting we explore, where the effect of alcohol
is assumed constant and therefore the alcohol by time
interaction in (6) is excluded, the effect of the main
independent variable on the outcome is represented by
b2. In the secondary setting explored where there is an
alcohol by time interaction, the parameter of interest is
b5. Variables in the causal pathway are often omitted as
they otherwise artificially attenuate the effect of the
main independent variable of interest. Thus, we also
considered a second mixed model, which we refer to as
LMM2, where we refit the model given in Equation 6
excluding the term for ART adherence (b4x).
The LMM assumes MVN errors, therefore the distri-

bution of Y is MVN as well. For the LMM1 in Equation
(6), the mean for any given Yj is:

E( )Y z z t x z tj j j          0 1 1 2 2 3 4 5 2

and the covariance matrix of the vector of Yj’s is:

Cov T( )Y Z G Z E 

where
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In a comparison of the means of the SEM and LMM
under the assumption of multivariate normality, there
are two notable differences. First, the mean for the
SEM is explicitly modeled as a function of both the
direct and indirect effects of the main independent

variable z2 (i.e. g13 + b13 g33) whereas in the LMM it is
simply a function of its total effect (i.e. b2). Second, in
a LMM that includes the mediating variable (LMM1),
the mean of the outcome is a function of the mediat-
ing variable itself, but this is not the case for the SEM
where the mean depends instead on the effect of the
mediating variable on the latent intercept and slope
(i.e., b13 and b23). With regard to covariance matrices,
in the LMM the covariance depends on the values of
time and the covariance matrix of the latent intercept
and slope. In contrast, the covariance from the SEM
depends explicitly on the mediating variable and its
effects. That is, it is a function of the values of time,
the parameters associated with the effect of the med-
iating variable on the random intercept and random
slope, as well as the covariance matrix of the latent
intercept, slope, and the mediating variable. Thus, the
magnitude of the mediated effect and the covariance of
the mediator and latent variables influence the covar-
iance of Y in the SEM but this is not the case in the
LMMs.
We simulated data under the mediated SEM and then

fit the data with both the LMM1 and LMM2 models.
The SEM model was also fit as a reference standard to
compare with the LMM results. The goal was to identify
advantages and disadvantages of using the LMM relative
to the SEM in a longitudinal data setting where a med-
iator was present. In evaluating model performance, we
focused on the parameters representing the total effect
of heavy alcohol use on CD4 cell count.

Data Characteristics to be Varied in Simulated Data
We simulated datasets assuming the mediated longitudi-
nal relationship described in the path diagram (Figure
2). The data were generated under the SEM model as
the objective was to evaluate the performance of the
mixed model when the SEM is expected to be prefer-
able. The factors we evaluated were sample size, effect
size and distributional assumptions.
Sample Size
A range of sample sizes was evaluated. We considered
sample sizes as small as 25 and increased values up to 500
at which point both the SEM and LMM performed well.
Effect Size and Total Effect Distribution
When the effect of heavy alcohol use is constant over
time, the total effect of the main independent variable
on the latent intercept is given by g13 + b13 g33. We
defined the effect size by scaling this quantity by the
total standard deviation of the latent intercept:

Effect Size Intercept
U i

:
var( )


 13 13 33

1

b
(7)
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where
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When the effect of heavy alcohol use changes over
time, the direct effect of the main independent variable
on the latent intercept is set to zero, and thus the effect
size on the latent slope was defined as:

Effect Size Slope
U i

:
var( )
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(8)
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We examined a range of effect sizes including small
(approximately 0.2), medium (approximately 0.5) and
large (approximately 0.8), as defined by Cohen [19]. In
addition, within each effect size we varied the distribu-
tion of the direct and indirect effects and explored the
following three scenarios: equally distributed direct and
indirect effects; primarily direct effect; primarily indirect
effect.
Distribution of the Outcome Variable
Both SEMs and LMMs assume normally distributed
errors of the outcome variables. We compared the per-
formance of each type of model when this assumption
was not met. For each distribution evaluated we consid-
ered two scenarios: i) only the errors from the measure-
ment model were non-normal and ii) errors of both the
measurement and structural models were non-normal.
The following distributions were evaluated:

1. Uniform(  3 3, ) distribution- the parameters
of the uniform distribution were chosen to obtain a
mean of zero and a variance of one to be compar-
able to the standard normal setting.
2. Lognormal(0, 0 4812. ) distribution- the log-
normal parameters were chosen such that the mean
of the residual errors was equal to zero and the var-
iance was equal to one. To achieve a mean of zero,
exp(0.4812/2) was subtracted from all generated log-
normal values.
3. Contaminated normal(0.4, 10) distribution- a mix-
ture of a standard normal and normal with variance
of 10, where 40% of the data were from the latter
distribution [20].
4. Fleishman/Mattson method. The Fleishman [21]
method describes a way to generate non-normal ran-
dom variates with known skewness and kurtosis.

The Mattson [22] method provides a way to gener-
ate non-normal random variates with specified cor-
relation from non-normal random variates with
known skewness and kurtosis. The method also pro-
vides a formula for the skewness and kurtosis of the
randomly generated correlated values. The combined
method [23] allowed us to change only the distribu-
tion of the errors while keeping the overall variance
and correlation the same. We used two Fleishman/
Mattson distributions. The first had a moderate level
of skewness and low level of kurtosis. The second
was highly skewed and highly kurtotic. The first
results in a variance of 1, a skewness of 0.75 and
kurtosis of 0 for the residual errors of the measure-
ment model and skewness of (0.53, 0.5 and 0.75)
and kurtosis of (-1.5, -1.9 and -3) for the three resi-
dual errors of the structural model, respectively. The
second Fleishman/Mattson distribution we used
results in a variance of 1, skewness of 1.75 and kur-
tosis of 3.75 of the residual errors of the measure-
ment model and skewness of (1.2, 1.4 and 1.8) and
kurtosis of (0.4, 0.5 and 0.8) for the three residual
errors of the structural model, respectively.

Data Simulation
To generate a dataset under the mediated SEM data
structure, the following steps were taken.

1. Two multivariate normal random variates were
generated, one to be the residual error of the latent
intercept and one to be the residual error of the
latent slope. When evaluating the impact of distribu-
tional assumptions, the non-normal distributions
defined in the previous section replaced the multi-
variate normal distribution in this step. The Mattson
method [22] was used to keep the covariance
between the random intercept and random slope at
the same level as was used for the normal
simulations.
2. The value of the latent intercept and latent slope
were computed according to the structural model
given in Equation 4.
3. Independent normal errors were created to be the
residual errors for each of the repeated measures of
outcome. When evaluating the impact of distribu-
tional assumptions, the non-normal distributions
defined in the previous section replaced the multi-
variate normal distribution in this step.
4. The values of the longitudinal outcome variables
were computed according to the measurement
model given in Equation 3.
5. Steps 1 through 4 were repeated 1000 times to
create 1000 datasets.

Blood et al. BMC Medical Research Methodology 2010, 10:16
http://www.biomedcentral.com/1471-2288/10/16

Page 6 of 11



6. Each generated dataset was fit with the SEM, the
LMM1 (i.e. with the mediator as a covariate), and
the LMM2 (i.e. without the mediator as a covariate).
7. Model performance was assessed with the follow-
ing: i.) Bias- the difference between the true para-
meter value and the mean observed parameter value
divided by the true parameter value. ii.) Coverage
probability - the percentage of the 1000 95% confi-
dence intervals that contained the true parameter
value. iii.) Power - the percentage of the 1000 data-
sets in which a hypothesis test of the parameter of
interest was statistically significant. With a sample
size of 1000, and a true power of 80%, the width of
a 95% confidence interval around a power estimate
based on the simulations would be approximately
5.0 percentage points. For a true 95% coverage prob-
ability, the width of a 95% confidence interval
around a coverage probability estimate would be
approximately 2.7 percentage points.

Results
The results from the mixed effects models focus primar-
ily on the models that do not adjust for the mediator
(i.e., LMM2) because these models capture the total
effect of the main independent variable. Results from
the mixed model adjusting for the mediator (LMM1)
appear to capture the direct rather than total effect of
the primary independent variable and are therefore only
included in the sample size results to demonstrate this
result. However, since the primary objective of the ana-
lysis was to evaluate the total effect of the main inde-
pendent variable, we present only the comparison of the
SEM and the mixed model that excludes the mediator
in the remainder of the results. Typically, variables asso-
ciated with the outcome are included in a model,
including independent predictors and confounders.
However, because mediators are in the causal pathway,

it is recommended that such variables be excluded from
a model to avoid attenuating the true association
between an exposure and outcome [24]. Thus the
LMM2 model is consistent with the general practice of
excluding as a covariate variables thought to be in the
causal pathway.

Sample Size
The results from the sample size variation are displayed
in Table 1. With sample sizes of 25, 50 and 100, the
estimated power to detect the total effect for all models
was quite low (14%-65%). We note that for the SEM,
with a sample size of 100, the power for the total effect
was 65%, while the power to detect the direct and indir-
ect effects were 26% and 71% (data not shown), respec-
tively. With a sample size of 200, the power for the
SEM and LMM2 were both high and similar in magni-
tude (91% and 89%, respectively), although the power
for the LMM1 remained low at 41%. The estimated
power of the LMM1 for a sample size of 500 was less
than 80%. With a sample size of 500 the power for the
SEM and LMM2 models were 99%, therefore we did not
evaluate larger sample sizes.
The estimated coverage probabilities for the total

effect for all sample sizes for the SEM were high, ran-
ging from 92% to 96%. For the LMM2, these coverage
probabilities range from 91% to 95%. For the LMM1,
the coverage probabilities were much lower than either
the SEM or the LMM2 and decreased with increasing
sample size. This trend is likely due to the large bias of
the estimate for the LMM1 and resulting confidence
intervals that are not centered at the true value. Thus
the wider confidence intervals from smaller sample sizes
are more likely to include the true value.
Because the model performance was good for the

SEM and LMM2 with a sample size of 250 subsequent
simulations evaluating effect sizes and distributional
assumptions were conducted using this sample size.

Table 1 Impact of sample size.

Simulated
Data

Mediated SEM LMM with Mediator as Covariate LMM1 LMM without Mediator LMM2

Sample Size Bias
(%)

Coverage Probability
(%)

Power
(%)

Bias
(%)

Coverage Probability
(%)

Power
(%)

Bias
(%)

Coverage Probability
(%)

Power
(%)

25 1.5 92 26 -48 85 14 2.1 91 26

50 1.5 93 41 -49 84 16 2.0 93 42

100 1.2 94 65 -49 75 26 1.7 94 65

200 -1.2 96 91 -51 56 41 -1.1 95 89

250 -1.6 94 95 -52 48 47 -1.6 93 94

500 -1.0 95 100 -51 21 78 -1.0 95 100

Impact of sample size on model performance in evaluating the total effect of the main independent variable on random intercept.

Based on 1000 simulated datasets with medium effect size equally distributed between direct and indirect effects.
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Effect Size and Total Effect Distribution
The results from the set of simulation studies varying
the effect of the main independent variable on the ran-
dom intercept are displayed in Table 2.
In evaluating the effect of the main independent vari-

able on the random intercept, the power for the SEM
and the LMM2 (i.e. LMM without the mediating vari-
able) was > 99% when the effect size was large, regard-
less of whether the effect was primarily direct, primarily
indirect or equally distributed between the direct and
indirect paths. The coverage probabilities were also very
similar between the SEM and LMM2 (≥ 93% in all
cases).
For a medium effect, the point estimate of power was

slightly higher for the SEM compared to the LMM2
regardless of how the effect was distributed. For exam-
ple, when the effect was equally distributed the power
was 94% for the LMM2 and 95% for the SEM. Although
the power for all models was high (≥ 92%), the power
for the SEM and the LMM2 appeared to increase as the
proportion of the direct effect increased. When the
effect was primarily indirect the power was 92% for the
LMM2 and 93% for the SEM. The coverage probabilities
for the total effect were again ≥ 93% for both the SEM
and the LMM2. The higher point estimates of power in
the SEM appeared to be due to the larger standard
error of the effect estimate in the LMM2. Similar trends
were observed with the medium-small and small effect
sizes although the power for all models dropped mark-
edly with the small effect size. For example, power was
approximately 32% for both models in the case of a
small effect size, equally distributed between direct and
indirect effects.

Distributions
In simulations evaluating the effect of distributional
assumptions, we used a sample size of 250 and a med-
ium-small effect size that was equally distributed in
direct and indirect effects (see Table 3). Results from
the model with a normal distribution (and the same
sample size and effect distribution as described above)
had power of 80% and bias of -2.0% for both the SEM
and the LMM2 and a coverage probability of 94% for
the SEM and 93% for the LMM2. This is referred to
below as the normal comparison model.
Assuming a uniform distribution on the residual

errors of the measurement model the power to detect
the total effect was estimated to be 82% for the SEM
and 81% for the LMM2. Both of these models had simi-
lar estimates of power which were slightly greater than
the power estimate of the comparison models with nor-
mal residual errors. This was likely due to an underesti-
mation of the standard error of the parameters. For the
model with normal residual errors, the mean of the
standard errors of the total effect was 0.16 whereas the
mean of the standard errors for the uniform was 0.15.
The coverage probability was very similar for both the
SEM and the LMM2 (96%). These estimates were
slightly higher than those for the normal comparison
models. The bias was small (< 1%) for both SEM and
LMM2. The results were similar when a uniform distri-
bution was used for the residual errors of both the mea-
surement and structural models.
Model performance was good overall for both the

SEM and LMM2 when errors followed a log-normal dis-
tribution (see Table 3), although not as good as under
the uniform distribution.

Table 2 Impact of effect size and effect distribution.

Simulated Data Mediated SEM Mixed Model without Mediator

Effect Size Effect Distribution Effect Bias
(%)

Coverage Probability
(%)

Power
(%)

Bias
(%)

Coverage Probability
(%)

Power
(%)

Large Equal Total -0.8 94 100 -0.8 94 100

Direct Total -0.8 94 100 -0.8 93 100

Indirect Total 0.9 94 100 -0.6 94 100

Medium Equal Total -1.5 94 95 -1.5 93 94

Direct Total -1.5 94 97 -1.5 93 96

Indirect Total -1.3 94 93 -1.3 93 92

Medium-Small Equal Total -2.0 94 80 -2.0 93 80

Direct Total -0.9 94 84 -0.9 93 83

Indirect Total -1.8 94 80 -1.8 93 79

Small Equal Total -3.7 94 32 -3.7 93 32

Direct Total -3.9 94 36 -4.0 93 35

Indirect Total -3.7 94 34 -3.7 93 33

The impact of effect size and its distribution on model performance in evaluating the total effect of the main independent variable on the random intercept.

Based on 1000 simulated datasets with a sample size of 250.
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Power declined noticeably for both models when
errors of the measurement model followed a contami-
nated normal distribution, however, the coverage prob-
ability and bias remained good (power ≤ 18%, coverage
probability ≥ 95% and bias ≤ 0.2%). The coverage prob-
ability remained high likely due to the large standard
error estimates yielding wide 95% confidence intervals.
Similar trends were observed for the contaminated nor-
mal distribution on the residual errors of the measure-
ment and structural models although model
performance declined for both the SEM and LMM2.
The lower power of both the SEM and the LMM2 fit to
the contaminated normal data may be explained by the
relatively large values of the residual variances created
by the contaminated normal. For example, the estimated
mean values for the residual variance was 40.6 in the
SEM and the LMM2 compared to around 1 in the mod-
els based on a normal distribution. The effect of a large
residual variances is a decrease in the true effect size of
the main independent variable.
Both models performed well when measurement and

structural errors followed Fleishman/Mattson distribu-
tion. The power was similar for the SEM and LMM2
(79% and 78%, respectively). Both models had the same
coverage probabilities and bias, 94% and -3%, respec-
tively. Similar values and trends were seen with the sec-
ond Fleishman/Mattson distribution.
The results of an SEM are generally presented with at

least two fit indices [25]. Commonly used fit statistics
are the chi-square statistic, the AIC, the root mean
square error of approximation (RMSEA) and the stan-
dardized root mean square residual (SRMR). LMM
models are not usually presented with fit statistics,
although during model specification, fit indices like the
log-likelihood, AIC and BIC have been used for model

selection [26]. The fit statistics for the SEM and LMM2
under different error distributions for both the measure-
ment and structural models are given in Table 4.
Lower values suggest better model fit for each of the

fit statistics presented. RMSEA values of < 0.05 and
SRMR values of < 0.1 are considered good fit [25]. How-
ever, all of the fit statistics from the SEM with the
exception of the AIC indicate that the log-normal, the
most skewed distribution, had the worst fit followed by
the second Fleishman/Mattson model which also has a
skewed distribution. The AIC from the SEM and all of
the fit statistics from the LMM2 were less affected by
the skewness of the log-normal.

Results when Effects of the Main Independent Variable
Change Over Time
The simulation results for the effect of the main indepen-
dent variable on the random slope did not differ qualita-
tively from the results for the random intercept (data not
shown). Overall, the point estimates of power were
slightly higher for all models (SEM and LMM) likely due
to the fact that no covariate by time interaction was
included in the models. The lack of this additional inter-
action term results in higher true power for the effect of
the main independent variable on the random slope. In
general, the simulation results were similar to those
observed in the primary setting where the main indepen-
dent variable had a constant effect across time.

Discussion
Linear mixed effects models are often used to analyze
longitudinal data. Although LMMs can be applied in
settings where mediation is present, it is unclear
whether they perform sufficiently well relative to SEMs
which have a framework that explicitly allows for

Table 3 Impact of distributional assumptions.

Simulated Data Mediated SEM Mixed Model without Mediator

Distribution Non-normal
Residual Error

Bias
(%)

Coverage Probability
(%)

Power
(%)

Bias
(%)

Coverage Probability
(%)

Power
(%)

Uniform Measurement 0.7 96 82 -0.8 96 81

Measurement & Structural 1.4 97 87 1.6 96 85

Log-normal Measurement -1.3 94 82 -1.3 94 80

Measurement & Structural -0.7 95 82 -0.7 95 81

Contaminated Normal Measurement -0.2 95 18 0.07 95 17

Measurement & Structural 9.5 96 8 11.1 95 8

Fleishman/Mattson 1 Measurement & Structural -2.9 94 79 -3.0 94 78

Fleishman/Mattson 2 Measurement & Structural -2.4 94 80 -2.6 94 78

The impact of distributional assumptions on model performance in evaluating the total effect of the main independent variable on the random intercept.

Based on 1000 simulated datasets with a medium-small effect size, equally distributed and a sample size of 250.

The Fleishman/Mattson 1 distribution is moderately skewed and slightly kurtotic.

The Fleishman/Mattson 2 distribution is highly skewed and kurtotic.
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mediational analyses. The objective of this paper was to
evaluate the performance of the LMM in the analysis of
longitudinal data with a single mediating variable, a set-
ting conducive to the use of SEMs.
The simulation studies were conducted to assess

whether the mixed effects model adequately modeled the
mediated longitudinal relationships or if employing SEMs
was necessary. The LMM and SEM were compared under
a range of settings evaluating sample size, effect size and
distributional assumptions. The results of our simulation
study suggest that the mixed effects model performs com-
parably to the SEM with respect to power, bias and cover-
age probability in the analysis when the objective is to
estimate the total effect of a primary independent variable.
In addition, we demonstrated that mixed effects models
used for the purpose of estimating total effects should not
include mediating variables as covariates, since resulting
coefficients represent the direct effect of the main inde-
pendent variable on the outcome and erroneous conclu-
sions could be drawn if these effects were interpreted as
the total effect.
Both the LMM and SEM were robust to violations of

the normality assumption. For the SEM, lack of normal-
ity had a larger impact on the model fit statistics than
on power, coverage probability and bias. The uniform
distribution, an example of a kurtotic, but not skewed
distributions, had little effect on the SEM fit statistics
compared to the negative impact observed for the log-
normal and Fleishman/Mattson distributions, which
were both skewed and kurtotic. Generally, the highest
levels of skewness had the worst fit. For this reason,
caution should be used in applying the SEM when the
normality of the data is in question, particularly if the
distribution of the data is skewed.
There are several considerations in deciding whether to

use an SEM or a mixed model to analyze longitudinal data
when a mediating factor is present. The SEM may provide
a marginal increase in power, although the difference may
not be statistically significant. More importantly, it

efficiently evaluates the mechanism of the total effect,
decomposing direct and indirect pathways, in a single
model. However, larger sample sizes are required to make
inferences about the specific direct and indirect effects. If
the sample size is limited and the goal is to evaluate only
the total effect of a primary independent variable, rather
than delineating direct versus indirect effects, then the
mixed model provides similar power and coverage prob-
ability to the SEM. Although direct and indirect effects
could be evaluated by fitting additional mixed models (e.g.
models with and without mediating factors), it is a less
efficient approach compared to the SEM. In addition,
there are broader issues that may influence choice of
model such as clinical context, study design and sample
size.
Complex SEMs may be difficult to implement without

specialized software. Although common software
packages such as SAS and R have the capability to run
SEMs, software designed specifically for SEMs (e.g.
Mplus, LISREL and AMOS) may be more intuitive and
user-friendly in model specification, particularly in the
development of highly complex models.
The current study examines one specific setting of

mediated longitudinal data. Other situations with differ-
ent data structures where mediation is present could
also be explored, e.g. situations where the mediator and
the primary independent variable as well as the outcome
are repeatedly measured, categorical outcomes, and set-
tings with more complex pathways between variables. In
addition, we specifically explored the question of
whether the LMM performs sufficiently in a setting
favorable to the SEM. Future studies examining broader
settings where the data arise from non-SEMs would
provide further insight into the use of the LMM and
SEM in mediated longitudinal settings.

Conclusions
In general, both SEMs and LMMs were robust methods
with similar power in a variety of scenarios. The main

Table 4 Goodness of fit.

Distribution

Model Fit Statistic Uniform Lognormal Fleishman/Mattson 1 Fleishman/Mattson 2

SEM Chi-square 36.6 58.0 38.4 43.7

RMSEA 0.010 0.040 0.023 0.021

SRMR 0.039 0.043 0.041 0.041

AIC 7309 7288 7307 7307

Mixed Model without Mediator -2LogLikelihood 5550 5537 5549 5547

AIC 5566 5553 5565 5563

BIC 5594 5581 5593 5591

Assessing goodness of fit of SEMs and LMMs with datasets with non-normal error distributions.

Normal comparison model has SEM values of Chi-square = 38.2, RMSEA = 0.012, SRMR = 0.040, AIC = 7306 and LMM values of Negative 2Loglikelihood = 5548,
AIC = 5564 and BIC = 5592.
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advantage of the SEM is the ability to estimate the
direct and indirect pathways of the effect of the primary
independent variable on the outcome, given sufficient
sample sizes. Despite not directly modeling the mediated
pathways, LMMs excluding mediating variables per-
formed well with respect to power, bias and coverage
probability in modeling the total effect of the primary
independent variable on the outcome.
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BRIEF REPORT

Comparison of In-Hospital Versus 30-Day Mortality
Assessments for Selected Medical Conditions

Ann M. Borzecki, MD, MPH,*†‡ Cindy L. Christiansen, PhD,*† Priscilla Chew, MPH,*
Susan Loveland, MAT,†§ and Amy K. Rosen, PhD†§¶

Background: In-hospital mortality measures such as the Agency for
Healthcare Research and Quality (AHRQ) Inpatient Quality Indica-
tors (IQIs) are easily derived using hospital discharge abstracts and
publicly available software. However, hospital assessments based on
a 30-day postadmission interval might be more accurate given
potential differences in facility discharge practices.
Objectives: To compare in-hospital and 30-day mortality rates for 6
medical conditions using the AHRQ IQI software.
Methods: We used IQI software (v3.1) and 2004–2007 Veterans
Health Administration (VA) discharge and Vital Status files to
derive 4-year facility-level in-hospital and 30-day observed mortal-
ity rates and observed/expected ratios (O/Es) for admissions with a
principal diagnosis of acute myocardial infarction, congestive heart
failure, stroke, gastrointestinal hemorrhage, hip fracture, and pneu-
monia. We standardized software-calculated O/Es to the VA popu-
lation and compared O/Es and outlier status across sites using
correlation, observed agreement, and kappas.
Results: Of 119 facilities, in-hospital versus 30-day mortality O/E
correlations were generally high (median: r � 0.78; range: 0.31–0.86).
Examining outlier status, observed agreement was high (median:
84.7%, 80.7%–89.1%). Kappas showed at least moderate agreement
(k � 0.40) for all indicators except stroke and hip fracture (k � 0.22).
Across indicators, few sites changed from a high to nonoutlier or low
outlier, or vice versa (median: 10, range: 7–13).
Conclusions: The AHRQ IQI software can be easily adapted to
generate 30-day mortality rates. Although 30-day mortality has better
face validity as a hospital performance measure than in-hospital mor-
tality, site assessments were similar despite the definition used. Thus,
the measure selected for internal benchmarking should primarily de-
pend on the healthcare system’s data linkage capabilities.

Key Words: hospital mortality, quality indicators, quality improvement

(Med Care 2010;48: 1117–1121)

Both in-hospital and 30-day mortality rates from proce-
dures or medical conditions are frequently used for as-

sessing quality of hospital care. Although in-hospital mea-
sures are relatively straightforward to derive, requiring only
hospital discharge abstracts, critics of such measures cite
potential biases due to differences in facilities’ lengths of
stay and discharge practices.1,2 Commonly used measures
for quality improvement (QI) and public reporting include
the Agency for Healthcare Research and Quality (AHRQ)
mortality indicators, a subset of the Inpatient Quality
Indicators (IQIs), and the Centers for Medicare and Med-
icaid (CMS) 30-day mortality measures for acute myocar-
dial infarction (AMI), congestive heart failure (CHF), and
pneumonia.3–5

The IQIs were developed in response to demand for
reliable, easy to use quality measures that could be applied
across healthcare systems and settings. IQI mortality rates for
several procedures and conditions can be readily obtained
using publicly available software.6 However, they were de-
veloped on the Health Care Utilization Project (HCUP) data-
set which lacks linkage to information occurring outside the
index admission. Although use of 30-day mortality measures
allows for standardization of follow-up time, additional data
sources and linkage capabilities are required that many hos-
pital/healthcare systems may lack. Thus, using the IQIs for
local benchmarking and QI remains an attractive option. This
option would be even more attractive if performance assess-
ments using in-hospital mortality were comparable to those
obtained using 30-day mortality.

The Veterans Health Administration (VA) is the na-
tion’s largest integrated healthcare system, offering care to
almost 7 million veterans. Unlike much of the private sector,
the VA has the ability to link multiple datasets which are used
for administrative and research purposes. This capability
represents a unique opportunity to apply the AHRQ IQIs to
VA data to compare in-hospital and 30-day medical condition
mortality rates, and to determine whether facility-based as-
sessments of standardized mortality rates vary by method.
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METHODS

Study Population
Our study population consisted of veterans discharged

from VA inpatient care during fiscal year (FY) 2004 through
2007 with a principal diagnosis of AMI, CHF, stroke, gas-
trointestinal (GI) hemorrhage, hip fracture, and pneumonia.

Data Sources
Our main data source was the National Patient Care

Database’s Patient Treatment File (PTF) which contains in-
formation on all VA discharges.7 It includes demographics,
diagnoses (principal and secondary ICD-9-CM codes), pro-
cedures (ICD-9-CM codes), and discharge status. Additional
vital status information was obtained from the VA’s Vital
Status files.8

Overview of the Inpatient Quality Indicators
IQI development is described in detail elsewhere.3 The

final IQI set resulted from a 4-step process including com-
prehensive literature review, structured clinical panel review,
coding expert consultation, and empirical analyses of poten-
tial IQIs. It includes both procedure- and medical condition-
related mortality indicators which are in-hospital mortality
rates associated with specific procedures or conditions that
have shown provider variation and where evidence exists that
high mortality may be associated with poorer care.3 Origi-
nally intended as screens and case-finding tools for local QI
efforts, these indicators are being used increasingly for hos-
pital profiling and public reporting. The National Quality
Forum has endorsed several of the mortality IQIs as hospital
performance measures and CMS are adding selected mortal-
ity IQIs to their hospital reporting initiative.9,10

Given we previously found relatively little facility
variation for the procedure-related mortality IQIs, herein we
focus on the medical condition-related IQIs.11

Analyses
Analyses were performed using AHRQ IQI software

(v.3.1), All Patient Refined-Diagnostic Related Group
(APR-DRG) software (3M, v.24; for risk adjustment), both
downloadable from AHRQ’s website, and the Statistical
Analysis System (SAS, v.8.0).6,12 Our unit of analysis was
the individual hospitalization.

We applied the IQI and APR-DRG software to the PTF
(FY04–07) to generate in-hospital observed and risk-ad-
justed mortality rates (ie, deaths per 100 discharges with the
specified principal diagnosis) and ratios of observed to ex-
pected rates (O/Es) at the level specified (eg, VA-wide or
hospital/facility-level). The IQI software calculates a pa-
tient’s expected probability of death during the hospital
admission using parameter estimates derived from logistic
regression models run on the HCUP population that include
age, sex, age-sex interactions and APR-DRG mortality risk
score as covariates. These regression estimates are used as
true parameter values for the admission-level covariates from
the population of interest. (patient-level observations are
assumed to be independent). The sum of the expected prob-
ability of death across all qualifying hospital admissions is

the number of deaths expected (E) if care were similar to
that in the HCUP system. The ratio of the observed number
of deaths (O) to the expected number of deaths (E) is a
standardized mortality ratio, indirectly standardized to the
HCUP population (Appendix A, online only, available at:
http://links.lww.com/MLR/A129, for further details on IQI
models.).

We used IQI software-generated O/Es and calculated
95% confidence intervals (CIs). Because the IQIs use an
expected rate based on the HCUP population, we standard-
ized facility-level O/Es (and CIs) to the overall VA rate in the
4-year period by multiplying by a constant equal to the
inverse of the VA’s national O/E. Sites were considered
outliers if the 95% CI did not include 1.0. We similarly
determined 30-day mortality standardized O/Es after linking
the PTF and Vital Status files. For a given indicator, subjects
with more than 1 IQI-related admission within a 30-day
period and who died within 30-days of the original admission
were only counted once in the 30-day numerator.

We compared in-hospital and 30-day median observed
rates using Wilcoxon rank sum tests and standardized mor-
tality O/Es using correlation coefficients. We calculated
agreement with respect to outlier status via observed agree-
ment (concordance) and weighted kappas.13 Facility-level
O/E pairs were considered concordant if there was no differ-
ence in facility assessment by mortality method versus dis-
cordant if there was a change.

RESULTS
Table 1 shows facility-level sample characteristics.

Overall, the mean age was 69.5 (s.d.: 12.2); the sample was
predominantly male (98%) and white (64%). Comorbidities
were relatively prevalent; 61% of discharges had hyperten-
sion; over a third had coronary artery disease, diabetes, or
chronic lung disease.

All medical conditions had significantly higher ob-
served 30-day mortality rates compared with in-hospital (Ta-
ble 1). Correlations between in-hospital and 30-day mortality
O/Es showed strong positive associations (ie, coefficients
�0.70; P � 0.05) except for hip fracture (r � 0.31, P �
0.05). Measures of agreement using weighted kappa based on
outlier status followed similar trends as correlations, being at
least moderate (k � 0.40) for all IQIs except hip fracture and
stroke which showed slight (k � 0.12) and fair agreement
(k � 0.22), respectively (Fig. 1).

Simple observed agreement or concordance between
paired data did not necessarily follow the same trends as
kappas. Median observed agreement was high at 0.88, rang-
ing from 0.81 for pneumonia to 0.89 for GI hemorrhage and
hip fracture, despite it having the lowest kappa (Table 2). The
median number of facilities across indicators that changed
outlier status was 18 (range: 12–23); the number of sites
changing status was highest for pneumonia.

Examining across indicators by discordant pairs, facil-
ities were slightly more likely to change from a nonoutlier
based on in-hospital mortality to a low or high outlier using
30-day mortality. A change in outlier status from high to low
or vice versa was very rare. This occurred for only 1 facility
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and 1 indicator, pneumonia; the site changed from a high to
a low outlier (Table 2.) Facilities were more likely to change
from a low or nonoutlier to a high outlier for 4 indicators
(CHF, stroke, GI hemorrhage, hip fracture; Table 2). The
median number of facilities across indicators that changed
status from high to a nonoutlier or low outlier, or vice versa

was 10 (range, 7–13); the number of sites changing status was
highest for stroke.

DISCUSSION
This is the first study to use the IQIs to compare

in-hospital and 30-day mortality across several medical con-

TABLE 1. Facility-Level Study Sample Characteristics*

Facility Level Variable
AMI†

N � 30,893
CHF

N � 88,874
Stroke

N � 26,065
GI Hem

N � 39,063
Hip Fracture

N � 8855
PNA

N � 75,049

Admissions, n, median (25th, 75th
percentile)

209 (54, 395) 652 (321, 1027) 173 (78, 310) 290 (149, 429) 72 (23, 118) 536 (356, 874)

In-hospital deaths, %, median (25th,
75th percentile)

7.2 (5.1, 11.8) 3.4 (2.7, 4.5) 6.0 (4.2, 7.7) 2.6 (1.6, 3.6) 5.1 (1.8, 7.8) 5.7 (4.5, 7.9)

30-d deaths, %, median (25th, 75th
percentile)

11.1 (8.2, 16.1) 6.8 (5.9, 8.3) 9.0 (6.7, 11.5) 4.9 (3.7, 5.9) 9.5 (5.8, 12.9) 9.5 (8.3, 11.1)

Age, median (25th, 75th percentile) 69.5 (66.0, 74.5) 72.0 (70.0, 74.0) 69.0 (66.0, 73.0) 70.0 (66.0, 72.0) 78.0 (76.0, 80.0) 71.0 (69.0, 73.0)

Male sex, %, median (25th, 75th
percentile)

98.7 (97.8, 99.4) 98.5 (97.9, 99.1) 97.9 (97.0, 98.8) 97.9 (97.0, 98.6) 96.4 (94.3, 98.4) 97.6 (96.9, 98.0)

Race, %, median (25th, 75th percentile)

White 70.7 (56.7, 83.4) 67.2 (52.5, 80.7) 61.9 (48.8, 75.0) 66.4 (49.4, 78.3) 72.2 (60.3, 83.9) 72.1 (57.5, 82.0)

Black 11.5 (4.1, 24.1) 14.4 (4.9, 34.1) 20.0 (7.7, 36.8) 13.3 (5.1, 30.5) 10.4 (4.0, 20.8) 9.5 (3.5, 23.6)

Hispanic 1.8 (0.6, 6.9) 0.6 (0.2, 3.1) 2.5 (0.6, 5.9) 1.5 (0.4, 6.1) 5.1 (2.4, 7.6) 0.6 (0.2, 2.8)

Other 11.5 (6.1, 22.2) 6.8 (3.0, 17.7) 14.2 (6.1, 26.5) 9.6 (4.8, 21.9) 14.3 (6.8, 28.6) 8.8 (4.0, 22.1)

Selected comorbidities, %, median
(25th, 75th percentile)‡

CVD 8.4 (6.5, 10.8) 6.6 (5.2, 8.3) — 5.9 (4.4, 7.6) 10.4 (6.8, 14.3) 6.2 (4.8, 7.7)

Chronic lung disease 24.9 (20.0, 31.0) 40.3 (35.0, 47.0) 16.2 (12.0, 20.6) 21.8 (18.8, 27.0) 26.1 (20.0, 33.3) 43.5 (49.5, 56.1)

CHF 34.1 (27.1, 40.9) — 11.6 (8.2, 14.0) 14.7 (12.5, 18.3) 13.4 (8.3, 18.0) 21.6 (17.6, 24.8)

CAD — 58.7 (52.7, 65.6) 27.5 (22.4, 32.2) 28.0 (22.2, 33.2) 23.7 (17.1, 30.4) 28.1 (21.7, 32.7)

Depression 6.0 (3.8, 8.1) 8.1 (6.0, 10.2) 6.5 (4.2, 8.9) 6.5 (4.5, 9.1) 5.6 (2.3, 8.1) 8.9 (6.3, 11.7)

Diabetes mellitus 41.7 (37.5, 45.1) 51.9 (47.0, 55.9) 37.6 (34.0, 40.8) 30.5 (26.3, 33.2) 24.8 (20.0, 28.2) 29.5 (26.7, 32.5)

Hypertension 60.2 (53.6, 66.2) 59.8 (50.4, 67.9) 71.4 (65.6, 75.3) 51.8 (45.5, 58.0) 48.5 (42.2, 56.0) 49.7 (45.1, 53.7)

All observed 30-d death rates are significantly higher than in-hospital rates (P � 0.05).
*Analysis done at hospitalization/admission level. Medical conditions are defined per AHRQ IQI indicator specifications.14 (See Appendix B, online only, available at

http://links.lww.com/MLR/A130).
†There are 2 AMI mortality IQIs. We found similar results for AMI mortality with and AMI without transfers, we therefore present data for AMI with transfers only.14

‡Comorbidities are based on secondary diagnoses from the index admission using the HCUP Comorbidity Software; codes for CAD and CVD are based on prior work.15,16

AMI indicates acute myocardial infarction; CHF, congestive heart failure; GI Hem, gastrointestinal hemorrhage; PNA, pneumonia; CAD, coronary artery disease; CVD,
cerebrovascular disease.

FIGURE 1. Facility-level correlations
and kappas. Correlation coefficients
for in-hospital versus 30-day standard-
ized O/Es are shown. All correlations
were significant (P � 0.05). Kappa
measures of agreement are based on
assessment of outlier status as low
outlier, not an outlier or high outlier.
Kappa interpretation: �0 � poor, 0 to
0.20 � slight, 0.21 to 0.40 � fair,
0.41 to 0.60 � moderate, 0.61 to
0.80 � substantial, 0.81 to 1.00 �
almost perfect agreement. AMI indi-
cates acute myocardial infarction;
CHF, congestive heart failure; GI hem,
gastrointestinal hemorrhage.
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ditions. Using a large national sample of VA admissions, we
found that the AHRQ IQI software can be readily adapted to
generate 30-day mortality rates. However, assessments of
hospital outlier status comparing standardized in-hospital and
30-day mortality rates were similar regardless of the indica-
tor. Whereas correlation coefficients and outlier status agree-
ment based on kappas were lowest for stroke and hip fracture,
based on observed agreement, the worst agreement was seen
for pneumonia and best for hip fracture and GI hemorrhage.
Although, at most 19% of facilities changed status on any
indicator, with facilities more likely to change from a non-
outlier using in-hospital rates to an outlier using 30-day rates.
Potential mislabeling of sites as high outliers when they were
low outliers or average, or as average or low outliers when
they were high, was relatively uncommon, occurring in ap-
proximately 10% of facilities for any given indicator.

This is also the first study comparing mortality mea-
surement methods to use relatively recent data that better
reflect current discharge practices, and to use a VA popula-
tion. The consistency of our findings with older studies in
non-VA populations suggests our results are not dependent
on the specific methodology used. Rosenthal et al compared
in-hospital and 30-day standardized mortality ratios in Medi-
care discharges with CHF in 30 Ohio hospitals during 1992 to
1994.17 Their correlation between mortality ratios was similar
to ours at 0.78. Seven hospitals changed outlier status (ie,
77% observed agreement). On the basis of their findings, they
concluded that in-hospital mortality is a “reasonably valid
marker for 30-day mortality.” Chassin et al also found gen-
erally high hospital-level correlations between in-hospital and
30-day mortality for 48 surgical and medical conditions (0.54
for all conditions), using 1984 Medicare data.18 However,
AMI and CHF correlations were highest (0.79 and 0.71,
respectively).

As noted, the IQI software uses HCUP-based expected
rates which likely differ from the VA population, given
typical VA and non-VA population differences (eg, more
males and comorbidities in veterans).19 Other healthcare

systems that differ from the HCUP population will face
similar case-mix issues. Standardizing software-derived O/Es
to the population of interest, as we have done, enables
meaningful within system determination of outlier status
among sites. Further, the IQI software uses parameter esti-
mates from logistic models that do not account for patient
clustering within hospitals. However, other investigators have
found nearly identical results with respect to facility-level
surgical morbidity and mortality outlier status when compar-
ing hierarchical and logistic regression models.20

Although 30-day measures are generally considered
more accurate measures of hospital performance than in-
hospital mortality measures because they are less dependent
on hospital discharge practices, the reviewed studies and our
findings suggest that this is less of a concern except perhaps
for stroke and hip fracture which had lower kappas and
correlation coefficients. These conditions are both fairly de-
pendent on inpatient rehabilitation services. Therefore, as
found in non-VA settings, we presume that lengths of stay
may be highly variable across facilities, depending on access
to in-house versus out-of-house VA and non-VA rehabilita-
tion facilities.21–23 Thus, some patients may end up dying
in-hospital because of relatively long stays, whereas others
may die in a non-VA subacute care facility. This raises some
concern over use of the hip fracture IQI by CMS for hospital
reporting.10

Further, 30-day mortality measures like those used by
CMS are also considered more accurate than in-hospital mea-
sures like the IQIs, because of more robust risk adjustment
(they use diagnoses from the 12 months preceding the ad-
mission). CMS currently generates hospital-level assessments
with respect to these measures using hospital-submitted
Medicare claims and reports them on their Hospital Compare
website.24 Whereas CMS’ methods may be replicated, soft-
ware to generate these measures is not readily available
and only 3 conditions are represented (AMI, CHF, and
pneumonia).4,5 Although the IQIs use the APR-DRGs and
secondary diagnoses from the index admission for comor-

TABLE 2. In-Hospital Versus 30-d Mortality—Change in Outlier Status

Outlier Status (Site Pairs),
n (%)

AMI
N � 116

CHF
N � 119

Stroke
N � 119

GI Hem
N � 119

Hip Fracture
N � 110

PNA
N � 119

Concordant pairs* 102 (87.9) 97 (81.5) 97 (81.5) 106 (89.1) 98 (89.1) 96 (80.7)
Not an outlier 92 (79.3) 74 (62.2) 93 (78.2) 100 (84.0) 97 (88.2) 67 (56.3)

Low-low 5 (4.3) 12 (10.1) 1 (0.8) 4 (3.4) 1 (0.9) 13 (10.9)

High-high 5 (4.3) 11 (9.2) 3 (2.5) 2 (1.7) 0 (0) 16 (13.4)

Discordant pairs 14 (12.1) 22 (18.5) 22 (18.5) 12 (10.9) 12 (10.9) 23 (19.3)
Low vs. not 2 (1.7) 3 (2.5) 7 (5.9) 1 (0.8) 1 (0.9) 9 (7.6)

Not vs. low 2 (1.7) 8 (6.7) 2 (1.7) 4 (3.4) 4 (3.6) 4 (3.4)

High vs. not 5 (4.3) 5 (4.2) 4 (3.4) 3 (2.5) 3 (2.7) 4 (3.4)

Not vs. high 5 (4.3) 6 (5.0) 9 (7.6) 5 (4.2) 4 (3.6) 5 (4.2)

High vs. low 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 1 (0.8)

Low vs. high 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Concordant pairs are sites that have no change in their outlier status; discordant pairs do have a change in their outlier status based on the assessment method. Direction of change
for discordant pairs is indicated starting from in-hospital to 30-d, eg, for “Low versus Not,” for AMI, 2 sites changed from low outlier status based on in-hospital mortality O/Es
to not being considered as outliers based on 30-d mortality O/Es.

*The percentage of concordant pairs is the same as observed agreement.
AMI indicates acute myocardial infarction; CHF, congestive heart failure; GI Hem, gastrointestinal hemorrhage; PNA, pneumonia.

Borzecki et al Medical Care • Volume 48, Number 12, December 2010

© 2010 Lippincott Williams & Wilkins1120 | www.lww-medicalcare.com

http://www.lww-medicalcare.com


bidity risk adjustment, previous studies using alternative
risk-adjustment methods based either on administrative
data alone or more robust risk-adjustment with clinical
data found similar results with respect to hospital mortality
assessments.17,18

Thus, the AHRQ IQI software represents a useful
option for calculating 30-day mortality across various medi-
cal conditions, especially for systems that have linkage to
out-of-hospital death data. Although 30-day mortality is con-
sidered to have better face validity as a measure of hospital
performance, for systems wanting to do internal benchmark-
ing that do not have ready access to out-of-hospital death
data, our findings suggest that similar results for selected
conditions can be obtained by using in-hospital data alone.
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Trends in the Inpatient Quality Indicators
The Veterans Health Administration Experience

Ann M. Borzecki, MD, MPH,*†‡ Cindy L. Christiansen, PhD,*† Susan Loveland, MAT,†§
Priscilla Chew, MPH,* and Amy K. Rosen, PhD†§¶

Background: The Agency for Healthcare Research and Quality
Inpatient Quality Indicators (IQIs), which include in-hospital mor-
tality and utilization rates, have received little attention in the
Veterans Health Administration (VA), despite extensive private
sector use for quality improvement.
Objectives: We examined the following: the feasibility of applying
the IQIs to VA data; temporal trends in national VA IQI rates;
temporal and regional IQI trends in geographic areas defined by
Veterans Integrated Service Networks’ (VISNs); and VA versus
non-VA (Nationwide Inpatient Sample) temporal trends.
Methods: We derived VA- and VISN-level IQI observed rates,
risk-adjusted rates, and observed to expected ratios (O/Es), using
VA inpatient data (2004–2007). We examined the trends in VA- and
VISN-level rates using weighted linear regression, variation in
VISN-level O/Es, and compared VA to non-VA trends.
Results: VA in-hospital mortality rates from selected medical con-
ditions (stroke, hip fracture, pneumonia) decreased significantly
over time; procedure-related mortality rates were unchanged. Lapa-
roscopic cholecystectomy rates increased significantly. A few
VISNs were consistently high or low outliers for the medical-related
mortality IQIs. Within any given year, utilization indicators, espe-
cially cardiac catheterization and cholecystectomy, showed the most
inter-VISN variation. Compared with the non-VA, VA medical-
related mortality rates for the above-mentioned conditions decreased
more rapidly, whereas laparascopic cholecystectomy rates rose more
steeply.
Conclusions: The IQIs are easily applied to VA administrative data.
They can be useful to tracks rate trends over time, reveal variation
between sites, and for trend comparisons with other healthcare
systems. By identifying potential quality events related to mortality

and utilization, they may complement existing VA quality improve-
ment initiatives.

Key Words: quality of care, administrative data, quality
improvement

(Med Care 2010;48: 694–702)

The Agency for Healthcare Research and Quality (AHRQ)
Inpatient Quality Indicators (IQIs) were developed in

response to demand for reliable, valid, easy to use quality
measures that could be used across healthcare systems and
settings.1 They are evidence-based indicators derived from
hospital discharge data. They include mortality, utilization,
and volume indicators designed to screen for potential inpa-
tient quality problems, highlighting areas in which quality of
care should be further investigated.2

Originally intended for use as screens and case-finding
tools for local quality improvement (QI) efforts, the IQIs are
increasingly being used as performance measures for hospital
profiling and public reporting.3–7 Given their reliance on
administrative data, AHRQ offers caution about such use.3

Notwithstanding this, the National Quality Forum recently
endorsed several of these indicators as hospital performance
measures, and the Centers for Medicare and Medicaid Ser-
vices are adding select individual and 2 composite mortality
IQIs to their hospital reporting initiative.7–9

The IQIs were developed on Healthcare Cost and Uti-
lization Project (HCUP) data, representing private sector
hospitals from a subset of states. Thus, their validity and
utility in systems, such as the Veterans Health Administration
(VA), which may differ from HCUP with respect to patient
case-mix or coding practices, is unknown. As the nation’s
largest integrated healthcare system the VA is a national
leader in QI innovations and provision of high quality care.
This has occurred through means such as development of a
highly integrated, comprehensive electronic medical record,
performance monitoring of certain chronic and acute condi-
tions, programs aimed at improving surgical care, and more
recently, the Quality Enhancement Research Initiative, in-
tended to facilitate research translation into practice for se-
lected patient populations.10–12 Many of these initiatives,
such as the National Surgical Quality Improvement Program
(NSQIP), rely on chart abstraction and are thus labor-inten-
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sive and expensive.11 The IQIs, which have thus far received
little VA attention, represent a potentially cost-efficient tool
to complement these efforts.

Further, in the private sector there is evidence of
decreasing rates of several of the mortality-related IQIs over
time,13 as well as geographic variation in IQI rates.6,14

Whether similar trends exist in the VA is unknown. Although
prior VA studies have found variation in longer-term survival
for specific IQI-represented conditions, such as acute myo-
cardial infarction (AMI), plus other measures of care,15,16 the
degree of variation across the VA has not been studied using
the IQIs. Such variation, if found, will help improve care by
focusing VA QI efforts on specific conditions or indicators.

This study’s purpose was to examine: (1) the feasibility
of applying the IQIs to VA data, (2) temporal trends in
national VA IQI rates, (3) temporal trends and variation in
rates across VA geographic regions, represented by Veterans
Integrated Service Networks (VISNs), and (4) differences in
VA versus non-VA temporal trends. Lessons learned from
our experience may be applicable to other healthcare systems.

METHODS

Study Population
Our study population consisted of veterans discharged

from VA inpatient care during fiscal year (FY) 2004 through
2007.

Data Collection
Our main data source was the National Patient Care

Database’s Patient Treatment File which contains informa-
tion on all VA discharges.17 It includes demographics, diag-
noses (principal and secondary ICD-9-CM codes), surgical
and nonsurgical procedures (ICD-9-CM coded), and dis-
charge status. We obtained supplemental comorbidity infor-
mation from the National Patient Care Database outpatient
file18 and facility information from the VA Support Service
Center Occupancy Rate Reports (bed counts) and VA Office
of Academic Affiliations (resident counts). National Inpatient
Sample (NIS) IQI rates and standard errors were obtained
from the HCUP-net site.14

Overview of the Inpatient Quality Indicators
IQI development followed a four-step process includ-

ing comprehensive literature review, structured clinical panel
review, coding expert consultation, and empirical analyses of
potential IQIs.19 They include 3 types of indicators: (1)
Mortality indicators are in-hospital mortality rates associated
with specific conditions or procedures that have shown pro-
vider variation and where evidence exists that high mortality
may be associated with poorer care.2,15,19–25 (2) Utilization
indicators are rates of procedures where concerns exist about
overuse, underuse, or misuse.2,19,26–28 (3) Volume indicators
are counts representing proxy quality measures based on
evidence that hospitals performing more, highly complex
procedures tend to have better outcomes, (eg, survival) for
those procedures.2,19,20,22 To provide more meaningful com-
parisons, we focused on indicators representing rates, rather
than simple volume counts. We omitted 4 delivery-related

utilization indicators because of low volume. (see Appendix
1, online only, Supplemental Digital Content 1, available at:
http://links.lww.com/MLR/A86, for definitions of the 17 IQIs
used in this study).

Applying the IQIs to VA Data: Required Data
Elements

The IQIs algorithms link diagnoses and procedure
codes with other information contained in standardized hos-
pital discharge data to generate counts and rates.2 Required
data elements include age, sex, admission source, patient
disposition, Diagnosis-Related Group (DRG), ICD-9-CM
principal and secondary diagnosis codes, ICD-9-CM proce-
dure codes, and All Patient Refined Diagnostic Related
Group (APR-DRG) category, severity and mortality scores.29

Because VA databases differ from HCUP’s with respect to
structure and specific data elements, we recoded certain
variables based on previous work with AHRQ’s Patient
Safety Indicators.30 For example, admission source has 19
possible VA values but only 5 in HCUP.

Analyses
Analyses were performed using AHRQ IQI software

(v.3.1), APR-DRG software (3M, v.24), and the Statistical
Analysis System (SAS, v.8.0).29,31 Our unit of analysis was
the individual hospitalization.

We applied the IQI and APR-DRG software to the
Patient Treatment File to generate observed, risk-adjusted
rates, and ratios of observed to expected rates (O/Es) for all
IQIs at the level specified (ie, VA-wide, and VISN-level).
The IQI software uses parameter estimates derived from
logistic regression models (for mortality indicators) and lin-
ear regression models (for utilization indicators) run on the
HCUP population that include age, sex, age-sex interactions,
APR-DRG mortality risk score, and APR-DRG severity score
as covariates. These regression estimates are used as true
parameter values for the admission-level covariates from the
population of interest. Patient-level observations are assumed
to be independent). Risk-adjusted rates reflect the estimated
performance on each IQI for a provider assuming that pro-
vider had the “average” case mix among all hospitals in the
HCUP estimation sample.29 Per AHRQ’s recommendations,
we excluded VISNs with fewer than 3 cases in the denomi-
nator for a given year.29 Notably, higher rates for the utili-
zation indicators potentially indicate poorer quality except for
laparoscopic cholecystectomy.

We first examined FY04 through FY07 trends in na-
tional VA IQI risk-adjusted rates (software-produced), using
weighted linear regression models and calculating P-values
for their slope. The VA is geographically divided into 21
regional healthcare units known as VISNs. We chose this
analysis level rather than the hospital level because many of
the surgical procedures included in the mortality IQIs are
performed at fewer than half of VA hospitals, whereas all are
fully represented at the VISN level except for esophageal
resection and pancreatic resection.

We examined VISN-level temporal trends in IQI risk-
adjusted rates using similar methods to our VA-level models.
We compared variation across VISNs over time (FY04–07)
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and space, using software-generated O/Es and calculated
95% confidence intervals (CIs). Because the IQIs are risk-
adjusted using an expected rate based on the HCUP popula-
tion, we standardized the O/Es (and CIs) to the overall VA
rate in each year by multiplying by a constant equal to the
inverse of the VA’s national O/E. VISNs were identified as
outliers if the 95% CI did not include 1.0. The IQI software
also generates composite scores for medical and procedure-
related mortality which are output as risk ratios.32 We gen-
erated composite scores using the default weighting of de-
nominator weights, calculated 95% CIs, standardized scores
to the VA population by considering the mean VA score as
1.0, and examined for outliers.

We next compared VA to non-VA trends using
HCUP’s posted NIS data.14 Because we had access to FY03
VA data, and HCUP data were available for calendar years
2003 through 2007, to improve trend comparisons, we added
an additional year of data to this analysis. Because of HCUP
and VA data differences (eg, HCUP weights results to the
total number of NIS discharges, VA data are not discharge-
weighted) and differences in sample sizes and precision of
estimates, we ran separate weighted linear regression models
of the risk-adjusted IQI rates (one for NIS and one for VA),
with weights calculated as 1/standard error.2 We then com-
pared slope estimates (FY03-FY07) using t-tests.

RESULTS
Table 1 shows sample characteristics. The total number

of hospitalizations (FY04-FY07) was over 2 million; 18% of

these met IQI definitions. Comparing all VA discharges to
IQI-related discharges, the mean age was 63.0 (�13.6) years
versus 68.3 (�11.8); both samples were predominantly male
(96%) and white (�60%). IQI-related discharges had more
diabetes (39% vs. 34%) and less severe mental illness (11%
versus 17%) than the entire discharge population. Of the 123
facilities represented among the 21 VISNs, 83% were teach-
ing hospitals.33 The median facility bed-size was 126. Ap-
pendix 2 (online only, Supplemental Digital Content 2, avail-
able at: http://links.lww.com/MLR/A87) shows selected
facility characteristics aggregated by VISN.

At the national level risk-adjusted rates of all the
medical condition-related mortality IQIs decreased over time,
although this was statistically significant only for acute
stroke, hip fracture and pneumonia (from 10.5 to 8.8, 3.8 to
2.6, and 8.1 to 5.5 deaths per 100 relevant discharges,
respectively; Fig. 1A). There were no significant temporal
changes in procedure-related mortality IQI rates, despite a
slight drop in coronary artery bypass grafting and percutane-
ous transluminal coronary angioplasty rates (Fig. 1B). Of the
utilization indicators, laparascopic cholecystectomy rates in-
creased significantly (from 6.3 to 7.0 per 100 cholecystecto-
mies); the other indicators showed no changes (data not
shown; available from authors).

At the VISN-level, most VISNs experienced temporal
decreases in medical condition risk-adjusted mortality rates,
although this trend was significant for at most 3 VISNs per
indicator. No VISN rates increased significantly for any of
the medical indicators; (data not shown, available from au-
thors). Similar to overall VA findings, there were no signif-
icant trends for the procedure-related mortality IQI rates. For
utilization indicators, we only found significant trends for
cholecystectomy; whereas most VISNs increased over time,
this was significant for just 3 sites.

Of the medical condition-related mortality indicators,
pneumonia demonstrated the most inter-VISN variation. Two
VISNs (b and n) were consistently high outliers over time (ie,
lower 95% CI of the O/E was �1.0 in at least 3 of 4 years),
whereas 4 VISNs (l, r, s, u) were consistently low outliers (ie,
upper 95% CI was �1.0 in at least 3 of 4 years; Fig. 2A).
Figure 3 shows outlier status aggregated across all medical
conditions. Four VISNs were consistently high (b, f, i, and n)
and 4 (l, r, s, and u) were consistently low outliers on one or
more indicators (Fig. 3). By standardized composite scores, 2
VISNs were high (i and n), whereas one was a low outlier (l)
in 3 or more years. Using US Census-Bureau area designa-
tions, high outlier VISNs tended to be from the South; low
outliers were from the West and Midwest.34

Examining individual procedure-related mortality indi-
cators, we found at most 2 VISN outliers per indicator per
year; these varied by year. There were no outliers on stan-
dardized procedure-related composite scores in any years.

For the utilization indicators, cardiac catheterization
showed the most variation (Fig. 2B), followed by laparo-
scopic cholecystectomy. All but 2 VISNs (d and o) were
outliers in at least one study year. We found the highest
bilateral cardiac catheterization rates in northeastern VISNs

TABLE 1. Study Sample Characteristics*

2004–2007
All Discharges
N � 2,272,894

2004–2007
IQI-Related
Discharges

N � 403,828

n % n %

Male sex 2,180,853 96.0 395,276 96.0

Race

White 1,363,607 60.0 252,585 62.6

Black 420,910 18.5 62,580 15.5

Hispanic 34,183 1.5 5606 1.4

Other 454,194 20.0 83,057 20.6

Age group

18–39 88,748 3.9 2789 0.7

40–64 1,211,298 53.3 160,273 39.7

65–74 426,152 18.8 100,502 24.9

75� 546,696 24.1 140,264 34.7

Selected comorbidities†

Diabetes mellitus 761,490 33.5 157,500 39.0

HIV 27,643 1.2 3427 0.8

Spinal cord injured 47,981 2.1 3514 0.9

Stroke 143,456 6.3 43,193 10.7

Severely mentally ill‡ 385,222 17.0 42,551 10.5

*Analysis done at hospitalization level.
†The NPCD outpatient file was used to identify these selected comorbidities.
‡No. discharges of patients with a preceding diagnosis of schizophrenia, bipolar

disorder or depression.
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and highest laparascopic cholecystectomy rates in western
VISNs.

Comparing VA and NIS risk-adjusted rates from 2003
through 2007, slope estimates differed significantly for AMI,
acute stroke, hip fracture and pneumonia mortality, hip re-
placement, and all 3 utilization indicators (Table 2). AMI,
stroke, hip fracture, pneumonia and hip replacement mortality
rates, and incidental appendectomy utilization rates declined
more rapidly in the VA. Laparascopic cholecystectomy rates
rose more steeply, whereas bilateral catheterization rates
decreased more slowly, in the VA compared with NIS.

DISCUSSION
This is the first study to apply the AHRQ IQI algo-

rithms to VA data, provide information on VA IQI rates and
geographic variation within and across years, and compare
VA and non-VA trends. We found these algorithms are easily
applied to VA administrative data with minor coding modi-
fications. Our results also suggest that in the VA, the medical
condition-related mortality and utilization indicators are more
useful than the procedure-related mortality indicators for
detecting temporal changes and discriminating between sites.

At the national level, mortality rates for several of the
medical condition-related IQIs, (ie, acute stroke, hip fracture,
and pneumonia) decreased significantly over time. Of the
procedure-related indicators, including mortality and utiliza-
tion indicators, only laparascopic cholecystectomy changed
significantly with utilization rates increasing from FY04
through 07. We found similar trends with respect to improved

medical condition survival in the non-VA (NIS) setting, but
these changes were significantly greater in the VA. Compar-
ing VISNs, individual utilization indicators showed the most
variation, followed by the medical condition-related mortality
IQIs; a few VISNs were consistently high or low outliers
across years. The procedure-related mortality IQIs demon-
strated little variation with respect to temporal trends or
outlier status.

Our findings of improved survival from various medi-
cal conditions over time are consistent with published liter-
ature. An AHRQ-published report using NIS data found
improved in-hospital survival between 1994 and 2004 for
AMI, stroke, pneumonia, and hip fracture.13 The authors also
noted survival improvement from GI hemorrhage and CHF,
plus some of the procedure-related IQIs, including hip re-
placement (although they sequentially compared rates from
one year to the next, instead of using slope estimates). Earlier
studies have suggested that in-hospital survival improve-
ments from conditions such as pneumonia may be due to
premature discharge and occur at the expense of worsened
30-day or longer term survival.35,36 However, the Centers for
Medicare and Medicaid Services’ Medicare Quality Monitor-
ing System reports also showed improved 30-day survival
trends for AMI, stroke, and pneumonia (and CHF), between
1992 and 2001.37

Two recent studies examined 30-day survival trends
following hospitalizations for medical conditions and surgical
procedures. This was in the context of studying the impact of
resident duty hour reform. They found similar trends of

FIGURE 1. National VA Level IQI Mortality
Trends. A, Medical Conditions; B, Procedures.
Risk-adjusted rates per 100 discharges. Only
stroke, hip fracture and pneumonia mortality
rates decreased significantly over time; P �
0.05. AMI indicates acute myocardial infarc-
tion; CHF, congestive heart failure; GI hem,
gastrointestinal hemorrhage; Hip frac, hip frac-
ture; PNA, pneumonia; Esoph, esophageal can-
cer resection; Pancr, pancreatic cancer resec-
tion; AAA, abdominal aortic aneurysm repair;
CABG, coronary artery bypass graft; Cran, cra-
niotomy; Hip rpl, hip replacement; PTCA, per-
cutaneous transluminal coronary angioplasty;
CEA, carotid endarterectomy.
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greater survival improvement for medical conditions versus
surgical procedures, as well as greater improvement in the
VA versus the non-VA (ie, Medicare) population, from July
2000 through June 2005.38,39 The authors suggest the VA’s
greater mortality improvement might be because of more
teaching hospitals in the VA compared with their non-VA
sample; therefore, resident duty reform would be more likely
to positively impact such outcomes.39 Although the continued
medical condition survival seen in our study through 2007
may be due to increasing medical service compliance with
duty hour rules, this may also be owing to improvements in
care resulting from ongoing national VA QI initiatives. Pre-
vious studies have found that other VA measures of quality
substantially improved and exceeded non-VA settings after
VA restructuring in the mid-90s with development of a
comprehensive electronic medical record and increased ac-
countability of local managers for performance on quality
measures. Jha et al found the VA exceeded Medicare’s
performance during 1997 through 2000 on several Healthcare
Effectiveness Data and Information Set measures that are
tracked by the VA’s External Peer Review Program (EPRP)
including those pertaining to processes of care for patients
admitted with AMIs.10 Another study using a comprehensive
assessment containing 294 processes of care, found better

quality of care in the VA compared with private managed
care patients during the same period.40

Our geographic trends are also relatively consistent
with existing literature. For the medical mortality IQIs, we
found lower outlier VISNs were from the West and Midwest,
whereas higher outliers tended to be from the South. Posted
HCUP data for calendar years 04 through 06 similarly shows
lower death rates in the Mid-West or West; however, the
Northeast had the highest death rates for the medical IQIs,
not the South.14 This discrepancy may reflect study popu-
lation differences. Several geographic variation studies of
Medicare patients (which may be more similar to VA
patients) have findings similar to ours, with the highest
mortality rates in the South for both stroke and AMI.41,42

A study using 1990s VA data also found the South had the
highest AMI mortality.15 Our utilization findings of high-
est bilateral cardiac catheterization rates in the Northeast,
and highest laparascopic cholecystectomy rates in the
West are similar to posted HCUP data.14

Designed to be easy to apply, the IQI software uses
parameter estimates from logistic and linear regression mod-
els based on the HCUP population that do not account for
patient clustering within hospitals. Although this is a theo-
retical methodologic limitation, programs such as NSQIP

FIGURE 2. FY07 VISN-Level O/E
Ratios with Outlier Status. A, Pneu-
monia; B, Bilateral Cardiac Cathe-
terization. High outliers are indi-
cated by black bars; low outliers by
white bars. *High outlier in FY07,
but not a consistent outlier. †Low
outlier in FY07, but not a consis-
tent outlier. VISN “l” was a low
outlier in FY04–06 for pneumonia
mortality. Only VISNs “d” and “o”
were not outliers for bilateral car-
diac catheterization utilization in
any study years.
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similarly use logistic models to generate facility-level surgi-
cal outcome O/Es. Hierarchical and logistic regression mod-
els using NSQIP data produced nearly identical results.43

HCUP-derived expected rates used to generate the
risk-adjusted rates are likely to differ from the VA popula-
tion, given typical VA and non-VA population differences,
(eg, more males and more comorbidities in veterans).44

Therefore, we standardized VISN-level O/Es to VA data to
allow more meaningful site comparisons, and were able to
identify consistent outlier sites. Other healthcare systems
that differ from the HCUP population will face similar
case-mix issues. Standardizing O/Es to the population of
interest enables within system determination of outlier
status among sites.

Similarly, it is difficult to directly compare VA risk-
adjusted rates to those of non-VA systems. We intentionally
avoided direct comparison to HCUP rates given differences
including previously noted case-mix and weighting differ-
ences plus use of calendar years versus FY. Our methods
enable valid trend comparisons between systems since they
are not affected by case-mix differences. However, they do
not account for different starting points between systems such
that one may have more room to improve than another;
further underlying case-mix may make changes more difficult
to effect in one system versus another.

The relative insensitivity of the procedure-related mor-
tality indicators to detect temporal changes or site differences
in the VA may be due to the success of longstanding VA
programs such as NSQIP, or because of inadequate sample
sizes, (eg, esophageal cancer resection had only 0–12 cases in

a given year). Other systems may face similar size sample
issues in comparing procedure rates.

Other IQI-associated general limitations include the
fact they measure outcomes, ie, mortality or utilization rates.
As the end result of care, they are vitally important to
measure, however, they are less immediately actionable than
process measures. They also use administrative data.
Whereas documentation of death and major procedures
should be fairly complete,45,46 accurate risk-adjustment re-
quires accurate coding of comorbidities which may vary
within and across sites.

Nevertheless, such indicators complement Health-
care Effectiveness Data and Information Set and Joint
Commission measures already in place in most healthcare
systems. In the VA, these indicators can supplement na-
tional QI programs, such as EPRP, which tracks various
performance measures (primarily process measures and
some intermediate outcomes), and NSQIP, which tracks
major surgery outcomes,12 thereby providing a more com-
prehensive picture of the quality of VA care. For example,
EPRP tracks processes of care for patients admitted with
AMIs such as percentage of patients prescribed aspirin
within 24 hours of hospital arrival.47 We would expect
performance on this measure to be related to an IQI such
as in-hospital AMI mortality rate.48

Although the IQIs are screens as opposed to definitive
measures, successful QI methods used by NSQIP participants
could be replicated using IQIs.11 NSQIP distributes annual
reports to each facility that show how they compare with
other facilities. It includes mortality and aggregate morbidity

FIGURE 3. Inter-VISN Variation in
Medical Condition Related Mortal-
ity Indicators. Figure depicts the
number of occurrences per year
and across years (FY04–FY07) for
selected VISNs. Each bar represents
one year. Each horizontal gridline
represents one occurrence. For ex-
ample, VISN “l” was a high outlier
on one IQI in FY04 and FY07 and a
low outlier on 2 IQIs in FY04
through FY06.
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O/Es for all noncardiac surgery and separately for 8 subspe-
cialities.49 In 1996 the Salt Lake VA hospital was identified
as a high outlier for general surgical morbidity.50 After
receiving this information, local clinicians reviewed charts of
NSQIP-identified patients experiencing complications to de-
termine practice patterns and identify possible provider is-
sues. After finding that many wound complications resulted
from contaminated wound closure, they developed and insti-
tuted wound infection and disruption prevention protocols

which resulted in a clinically significant decrease in wound
complications.50

With respect to the IQIs, we found considerable VISN-
level variation in bilateral cardiac catheterization rates. One
possible QI scenario would be as follows: management at a
high outlier VISN examines rates within its facilities to
determine whether any facility had higher than expected
rates. If so, that facility’s QI team would review charts of a
sample of its cases to determine why patients underwent

TABLE 2. Comparison of NIS Versus National VA Rates

Mortality Indicators* System
Slope

Estimate
Standard

Error
Estimate

Difference T

Medical condition-related

Acute myocardial infarction
(without transfer) (IQI 15)†‡

NIS �5.07 0.08 5.31 3.52§

VA �10.39 1.50

Congestive heart failure (IQI 16)† NIS �3.84 0.11 1.14 1.82

VA �4.98 0.62

Acute stroke (IQI 17)† NIS �5.25 0.31 1.61 2.32§

VA �6.86 0.62

Gastrointestinal hemorrhage (IQI 18) NIS �2.81 0.21 0.97 1.19

VA �3.78 0.79

Hip fracture (IQI 19)† NIS �2.74 0.09 1.55 5.02§

VA �4.29 0.29

Pneumonia (IQI 20) NIS �4.89 0.17 2.81 3.32§

VA �7.70 0.83

Procedure-related

Esophageal cancer resection (IQI 8)† NIS �7.69 3.22 �14.31 1.09

VA 6.62 12.75

Pancreatic cancer resection (IQI 9)† NIS �6.67 1.20 6.87 0.50

VA �13.54 13.58

Abdominal aortic aneurysm
repair (IQI 11)†

NIS �2.81 0.80 5.93 1.44

VA �8.74 4.03

Coronary artery bypass graft (IQI 12) NIS �2.93 0.28 2.16 1.87

VA �5.09 1.12

Craniotomy (IQI 13) NIS �4.11 0.59 0.01 0.00

VA �4.12 1.95

Hip replacement (IQI 14) NIS �0.16 0.07 0.37 2.79§

VA �0.53 0.11

PTCA (IQI 30) NIS �0.35 0.05 0.86 1.71

VA �1.21 0.50

Carotid endarterectomy (IQI 31) NIS �0.60 0.06 �0.38 1.32

VA �0.22 0.28

Utilization indicators

Laparoscopic cholecystectomy (IQI 23) NIS 13.49 1.17 �12.23 5.26§

VA 25.72 2.01

Incidental appendectomy (IQI 24)† NIS �0.57 0.16 0.79 3.03§

VA �1.36 0.21

Bilateral cardiac catheterization (IQI 25)† NIS �7.25 0.96 �4.35 2.44§

VA �2.90 1.50

*Rates are deaths per 100 discharges with the principal diagnosis or procedure unless otherwise specified. See online Appendix 1
for full definitions of indicators.

†Endorsed by the National Quality Forum.
‡Because we found similar results for AMI mortality with and without transfers (IQI 32), we present data for AMI with transfers only.
§t �1.96 � significantly different slopes. A positive estimate difference indicates VA risk-adjusted rates are decreasing more rapidly

than NIS rates.
NIS indicates National Inpatient Sample; CABG, coronary artery bypass grafting; PTCA, percutaneous transluminal coronary

angioplasty; CEA, carotid endarterectomy; IQI, Inpatient Quality Indicators.
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bilateral rather than left heart catheterizations (eg, operator
preference, patient characteristics). Literature review of best
practices, and, although not used in the previous case, review
of low outlier facilities systems and practices could be used to
derive recommendations that would be implemented and their
effect tested.

In summary, our findings suggest the AHRQ IQIs are
useful for tracking and comparing outcomes representing
potential quality of care issues within the VA. Such measure-
ment, along with internal benchmarking, will help focus QI
efforts on indicators showing the greatest intersite variation.
Detailed case review of systems and processes at both high
and low outlier sites, may identify failures amenable to
improvement and successes that can be adopted by other sites
respectively, with the ultimate goal of improving care across
the system. Although population differences limit external
benchmarking using current IQI risk-adjustment methods,
trends over time may still be compared across populations
and healthcare systems. Future research should entail improv-
ing risk adjustment to facilitate external benchmarking and
identifying high risk populations to target for QI interven-
tions.
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The epidemiology and management
of severe hypertension
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Hypertension guidelines stress that patients with severe
hypertension (systolic blood pressure (BP)X180
or diastolic BPX110 mm Hg) require multiple drugs to
achieve control and should have close follow-up
to prevent adverse outcomes. However, little is known
about the epidemiology or actual management of these
patients. We retrospectively studied 59 207 veterans
with hypertension. Patients were categorized based on
their highest average BP over an 18-month period
(1 July 1999 to 31 December 2000) as controlled
(o140/90 mm Hg), mild (140–159/90–99 mm Hg), moderate
(160–179/100–109 mm Hg) and severe hypertension. We
examined severe hypertension prevalence, pattern, dura-
tion, associated patient characteristics, time to subse-
quent visit, percentage of visits with a medication
increase, and final BP control and antihypertensive
medication adequacy. Twenty-three per cent had X1 visit
with severe hypertension, 42% of whom had at least two
such visits; median day with severe hypertension was 80

(range 1–548). These subjects were significantly older,
more likely black, and with more comorbidities than other
hypertension subjects. Medication increases occurred at
20% of visits with mild hypertension compared to 40%
with severe hypertension; Po0.05). At study end, 76% of
patients with severe hypertension remained uncontrolled;
severe hypertension subjects with uncontrolled BP were
less likely to be on adequate therapy than those with
controlled BP (43.7 vs 45.4%). Among hypertensive
veterans, severe hypertension episodes are common.
Many subjects had relatively prolonged elevations, with
older, sicker subjects at highest risk. Although, follow-up
times are shorter and antihypertensive medication use
greater in severe hypertension subjects, they are still
not being managed aggressively enough. Interventions
to improve providers’ management of these high-risk
patients are needed.
Journal of Human Hypertension (2010) 24, 9–18;
doi:10.1038/jhh.2009.37; published online 14 May 2009

Keywords: epidemiology; chronic hypertension; therapy

Introduction

Hypertension is among the most prevalent chronic
conditions worldwide; with rates as high as 70%
among adults in developed countries such as
Poland.1 Although hypertension is usually asympto-
matic, it may be associated with considerable
morbidity and mortality. The higher the blood
pressure (BP), the greater the risk for adverse
outcomes including development of coronary artery
disease, congestive heart failure, stroke and kidney
disease.2 Hypertension treatment has been clearly
shown to reduce this risk.2–4

Accordingly, the current World Health Organi-
zation/International Society of Hypertension and
the European Society of Hypertension guidelines
and the prior Joint National Committee on Preven-

tion, Detection, Evaluation and Treatment of High
Blood Pressure (JNC) guidelines classify BP into
grades or stages based on the absolute BP level.5–7

Although absolute cardiovascular risk is based not
only on BP levels, but associated cardiovascular
risk factors or target organ damage, individuals with
the highest levels, grade/stage3 or severe hyper-
tension (that is, systolic BPX180 mm Hg or diastolic
BPX110 mm Hg)5,8 have a 20–30% 10-year risk of
cardiovascular disease, that increases to very high
risk, 430%, in the presence of any risk factors or
target organ damage.5 Further, these subjects are also
at high short-term risk for serious cardiovascular
events, the risk increasing with the degree and
speed of elevation. Because of this, guidelines also
stress that such patients should have close follow-
up with reassessment at most within 1 week, and
will require multiple drugs to achieve control.5,9,10

Although much has been written about the
epidemiology and management of the general
hypertension population, relatively little is known
about these issues in those with severe hyper-
tension. Limited cross-sectional data suggest a
prevalence among those with hypertension in the
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8–19% range.10–13 How long such patients are
exposed to high BPs, or how they are being managed
in actual practice is relatively unknown, with
existing data based on small samples and select
populations.12–14

The purpose of the present study was to examine
the following issues with respect to patients with
severe hypertension: (1) what is the epidemiology of
severe hypertension, in terms of prevalence, pattern
of severe hypertension and duration of severe
hypertension? (2) what patient characteristics are
associated with severe hypertension? (3) how are
patients with severe hypertension being managed in
everyday practice, including time to next visit,
percentage of visits with a medication increase and
number of BP medications by final BP control?

Materials and methods

Study population
The study population is previously described.15

Briefly, we identified individuals with hypertension
who were receiving regular outpatient care at
geographically diverse sites within the largest inte-
grated health-care system in the United States, the
Veterans Health Administration (VA), using the VA’s
National Patient Care Database (NCPD) through
2000, eligible subjects: (1) had at least two NPCD-
listed hypertension diagnoses, ICD-9-CM code 401,
between 1 July 1997 and 30 June 1999; and (2) were
regular VA users (that is, X3 NPCD-listed visits to a
general medicine or subspecialty medical clinic
between 1 July 1999 and 31 December 2000).
Subjects were followed from 1 July 1999 through
31 December 2000. The study protocol was
approved by the Bedford VA Hospital’s institutional
review board.

Data collection
Data sources were the Veterans Health Information
Systems and Technology Architecture (VISTA), that
is, the VA’s electronic record system, the NPCD and
Medicare files. VISTA, maintained at each site,
contains multiple files including clinical data such
as vital signs, laboratory results, pharmacy records
and provider notes. (We previously found the vitals
file very complete with provider notes contributing
minimal additional BP information.)16 VISTA also
contains diagnoses and procedure information from
all outpatient visits and inpatient stays, which is
transferred to a central data repository and incorpo-
rated into the NPCD.17

Demographics and comorbidities were obtained
from the NPCD (1998 to 2000 inclusive), supple-
mented by Medicare denominator, inpatient and
outpatient files (MEDPAR, Carrier and Outpatient
files). We used the Medicare denominator file as our
primary race source because this is patient identi-
fied and supplemented this with VA race data.

Baseline comorbidities were identified by the pre-
sence of specified ICD-9-CM codes in the 12 months
preceding and including the index visit.15 Height,
weight and BP were obtained from VISTA vitals, and
medications from VISTA pharmacy files (1 July 1999
to 31 December 2000).

Analyses
Available BPs were averaged at each visit. All visits
during 1 July 1999 through 31 December 2000
were categorized according to the average systolic
and diastolic BPs as follows: controlled (o140/
90 mm Hg), mild (140–159/90–99 mm Hg), moderate
(160–179/100–109 mm Hg) and severe (X180/
110 mm Hg) hypertension. Patients were then
grouped based on their visit with the highest average
BP category unless otherwise specified. If systolic
and diastolic BPs fell into different categories, the
higher category was used. Among patients with
more than one severe hypertension episode, patient
level analyses considered only the first episode
unless otherwise indicated.

Objective 1: examine the epidemiology of patients
with severe hypertension. We first determined the
prevalence of severe hypertension in our cohort
based on the number of subjects who had at least
one visit with severe hypertension divided by the
total sample of hypertension patients. We also
looked at the proportion of all visits with severe
hypertension and the median number of visits with
severe hypertension per patient. Next, we character-
ized the pattern of severe hypertension by determin-
ing the following proportions: (1) those who had a
single visit with severe hypertension, with no severe
hypertension at the next visit (that is, an isolated
spike in their BP); (2) those who had severe
hypertension at two or more consecutive visits
(persistent severe hypertension); (3) those who had
an intervening visit with a lower BP but then
another visit with severe hypertension (recurrent
severe hypertension). We further determined the
median number of recurrences per patient. In
addition, we examined time in days to a subsequent
visit with a BP o180/110 mm Hg as a proxy for the
duration of (that is, exposure to) severe hyperten-
sion, and compared among severe hypertension
groups. We summed these time periods for patients
with recurrent episodes. (This was examined first by
censoring subjects with no visit after the severe
hypertension visit at either the last day of the study
period or death, and then by excluding them.)

Objective 2: patient characteristics associated with
severe hypertension. We next compared patients
with severe hypertension to subjects without severe
hypertension, grouped by highest BP category, with
respect to age, gender, race, baseline comorbidities
(including cardiovascular risk factors and pre-
existing cardiovascular conditions, and Charlson
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index),18,19 body mass index (BMI). We also com-
pared severe hypertension subgroups with respect
to these same characteristics.

We used w2-analysis for categorical variables, and
t-tests, one-way analysis of variance (ANOVA) with
Tukey’s multiple comparison procedure, or Wilcox-
on rank-sum tests as appropriate for continuous
variables.

As part of a sensitivity analysis, we repeated
objectives 1 and 2 assigning subjects to BP categories
based on the first visit of the study period.

Objective 3: examine the management of patients
with severe hypertension. We next examined
actions potentially under clinician control. The
following analyses were carried out at the visit
level: (1) we determined the time in days to the next
visit that included a BP assessment following a visit
with severe hypertension. We used Wilcoxon rank-
sum tests to compare the median interval to the next
visit among severe hypertension subgroups, and
between visits with severe hypertension to visits
with moderate hypertension, mild hypertension or
controlled BP. (2) We then examined the percentage
of visits associated with a medication increase.
To determine medication increases at a visit, we
defined baseline medication use based on the
6-month period preceding study entry (that is, we
examined medication data out to 1 January 1999);
using methods we previously developed, a patient
was considered to have an increase at a given visit if
the dose of an existing medication was increased or
a new medication was started.20,21 We compared the
proportion of visits with a medication increase
among the severe hypertension subgroups then
compared among visits with moderate, mild hyper-
tension or controlled BP using w2-tests. We also
looked at the impact of this increase on BP control at
the subsequent visit for the severe hypertension
group.

Although we lacked information on specialty
referrals for BP management or to exclude secondary
hypertension, as a proxy, we examined differences
in proportions of patients seen in subspecialty
clinics at which BP management might be addressed
by w2-analysis and generating 95% confidence
intervals. These clinics included hypertension,
renal, cardiology and endocrinology clinics. We
further looked at the frequency of these visits with
a primary diagnoses related to hypertension (ICD-9-
CM codes 401, 402, 403, 404 and 405 (secondary
hypertension)) and the frequency of any 405 code at
these visits.

To examine medication use and BP control at
study end, we then categorized subjects based on
their highest average BP at a visit before the last
study visit. We compared the percentage of patients
who achieved a BP o140/90 mm Hg at the last study
visit by BP group. We next compared BP groups by
mean number of prescribed antihypertensive med-
ications (using ANOVA), percentage of subjects on

each major class of antihypertensive medication and
the percentage on adequate therapy defined as a
regimen containing at least three different classes
of drugs at least one of which had to be a loop
or thiazide diuretic9 at the last study visit using
w2-tests. We then examined the mean number of
prescribed antihypertensive medications at the time
of the last visit by prior highest BP category and
final BP control (that is, BP o140/90 mm Hg; yes/no)
using linear regression models, comparing both
within BP groups, and across groups for controlled
vs uncontrolled. We also repeated analyses compar-
ing among severe hypertension subgroups. Finally,
we examined adequacy of antihypertensive therapy
at the last study visit and final BP control. Within
each BP group defined by the highest BP before the
last study visit, we used w2-tests to examine like-
lihood of adequate therapy at study end by final BP
control (yes/no); we also compared adequacy across
BP categories. We performed similar comparisons
among severe hypertension groups.

Results

Objective 1
Our total sample consisted of 59 207 subjects. The
mean age was 65 years: 58% were white and 97%
were men.15 Twenty-three per cent (N¼ 13 735) had
at least one visit with severe hypertension; among
these subjects the median number of such visits was
1 (range 1–57). Six per cent of all visits (21 992/
325 105) were associated with severe hypertension.
Of note, 87% of visits with a BP of X180/110 mm Hg
had only one BP documented on the day of the visit.

Of the severe hypertension group, 18% had severe
hypertension at two or more consecutive visits
(persistent), 23% had one or more intervening visits
with a lower BP but then another visit with severe
hypertension (recurrent); 58% had a single visit
with a BP X180/110 mm Hg (isolated spike). In 17%
of subjects with an isolated spike, there was no
subsequent documented visit. The median number
of recurrences among the severe hypertension group
was 0, range 0–34 (interquartile range 0–1). The
median number of days with severe hypertension
overall was 80 (range 1–548; Table 1) and varied

Table 1 Total exposure to severe hypertension

BP category Exposure to severe hypertension
Days, median (range) a

Severe hypertension, overall 80 (1–548)
Persistent 182 (2–548)
Recurrent 103 (2–534)
Isolated spike 50 (1–549)

Abbreviation: BP, blood pressure.
aSignificant difference with respect to number of days exposed
between groups (Po0.001).
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significantly by severe hypertension subgroup.
(Overall exposure did not change significantly if
we excluded subjects with a single visit.)

Categorizing subjects using the first study period
visit, 7% of subjects had severe hypertension, of
whom 27% had persistent, 28% had recurrent and
45% had an isolated spike. Exposure trends were
similar.

Objective 2
Compared to subjects with lower BPs, severe
hypertension subjects were older, (67.0þ 10.8 vs
64.6þ 11.2 years; Po0.05), were more likely to be
black (24 vs 16%; Po0.05) and women (3.3 vs 2.7%,
Po0.05) compared to all other subjects combined
(N¼ 45 472). They also had more total comorbidities
(for example, Charlson index 1.4þ 1.3 vs 1.2þ 1.2,
Po0.05) and a higher prevalence of specific comor-
bidities such as diabetes, renal disease and periph-
eral vascular disease; although when further divided
into BP categories, the controlled BP group had the
highest prevalence of coronary artery disease, con-
gestive heart failure and hyperlipidaemia. (See
Table 2 for comparisons among BP categories.)

Among severe hypertension subgroups, the recur-
rent and persistent were similar with respect to age
and race distribution, but the recurrent had the most
comorbidities followed by the persistent then the
isolated spike group. The isolated spike group was
younger and more likely to be white (see Table 3).
Similar trends were seen when subjects were
categorized by the first study visit (data not shown;
available from authors).

Objective 3
The median time to a subsequent visit after
presentation was 42 days (range 1–503) for severe
hypertension, 52 days (1–513) for controlled BP, 60
days (1–518) for mild and 55 (1–496) for moderate
hypertension visits (Po0.05 for between-group
differences).

Hypertension medication increases occurred at
40% of severe hypertension, 10% of controlled, 20%
of mild and 32% of moderate hypertension visits
(Po0.05). Among visits with severe hypertension,
medications were increased at 41% of visits with
severe hypertension among the persistent group,
36% of the recurrent group and 42% of the isolated
spike group (Po0.05). If a medication was increased
at a given visit with severe hypertension, BP was
controlled 13.2% of the time at the next visit, versus
12.5% of next visits if there was no medication
increase. (This difference was not significant (NS)).

The proportion of patients seen in a subspecialty
clinic at which BP management might be addressed
not surprisingly tended to increase with increasing
BP category, and was significantly higher in the
severe hypertension group (except for cardiology
clinic visits) presumably in part driven by the higher
prevalence of renal disease or diabetes in the more
severe group (Table 4). The frequency of such visits
associated with a primary diagnosis of hypertension
ranged from 6.2% among the controlled group, 8.9%
of the mild, 13.3% of the moderate, to 20.0% among
the severe hypertension group. In severe hyperten-
sion subgroup, this ranged from 17.5% among the
isolated spike group, 18.0% among the recurrent
group and 29.8% among the persistent group (Po0.5

Table 2 Baseline patient characteristics by highest BP group

Characteristic Controlled
N¼5170

Mild
N¼19 290

Moderate
N¼21 012

Severe
N¼ 13 735

Age, mean (s.d.), years 63.7 (11.3) 63.8 (11.2) 65.5 (10.9) 67.0 (10.8)a

Gender, female, no. (%) 121 (2.3) 516 (2.7) 604 (2.9) 453 (3.3)a

Race, no. (%), white 3988 (77.1) 14 563 (75.5) 15 573 (74.1) 9545 (69.5)a

Black 659 (12.8) 2,842 (14.7) 3,741 (17.8) 3302 (24.0)a

Hispanic 71 (1.4) 233 (1.2) 300 (1.4) 153 (1.1)
Others 108 (2.1) 358 (1.9) 341 (1.6) 221 (1.6)
Unknown 344 (6.7) 1294 (6.7) 1057 (5.0) 514 (3.7)a

BMI, mean (s.d.), kg m�2 28.8 (5.4) 29.4 (5.5) 29.5 (5.8) 29.2 (6.1)a

Comorbidities
Cerebrovascular disease, no. (%) 669 (12.9) 2261 (11.7) 2781 (13.2) 2305 (16.8)a

Congestive heart failure, no. (%) 1055 (20.4) 2338 (12.1) 2354 (11.2) 1814 (13.2)a

Coronary artery disease, no. (%) 2392 (46.3) 6998 (36.3) 7128 (33.9) 4802 (35.0)a

Diabetes, no. (%) 1584 (30.6) 5841 (30.3) 6996 (33.3) 5263 (38.3)a

Hyperlipidaemia, no. (%) 2563 (49.6) 8927 (46.3) 8895 (42.3) 5151 (37.5)a

Peripheral vascular disease, no. (%) 532 (10.3) 1688 (8.8) 2141 (10.2) 1760 (12.8)a

Renal disease, no. (%) 340 (6.6) 1050 (5.4) 1378 (6.6) 1430 (10.4)a

Tobacco use, no. (%) 503 (9.7) 1897 (9.8) 1951 (9.3) 1219 (8.9)a

Charlson index, mean (s.d.) 1.3 (1.4) 1.2 (1.2) 1.2 (1.2) 1.4 (1.3)a

Abbreviations: BMI, body mass index; s.d., standard deviation.
aPo0.05 for among-group comparisons and pair-wise comparisons; the severe hypertension group was significantly different than the three other
hypertension groups with respect to all the characteristics listed. However, with respect to race, the prevalence of Hispanics in the severe
hypertension group was only significantly different compared to the moderate hypertension group.
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for between-group differences). The frequency of a
code for secondary hypertension ranged from 0%
among endocrinology visits, 0.1% for cardiology,
0.9% for renal, to 2.8% of all hypertension clinic
visits.

When categorized by the highest available BP
before the last visit of the study, at the end of study
24% of the severe hypertension group had con-
trolled BP, compared to 73% of the controlled, 51%
of mild and 33% of the moderate group (Po0.05).
For the severe hypertension subgroups, the isolated
spike group was most likely to be controlled (27%),
followed by the recurrent (21%) and the persistent
groups (16%; Po0.05 for between-group differ-
ences). (Of note, 1390 subjects with only one visit

with a BP were excluded from this analysis; 500 had
controlled, 525 had mild, 243 had moderate and 122
(9%) had severe hypertension. We found similar
results to those reported below if we included these
subjects in analyses and assumed they had an
additional visit and their BP category was stable
(data not shown; available from authors).)

At the end of study, the mean number of BP
medications increased significantly with increasing
BP category (Table 5; Figure 1). In addition, severe
hypertension patients were significantly more likely
to be on all classes of antihypertensives compared to
the other groups (Table 5). Among severe hyperten-
sion subgroups, the persistent and recurrent sub-
groups were on more medications at study end than

Table 3 Baseline patient characteristics by severe hypertension group

Characteristic Persistent severe
N¼ 2517

Recurrent severe
N¼ 3210

Isolated spike
N¼ 8008

Age, mean (s.d.), years 67.4 (10.8) 67.7 (10.6) 66.6 (10.9)a

Gender, female, no. (%) 80 (3.2) 104 (3.2) 269 (3.4) NS
Race, no. (%), white 1631 (64.8) 2144 (66.8) 5770 (72.1)a

Black 734 (29.2) 910 (28.4) 1658 (20.7)a

Hispanic 26 (1.0) 42 (1.3) 85 (1.1)
Others 40 (1.6) 40 (1.3) 141 (1.8)
Unknown 86 (3.4) 74 (2.3) 354 (4.4)a

BMI, mean (s.d.), kg m�2 29.2 (6.1) 29.0 (6.1) 29.4 (6.1)a

Comorbidities
Cerebrovascular disease, no. (%) 470 (18.7) 612 (19.1) 1223 (15.3)a

Congestive heart failure, no. (%) 350 (13.9) 490 (15.3) 974 (12.2)a

Coronary artery disease, no. (%) 834 (33.1) 1217 (37.9) 2751 (34.4)a

Diabetes, no. (%) 1064 (42.3) 1396 (43.5) 2803 (35.0)a

Hyperlipidaemia, no. (%) 912 (36.2) 1178 (36.7) 3061 (38.2)a

Peripheral vascular disease, no. (%) 323 (12.8) 514 (16.0) 923 (11.5)a

Renal disease, no. (%) 291 (11.6) 465 (14.5) 674 (8.4%)a

Tobacco use, no. (%) 211 (8.4%) 287 (8.9%) 721 (9.0) NS
Charlson index, mean (s.d.) 1.4 (1.3) 1.6 (1.4) 1.3 (1.3)a

Abbreviations: BMI, body mass index; NS, not significant; s.d., standard deviation.
aPo0.05 for among-group comparisons and pair-wise comparisons; recurrent and persistent groups were similar with respect to age, white and
black race distribution, BMI, prevalence of cerebrovascular disease, congestive heart failure, diabetes and hyperlipidaemia.

Table 4 Percentage of patients with subspecialty clinic visitsa

Highest BP category Hypertension
clinic % (95% CI)

Renal clinic %
(95% CI)

Cardiology
clinic % (95% CI)

Endocrinology
clinic % (95% CI)

Any subspecialty
clinicb % (95% CI)

Controlled (N¼ 5170) 0.2 (0.1–0.4) 0.6 (0.4–0.8) 9.0 (8.2–9.8) 1.5 (1.2–1.7) 10.6 (9.8–11.5)
Mild (N¼19 290) 0.3 (0.2–0.4) 0.9 (0.8–1.1) 8.6 (8.2–9.0) 1.6 (1.4–1.8) 10.8 (10.3–11.2)
Moderate (N¼21 012) 0.4 (0.3–0.5) 1.7 (1.5–1.8) 8.6 (8.2–8.9) 1.9 (1.7–2.1) 11.5 (11.1–12.0)
Severe (N¼ 13 735) 0.8 (0.7–1.0) 3.7 (3.4–4.0) 8.9 (8.4–9.4) 2.2 (2.0–2.5) 14.1 (13.6–14.7)

Persistent (N¼2517) 1.2 (0.9–1.7) 4.6 (3.8–5.5) 7.2 (6.3–8.3) 2.5 (1.9–3.1) 13.7 (12.4–15.1)
Recurrent (N¼ 3210) 1.0 (0.7–1.4) 6.2 (5.4–7.1) 11.7 (10.6–12.8) 2.8 (2.3–3.4) 19.4 (18.0–15.1)
Isolate spike (N¼8008) 0.7 (0.5–0.9) 2.4 (2.1–2.7) 8.3 (7.8–9.0) 2.0 (1.7–2.3) 12.2 (11.5–12.9)

Abbreviations: BP, blood pressure; CI, confidence interval.
Non-overlapping of CIs indicates the proportions (percentages) are significantly different from each other.
aClinics at which hypertension is likely to be treated.
bAny subspecialty clinic: hypertension, renal, cardiology or endocrinology.
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the isolated spike subgroup (Table 5; Po0.05 for
between-group differences). The proportion on each
medication class was significantly lower for the
isolated spike group than the persistent or recurrent
group, except for ACEI/ARB use which was similar
to the recurrent group (Table 5). Despite a trend
towards higher use of each medication class among
the persistent group compared to the recurrent, the
differences were not significant.

Across all BP groups, those with controlled BP at
study end (o140/90 mm Hg) were on more medica-
tions than those with uncontrolled BP (although this
difference was not significant for the severe hyper-
tension group; Figure 1). Within severe hyperten-
sion subgroups, the mean number of medications at
study end was only significantly different between
controlled and uncontrolled subjects for the isolated
spike group (Figure 1).

Use of three or more medications including a
diuretic at the last visit increased by increasing
preceding highest BP category (although the differ-
ence between the controlled and mild groups was
not significant) (see Table 5 and Figure 2). Among
the severe hypertension subgroups, those with
persistent or recurrent elevations were more likely
to be on adequate multi-drug therapy compared to
the isolated spike group (Table 5). Similar to the
medication class analysis, the proportions on ade-
quate therapy in the persistent and recurrent groups
were not significantly different (Table 5).

When examining adequacy of therapy and final
BP control, subjects with uncontrolled BP at the last
visit were less likely to be on adequate multi-drug
therapy than those with controlled BP within any
given BP group or severe hypertension subgroup
(Figure 2), although differences were not significant
for the severe hypertension group (45.4 vs 43.7%,
NS; Figure 2). In subgroups, differences were only
significant among the isolated spike subgroup
(Figure 2).

Discussion

This is the largest study to date examining the
epidemiology and management of patients with
severe hypertension. This is also the first to
characterize the pattern of severe hypertension, to
examine management of such patients and to
compare among hypertension categories. We found
that severe hypertension is relatively common, with
almost one quarter of subjects having at least one
visit with severe hypertension. Further, in many
cases this represented more than a single isolated
spike, with over 40% having persistent or recurrent
severe elevations.

Factors associated with severe hypertension were
similar to those found in previous studies of poor BP
control. Subjects with severe hypertension were
older, more likely to be black, women, and had more
medical comorbidities than subjects with lower BPs.T
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Similarly, among those with severe hypertension,
those with recurrent or persistent elevations were
older and women. The recurrent group had more
medical comorbidities than those with persistent
elevations or the isolated severe group. Analyses of

National Health and Nutrition Examination Survey
data likewise found age and being black were
associated with poorer control.22,23 An analysis of
data from the Antihypertensive and Lipid-Lowering
Treatment to Prevent Heart Attack Trial, additionally
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found being woman, having diabetes and an
elevated creatinine were associated with lack of
control at follow-up.24 We found similar associa-
tions in our previous examination of factors asso-
ciated with poor BP control in this sample.15

We also found that patients with severe hyperten-
sion are often not treated aggressively enough. The
median follow-up time after a visit with severe
hypertension was 42 days, which is much longer
than the guideline-recommended interval. Although
medications were more likely to be increased as the
severity of BP category increased, this still occurred
at less than 50% of visits with severe hypertension
and many subjects with severe hypertension
remained uncontrolled at the end of the study.
Although mean number of medications increased by
BP category, within any category, including the
severe hypertension group, subjects with uncon-
trolled BP at study end tended to be on fewer
medications than controlled subjects. Further, a
significant percentage of the severe hypertension
group were not on adequate therapy at study end
and continued to have poorly controlled BP. Among
the severe hypertension subgroups, those on more
medications tended to be better controlled at study
end. Subjects with persistent severe hypertension
were more likely to have their medications
increased but were slightly less likely to be
controlled compared to the recurrent group.

Existing data specifically examining severe hyper-
tension epidemiology and management are very
limited, being based on small populations and select
samples. The largest observational study examined
outcomes in 142 emergency room (ER) patients
presenting with BPs X220 mm Hg systolic or
X120 mm Hg diastolic.12 Among those treated as
urgencies and discharged from the ER, the mean
time to a follow-up appointment was 21 days. Thirty
percent of subjects returned to the ER with uncon-
trolled hypertension, 14% with hypertensive com-
plications, within an average of 33 days. Drug
management was also only examined in the acute
ER setting. Longer-term use of drugs, BPs and
clinical outcomes were not tracked. A cross-sec-
tional Spanish study assessing cardiovascular risk
and comorbidities in hypertension patients attend-
ing primary care practices found the following
prevalences of BP categories among 1413 subjects:
controlled 3%, mild 50%, moderate 39%, severe
8%.13 The mean age of their sample was similar to
ours at 65.3 (11.4) years. Among high-risk patients
(based on comorbidities and absolute BP levels)
there was no medication change in 30%. No
information is given about the severe hypertension
subjects as a distinct group. Only one study
specifically examined subjects with severe hyper-
tension.12 Lalljie and Lalljie12 studied manage-
ment and BP outcomes in 48 subjects with severe
hypertension of 252 (19%) patients presenting
to a Jamaican hypertension specialty practice.
Follow-up data were only reported on 31 of these

subjects, of whom more than 50% achieved BP
control during up to 2 years of follow-up with
most requiring at least four drugs. Unlike our
study, subjects were younger (62% were o65 of
age), more likely to be women, with lower
baseline comorbidity rates (31% had diabetes, 21%
had heart failure and 15% had coronary artery
disease).

This study has a few caveats. It was performed in
a sample of predominantly male veterans with
relatively high disease burden and good access to
medical care and medications. Therefore, findings
may not be generalizable to other settings. Our data
predate VA quality performance data that show
improvement in control rates over time, such that
the current prevalence of severe hypertension is
likely lower.25 However, given the prevalence of
hypertension in the VA population has increased
from 37% in 1999 to 55–60% in 2006 (based on
ICD-9 codes), in absolute numbers this still likely
represents many patients with severe hyperten-
sion.26 We lack data on some management
aspects of severe hypertension subjects that may be
of interest such as referrals to hypertension
specialists (although we do know that less than
1.0% of these patients were seen in a hypertension
clinic) or investigations to exclude secondary hyper-
tension.

We have also demonstrated that the method used
to define the BP group, for example, highest average
BP at any visit vs the first visit of the 18-month
study period produces dramatically different values
with respect to severe hypertension prevalence.
Further deviation from the true prevalence may
result because BPs were obtained from the vitals file,
with only one BP available for almost 90% of visits;
we may be missing BPs present in provider notes.
In addition, we cannot exclude white coat hyper-
tension because we do not have access to home
BP measures or 24 h ambulatory blood pressure
monitoring. However, in a previous study, we
found that provider notes contributed minimal
additional BP information beyond the vitals file,
including rare documentation of ambulatory or
home BPs.16

Our examination of hypertension management
was based on highest BP as opposed to the first
study BP because we wanted to determine provi-
ders’ responses to such high BPs. JNC 7, published
after our study, emphasizes that most patients will
require more than one antihypertensive drug to
achieve control.9 In our study using data through the
end of 2000, the majority of patients across all BP
groups were already on at least two medications,
with many also on a diuretic. Thus, we would not
expect substantially different findings with more
current data other than slightly lower rates of severe
hypertension as noted above. Our measure of
treatment adequacy does not account for medication
dosage and thus may be overestimating treatment
adequacy. It is possible that this may in part explain
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the lack of statistical difference between the propor-
tions controlled and uncontrolled in the severe
hypertension group at study end. However, this
still does not account for the fact that many subjects
in the severe hypertension group were not even
on adequate therapy based on number of
medications.

Although BP control, especially in severe hyper-
tension subjects, may be improved by treatment
intensification, specialist referral and investi-
gation for and management of secondary causes
of hypertension, we were unable to examine
reasons for lack of treatment intensification
and lacked data on referrals to hypertension
specialists (although we do know that less than
1.0% of these patients were seen in a hypertension
clinic) or on investigations to exclude secondary
hypertension. Other investigators have found clin-
ical uncertainty about true BP values to be a
prominent reason for lack of treatment intensifica-
tion.27 Whether this has a role in patients with such
high BPs is unclear.

In conclusion, among veterans with hyper-
tension, severe BP elevations are relatively
common with many patients having persistent or
recurrent elevations with inadequate follow-up
and intensification of therapy. This suggests that
clinical inertia is not just an issue among those with
mildly elevated BP. Given the increased cardio-
vascular risk associated with this degree of BP
elevation, there is a need for better understanding
of how these patients are being managed. In
addition, interventions are needed to overcome
clinical inertia and improve providers’ management
of hypertension, especially regarding severe hyper-
tension.
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ACKGROUND: Compared with those with health insurance, the uninsured receive less care for chronic
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ETHODS: We investigated the relations of health insurance status to the prevalence, treatment, and control
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ontrol of these risk factors was lower among the uninsured. Uninsured men and women were less likely
o be treated for hypertension with odds ratios for treatment of 0.19 (95% confidence interval [CI],
.07-0.56) for men and 0.31 (95% CI, 0.12-0.79) for women. Among men, the uninsured were less likely
o receive treatment or achieve control of elevated LDL cholesterol than the insured, with odds ratios of
.12 (95% CI, 0.04-0.38) for treatment and 0.17 (95% CI, 0.05-0.56) for control.
ONCLUSION: The treatment and control of hypertension and hypercholesterolemia are lower among
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he lack of health insurance is a large and growing problem
n the United States. In 2008, 15.4% of the US population
as uninsured, and the number of uninsured persons has

ncreased over the past 2 decades.1
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In the United States, adults without health insurance are
ess likely to receive screening for chronic medical condi-
ions, such as hypertension and hypercholesterolemia.2

onversely, approximately 1 in 7 adults with diabetes or
ypertension is without health insurance.3 Compared with
he insured near-elderly, the uninsured near-elderly have a
igher mortality rate, which is mostly confined to those with
iabetes, hypertension, and coronary heart disease.4

Of studies that have looked at the treatment and control of
ardiovascular disease risk factors by health insurance status, the
ajority have relied on self-reported diagnoses,5 only evaluated
edication use without addressing the effectiveness of treat-
ent,6,7 or focused on hypertension alone.7,8 The current investi-
ation examined the prevalence, treatment, and control of hyper-
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ension and elevated low-density lipoprotein (LDL) cholesterol in
ramingham Heart Study (FHS) participants according to health

nsurance status. The majority of the FHS participants reside in
assachusetts, which has a highly insured population compared
ith the US average and has legislated mandatory health insur-

nce effective July 2007.9 The aver-
ge percentage of the population that
as uninsured from 2004 to 2006
as 10.3% for Massachusetts com-
ared with 15.3% nationally.10 Dem-
nstrating differences in the treat-
ent of cardiovascular disease risk

actors in insured versus uninsured in-
ividuals in an area with high health
nsurance rates would underscore the
ublic health implications of ex-
anded insurance coverage.

ATERIALS AND METHODS

tudy Population
he FHS is an observational study

hat began in 1948 when an original
tudy cohort was enrolled. The chil-
ren and spouses of children of the
riginal cohort were enrolled in the
ffspring cohort, beginning in
971.11 The Third Generation co-
ort, composed of children of Offspring cohort participants, was
nrolled starting in 2002.12 Data from the 3539 participants in the
ffspring cohort’s seventh examination cycle (1998-2001) and
095 participants in the first examination cycle for the Third
eneration cohort (2002-2005) form the basis of this investiga-

ion. Participants who were aged 65 years or more and therefore
ligible for Medicare (n�1238) or had missing data on cardio-
ascular disease risk factors (n�245) were excluded. An addi-
ional 53 participants with missing data on insurance status were
xcluded, resulting in a final sample size of 6098 participants.

xposure Variable
nsurance status was sought as part of the sociodemographic
uestionnaire that participants completed during the clinic
isit. Offspring cohort participants were asked, “Do you have
ealth insurance?” Third Generation participants were asked
bout various types of insurance, including Medicare, Medic-
id, Veterans Administration or military insurance, private or
ealth maintenance organization insurance, or no insurance.
articipants were classified as having no insurance if they did
ot respond affirmatively to any of the insurance categories but
id answer at least 1 item of the insurance question.

easurements and Definitions of Outcome
ariables
he main outcome measures were blood pressure and LDL
holesterol. Blood pressure was determined by the average

CLINICAL SIGNIF

● The prevalence o
evated low-dens
terol is similar a
uninsured.

● The treatment an
sion and hyper
cantly lower for
men.

● Hypertension tre
lower in uninsure

● The lack of contr
factors may exp
increased morta
compared with t
f 2 measurements performed by the examining physician f
uring the clinic visit. Participants with systolic blood pres-
ure of 140 mm Hg or greater or diastolic blood pressure of
0 mm Hg or greater, or those taking medication for a
ypertension indication were defined as having hyperten-
ion. Medication use was by self-report. All participants had

fasting blood work performed at
the clinic visit. LDL cholesterol
was calculated using the Friede-
wald equation.13 A diagnosis of
elevated LDL cholesterol was de-
fined by National Cholesterol
Education Program Adult Treat-
ment Panel III guidelines and was
LDL cholesterol 160 mg/dL or
more for those with no or 1 car-
diovascular disease risk factor,
130 mg/dL or more for those with
2 or more risk factors, and 100
mg/dL or more for those with cor-
onary heart disease, diabetes or a
coronary heart disease risk equiv-
alent,14 or current use of a lipid-
lowering agent.

Participants were diagnosed
with coronary heart disease if they
had prevalent myocardial infarc-
tion, coronary insufficiency, or an-
gina as determined by physician

nvestigator review of FHS clinic visit and hospital records.
imilarly, participants were diagnosed as having cardiovas-
ular disease if they had a diagnosis of coronary heart
isease, stroke (ischemic stroke or intracerebral hemor-
hage), heart failure, or intermittent claudication as deter-
ined by physician review. For those without prevalent

ardiovascular disease, a Framingham risk score was calcu-
ated predicting the 10-year risk of coronary heart disease.15

he presence of metabolic syndrome was defined as 3 or
ore of the following: waist circumference of 102 cm or
ore for men or 88 cm or more for women, triglycerides of

50 mg/dL or more, high-density lipoprotein cholesterol
ess than 40 mg/dL for men or less than 50 mg/dL for
omen, fasting blood glucose of 100 mg/dL or more or use
f insulin or an oral hypoglycemic agent, and blood pressure
f 130/85 mm Hg or more or antihypertensive medication
se.16

Participants provided detailed information on medical
heckups, hospitalizations, emergency department visits,
moking, and alcohol use during the physician-administered
xamination. Heavy alcohol use was defined as 7 or more
rinks per week for women and 14 or more drinks per week
or men.17 The Center for Epidemiologic Studies Depres-
ion Scale score was used to determine depressive symp-
omatology with a score of 16 or greater indicating a high
egree of symptoms.18 Participants also answered question-
aires providing detailed health and sociodemographic in-
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ls (both carried over from previous examinations) and
ealth status.

reatment and Control of Outcome Variables
ypertension treatment was defined as currently taking an-

ihypertensive medication. Control of hypertension was de-
ned as blood pressure less than 140/90 mm Hg. Treatment
or elevated LDL cholesterol was defined as currently tak-
ng prescription lipid-lowering medication. Control of LDL
holesterol was defined by Adult Treatment Panel III guide-
ines and depended on the number of cardiovascular disease
isk factors each participant had at the time of the exami-
ation with levels being less than those described above.14

reatment for all conditions was defined by the proportion
f participants being treated for a condition among those
ith the condition. Similarly, control was defined as the
roportion of participants with adequate control of a given
isk factor among those defined as having that risk factor.

tatistical Analysis
ll analyses were gender-specific because of the presence
f spouse couples within the study sample that were un-
ikely to be independent with respect to insurance status. For
ll continuous variables, generalized linear models, adjusted
or age and cohort (Offspring vs Third Generation), were
sed to compare differences in mean risk factor levels
etween the insured and uninsured. For dichotomous vari-
bles, a logistic regression model, adjusting for age and
ohort (Offspring vs Third Generation), was constructed to
ompare the proportion of clinical and psychosocial factors

Table 1 Baseline Clinical Characteristics by Health Insurance S

Men

Insured
(N � 2697)

ge (y), mean � SD 45 � 11
ystolic blood pressure (mm Hg), mean � SD 122 � 14
iastolic blood pressure (mm Hg), mean � SD 78 � 9
asting blood glucose (mg/dL), mean � SD 101 � 20
otal cholesterol (mg/dL), mean � SD 194 � 36
DL-C (mg/dL), mean � SD 121 � 31
DL-C (mg/dL), mean � SD 46 � 13
riglyceride level (mg/dL), mean � SD 139 � 103
ramingham 10-y risk score,† mean � SD 8.2 � 7.0
MI (kg/m2), mean � SD 28.4 � 4.7
besity, n (%) 782 (29)
istory of coronary heart disease, n (%) 88 (3)
istory of cardiovascular disease, n (%) 115 (4)
etabolic syndrome, n (%) 920 (34)
urrent smoker, n (%) 443 (16)
eavy alcohol use,‡ n (%) 404 (15)

BMI, Body mass index; LDL-C, low-density lipoprotein cholesterol; HD
*P values are adjusted for age (years) and cohort (Offspring vs Third
†Excludes those with known coronary heart disease.

‡Heavy alcohol use defined as �14 drinks/week in men and �7 drinks/week
mong those with and without health insurance. Multino-
ial logistic regression was used for polytomous variables.
o assess the relations between health insurance status and
ardiovascular disease risk factor prevalence, treatment, and
ontrol, odds ratios and 95% confidence intervals were
alculated using generalized estimating equations and logis-
ic regression to adjust for age and relatedness between
tudy participants, because the FHS has a family-based
esign. All statistical analyses were performed using SAS,
. 8.2 (SAS Institute Inc, Cary, NC). A 2-sided P value of
ess than .05 was considered statistically significant.

ESULTS

aseline Clinical Characteristics
omen comprised 53.5% of the study sample. Five percent

f men and 3% of women were uninsured; 59% of the
ninsured were men. Mean systolic and diastolic blood
ressures for the insured and uninsured were 122/78 and
21/77 mm Hg for men and 116/73 and 118/73 mm Hg for
omen, respectively (Table 1). For men, total cholesterol

nd LDL cholesterol values were significantly higher
mong the uninsured at 200 and 126 mg/dL compared with
94 and 121 mg/dL for the insured, respectively (P � .01
nd P � .03). In women, no differences were seen in lipid
oncentrations according to health insurance status with
ean LDL cholesterol values of 110 and 114 mg/dL for

nsured and uninsured women, respectively. The prevalence
f preexisting coronary heart disease or cardiovascular dis-
ase, the average Framingham coronary heart disease risk

for Men and Women

Women

sured
136) P value*

Insured
(N � 3171)

Uninsured
(N � 94) P Value*

� 10 .01 45 � 11 46 � 11 .72
� 15 .77 116 � 16 118 � 18 .3
� 10 .22 73 � 9 73 � 10 .97
� 23 .26 94 � 20 97 � 24 .22
� 40 .01 193 � 36 195 � 40 .67
� 35 .03 110 � 32 114 � 35 .4
� 12 .35 61 � 16 59 � 18 .15
� 114 .51 106 � 67 117 � 68 .17
� 5.2 .73 3.5 � 4.1 4.3 � 4.6 .07
� 5.3 .98 26.5 � 6.1 28.0 � 7.0 .02
8) .83 721 (23) 32 (34) .01
) .52 31 (1) 1 (1) .98
) .54 59 (2) 1 (1) .49
8) .59 626 (20) 24 (26) .24
6) �.001 492 (16) 31 (33) �.001
1) .04 418 (13) 17 (18) .23

gh-density lipoprotein cholesterol; SD, standard deviation.
tion).
tatus

Unin
(N �

42
121
77

101
200
126
47

141
7.0

28.1
38 (2
4 (3
5 (4

38 (2
62 (4
28 (2

L-C, hi
Genera
in women.
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core, and the prevalence of the metabolic syndrome did not
ary by health insurance status for men or women. Unin-
ured women had a significantly higher mean BMI (28.0 vs
6.5; P � .02) and a higher prevalence of obesity (34% vs
3%; P � .01). In men, 46% of the uninsured smoked com-
ared with 16% of insured men (P � .001); corresponding
alues for women were 33% and 16% (P � .001). Unin-
ured men were more likely to have heavy alcohol use than
nsured men (21% vs 15%; P � .04).

aseline Psychosocial and Sociodemographic
haracteristics
comparison of categoric variables is presented in Table 2. There
as a significant difference between the uninsured and insured in

he percentage of persons defined as having a high level of de-
ressive symptoms on the Center for Epidemiologic Studies De-
ression Scale, which was 24% versus 8% (P� .001) for men and
0% versus 12% (P� .02) for women. The rates of hospitaliza-
ion were similar between uninsured and insured men; however,
ninsured men were more likely to have been seen in the emer-

Table 3 Cardiovascular Disease Risk Factor Prevalence,
Treatment, and Control by Health Insurance Status for Men

Insured,
n (%)

Uninsured,
n (%)

Odds Ratio*
(95% CI)

P
Value*

ypertension
Prevalence 758 (28) 25 (18) 0.72 (0.45-1.17) .19
Treatment 449 (59) 4 (16) 0.19 (0.07-0.56) .003
Control 332 (42) 2 (8) 0.17 (0.04-0.68) .01

levated Low-Density Lipoprotein Cholesterol
Prevalence 941 (35) 44 (32) 1.19 (0.79-1.80) .41
Treatment 383 (41) 3 (7) 0.12 (0.04-0.38) �.001
Control 287 (31) 3 (7) 0.17 (0.05-0.56) .004

CI, Confidence interval.
*Odds ratios and P values are adjusted for age (years) and related-

Table 2 Baseline Psychosocial and Socioeconomic Characterist

Men

Insured
(N � 2697)

Unin
(N �

ES-D score � 16, n (%) 216 (8) 32 (2
xcellent or very good self-reported
ealth status, n (%)

1725 (64) 74 (5

ealth care use, n (%)
mergency department visits 1288 (48) 82 (6
1 hospitalizations 1194 (44) 66 (4

heckup by doctor in the last 5 y 2369 (88) 79 (5
12 y of education, n (%) 1952 (72) 72 (5

amily income � $75,000, n (%) 921 (34) 16 (1

CES-D, Center for Epidemiologic Studies Depression Scale.
*P values are adjusted for age (years) and cohort (Offspring vs Third
ness between family members.
ency department. Among women, the uninsured were less likely
o have been hospitalized for any reason, including childbirth,
3% versus 58% (P� .006). The rates of routine physical exam-
nations within the last 5 years were significantly lower among
ninsured participants compared with insured participants in men
58% vs 88%; P� .001) and in women (76% vs 94%; P� .001).
nly 53% of uninsured men obtained post high school education

ompared with 72% of insured men (P� .001). There were no
ignificant differences in the percentage of women with post-high
chool education by health insurance status. The uninsured were
ore likely to have lower self-reported health status and had lower

ates of family income $75,000 or greater than the insured.

revalence, Treatment, and Control of
ardiovascular Disease Risk Factors
ables 3 (men) and 4 (women) report the gender-specific
revalence, treatment, and control of cardiovascular disease
isk factors, adjusted for age and cohort. The mean systolic
nd diastolic blood pressures for men with a diagnosis of
ypertension were 134/84�16/10 mm Hg and 141/89�

Table 4 Cardiovascular Disease Risk Factor Prevalence,
Treatment, and Control by Health Insurance Status for Women

Insured,
n (%)

Uninsured,
n (%)

Odds Ratio*
(95% CI)

P
Value*

ypertension
Prevalence 580 (18) 21 (22) 1.19 (0.66-2.15) .56
Treatment 397 (68) 8 (38) 0.31 (0.12-0.79) .01
Control 287 (49) 7 (33) 0.57 (0.22-1.44) .23

levated Low-Density Lipoprotein Cholesterol
Prevalence 572 (18) 25 (27) 1.63 (0.99-2.67) .05
Treatment 207 (36) 6 (24) 0.55 (0.22-1.40) .21
Control 168 (29) 4 (16) 0.47 (0.16-1.36) .16

CI, Confidence interval.
*Odds ratios and P values are adjusted for age (years) and related-

Health Insurance Status for Men and Women

Women

P Value*
Insured
(N � 3171)

Uninsured
(N � 94) P Value*

�.001 383 (12) 19 (20) .02
.004 2129 (67) 44 (47) �.001

.05 1332 (42) 44 (47) .19

.74 1829 (58) 40 (43) .006
�.001 2976 (94) 71 (76) �.001
�.001 2336 (74) 58 (62) .32
�.001 985 (31) 3 (3) �.001

tion).
ics by

sured
136)

4)
4)

0)
9)
8)
3)
2)
ness between family members.
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4/8 mm Hg for those with and without insurance, respec-
ively. The corresponding values for women with hyperten-
ion were 136/81 � 18/10 mm Hg and 137/83 � 22/11 mm
g. Although the prevalence of hypertension was similar in
ninsured versus insured men and women, the proportion of
hose treated for hypertension was lower for those without
ealth insurance. The odds ratios for hypertension treatment
ere 0.19 in men (uninsured vs insured; P � .003) and 0.31

n women (P � .01). The proportion of those with controlled
ypertension also was significantly lower in uninsured men
t 8% compared with 42% in insured men (odds ratio of
ontrol of 0.17; P � .01).

Mean LDL cholesterol values among men with a diag-
osis of elevated LDL cholesterol were 137 � 37 mg/dL and
54 � 35 mg/dL for the insured and uninsured, respectively.
orresponding values in women were 142 � 39 mg/dL and
49 � 38 mg/dL. The pattern for high LDL cholesterol
mong men was similar to that of hypertension. The pro-
ortion of those treated for high LDL cholesterol was 41%
n insured men but only 7% in uninsured men (odds ratio of
reatment 0.12; P � .001). Control of LDL cholesterol was
chieved in only 7% of uninsured men with elevated LDL
holesterol versus 31% in insured men (odds ratio of control
.17; P � .004). The percentage of women with elevated
DL cholesterol was marginally higher in the uninsured

han the insured, but no differences in treatment or control
ere observed.

ISCUSSION
he proportions of those with treated and controlled major
ardiovascular disease risk factors were considerably lower
n uninsured compared with insured individuals. This was
ost notable for treatment and control of hypertension and

levated LDL cholesterol in men and for hypertension treat-
ent in women. Whereas the lower rate of hypertension

ontrol in the uninsured has been demonstrated,5 the finding
hat the proportion of controlled hypercholesterolemia also
s significantly lower in uninsured men than insured men is
ew.

Our investigation demonstrated lower proportions of
reatment and control of blood pressure among uninsured
ypertensive individuals. The only randomized insurance
tudy in the United States, the RAND Health Insurance
xperiment, demonstrated that hypertensive individuals random-

zed to free health care had better blood pressure control
han those who were randomized to insurance plans that
equired cost sharing.19 Although the RAND study did not
andomize people to uninsured versus insured health insur-
nce status, and instead compared plans with a range in the
mount of cost sharing for participants, their findings were
onsistent with the current results. In 2 quasi-experimental
tudies of insurance status investigating instances when
edi-Cal and Veterans Administration health insurance

enefits were terminated, it was found that hypertensive
atients whose benefits were cut experienced subsequent

ncreases in blood pressure compared with those whose m
overage was maintained.20,21 Taken as a whole, these prior
tudies and our findings suggest that the lack of health
nsurance does have direct adverse effects on blood pressure
or those with hypertension.

The prevalence of elevated LDL cholesterol did not
iffer between uninsured and insured men and was margin-
lly higher in uninsured versus insured women in this study.
ninsured men were significantly less likely to have their
DL cholesterol levels treated or controlled than insured
en. To assess hypercholesterolemia, we focused our in-

estigation on LDL cholesterol because it is the focus of
lear diagnostic and treatment guidelines.14 Of the previous
tudies that have examined prevalence of hypercholesterol-
mia by insurance status, all have used total serum choles-
erol and not LDL cholesterol as in this evaluation.5,6,22 The
ifference in methodology may partially explain the new
ndings in this investigation. Our study also used contem-
orary data, from a time period when lipid-lowering treat-
ent recommendations were more aggressive than in pre-

ious years.

epressive Symptoms and Sociodemographic
actors

notable finding was that the uninsured had significantly
igher levels of depressive symptoms than the insured. It
as been shown that the depressed uninsured are less likely
o receive treatment than the depressed insured23 and that
epression is more severe in the uninsured than the in-
ured.24 Differences in psychosocial factors such as depres-
ion may not reflect an association with lack of insurance,
ut rather may reflect other common factors such as differ-
nces in education and socioeconomic status. However, the
ignificance of depression and other psychiatric illnesses as
omorbidities in the uninsured deserves further investiga-
ion. Consistent with previous work, our study demonstrated
hat the uninsured have lower rates of routine medical
heckups, lower income and self-reported health status, and
igher rates of smoking.2,4,5

otential Mechanisms for These Findings
here are many possible mechanisms for why those without
ealth insurance would have lower proportions of treated
nd controlled hypertension and hyperlipidemia. Although
he prevalence of hypertension was similar between those
ith and without insurance, this does not mean that the rates
f diagnosis also were similar between groups. Given that
hose without health insurance are less likely to have routine
edical examinations than the insured, hypertension and

yperlipidemia are likely underdiagnosed among the unin-
ured. Indeed, the uninsured are less likely to be aware of
ersonal diagnoses of hypertension or hyperlipidemia than
he insured.5 Even if the uninsured were diagnosed with
hese conditions, treatment is dependent on access to con-
inued medical care and control of risk factors is dependent
n obtaining treatment. Thus, decreased rates of routine

edical examinations among the uninsured could have det-
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imental effects on rates of diagnosis, treatment, and control
f cardiovascular disease risk factors. In addition, hyperten-
ion and hypercholesterolemia are asymptomatic condi-
ions, and the uninsured may be less inclined to seek screen-
ng or care for these conditions. The costs of physician
isits, blood chemistry tests, and prescription medication
ikely explain much of the observed lower proportions of
reated and controlled cardiovascular disease risk factors
mong the uninsured compared with the insured. However,
any other measured and unmeasured factors, such as lack

f adherence to medical regimens because of depressive
ymptoms, poor understanding of health conditions because
f lack of a regular health care provider, and cultural atti-
udes pertaining to the health care system, affect the inter-
lay between health insurance and cardiovascular disease
isk factor treatment and control. These complex interac-
ions are beyond the scope of the present investigation but
erit further elucidation.
Our study has a number of strengths. Data from the FHS

re rigorously collected, 99% of participants had fasting
lood glucose chemistry tests, and physician investigators
eview all cardiovascular disease end points. Notably, this
tudy used physician-measured blood pressure and obtained
asting laboratory values to define the main risk factors and
heir treatment and did not rely on self-reported diagnoses
s in a preceding study.5

Because of the cross-sectional nature of this investiga-
ion, we were unable to demonstrate that the lack of health
nsurance has a causal relation to uncontrolled risk factors
r increased cardiovascular disease risk. Other limitations of
his study include low numbers of uninsured participants,
hich limited our power to demonstrate differences in some
utcomes by health insurance status. The participants in the
HS are almost entirely white and reside mainly in Massa-
husetts. Although the lack of geographic and racial diver-
ity of the study participants does limit the ability to gen-
ralize the results of the current investigation, it also
liminates race as a confounder. Also, FHS participants
ndergo periodic examinations that can result in referrals
ack to their personal physician. Thus, FHS participants
ay have more contact with the health care system, greater

ealth literacy, and increased awareness of personal diag-
oses of conditions, such as hypertension and hyperlipid-
mia, than the general population. Unfortunately, we were
ot able to assess whether participants were underinsured.
ncluding the underinsured, such as those with catastrophic
nsurance coverage only, among those with health insurance
n this study might alter the observed association between
ealth insurance status and rates of treatment and control of
ypertension and hyperlipidemia.

ONCLUSIONS
ur investigation emphasizes the relations between insur-

nce status and cardiovascular disease risk factor preva-
ence, treatment, and control. Although we studied a highly

nsured population—less than 5% of FHS participants were
ninsured compared with more than 15% in the general
opulation1—multiple noteworthy differences were identi-
ed. More research is needed to determine whether the
ssociations we observed are replicated in different samples
ith a greater proportion of uninsured participants. Im-
roved management of these common and modifiable risk
actors may be one way to reduce disparities in health care
or the uninsured.
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Comparing a Self-Administered Measure of Empathy
with Observed Behavior Among Medical Students
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PURPOSE: Studies show that measures of physician
and medical students’ empathy decline with clinical
training. Presently, there are limited data relating self-
reported measures to observed behavior. This study
explores a self-reported measure and observed empathy
in medical students.

METHOD: Students in the Class of 2009, at a university-
based medical school, were surveyed at the end of their
2nd and 3rd year. Students completed the Jefferson
Scale of Physician Empathy-Student Version (JSPE-S), a
self-administered scale, and were evaluated for demon-
strated empathic behavior during Objective Structured
Clinical Examinations (OSCEs).

RESULTS: 97.6% and 98.1% of eligible students par-
ticipated in their 2nd and 3rd year, respectively. The
overall correlation between the JSPE-S and OSCE
empathy scores was 0.22, p<0.0001. Students had
higher self-reported JSPE-S scores in their 2nd year
compared to their 3rd year (118.63 vs. 116.08, p<
0.0001), but had lower observed empathy scores (3.96
vs. 4.15, p<0.0001).

CONCLUSIONS: Empathy measured by a self-adminis-
tered scale decreased, whereas observed empathy in-
creased among medical students with more medical
training.
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E mpathy in the physician-patient relationship is the
physician’s ability to recognize a patient’s perspectives

and experiences, and convey such an understanding back to
the patient.1,2 This understanding allows patients to feel
respected and validated,3 promotes patient and physician

satisfaction, and may improve patient outcomes.1,4–7 Empathy
is one of the Association of American Medical Colleges' (AAMC)
goals for the development and education of altruistic and
compassionate physicians.8Studies of medical students and
residents suggest that empathy decreases with increased
medical training.9–11 These studies used self-administered
measures of empathy with an uncertain correlation with
actual empathic behavior. One study by Hojat et al. showed a
modest positive correlation between their self-administered
measure of empathy at the beginning of the 3rd year of medical
school and program directors’ assessment of these students’
empathy during the end of internship 3 years later.12 While it
is known that physician self-assessment does not compare
favorably to observed measures of competence,13 psychomet-
rically sound scales are thought to do better if they are
validated against observable behaviors.

This study explores the relationship between a self-admin-
istered measure of empathy, the Jefferson Scale of Physician
Empathy-Student Version (JSPE-S), and observed empathy, as
evaluated by standardized patients during end of year Objec-
tive Structured Clinical Examinations (OSCEs).

METHODS

Study Participants

All students in the Class of 2009 at Boston University School of
Medicine (BUSM) were eligible to participate. The BUSM
curriculum is a traditional 4-year medical school with 2 years
of preclinical study, with limited patient contact in the form of
weekly physician shadowing for 10 weeks and a weekly patient
interviewing and examination course for 6 weeks, followed by 2
years of clinical clerkships and electives.

Study Design

Class of 2009 students in their 2nd and 3rd year of medical
school were asked to participate in a voluntary online survey
measuring “student attitudes toward medicine” during March-
April 2007 and March-April 2008. The survey was adminis-
tered during their end of year Objective Structured Clinical
Examinations (OSCEs).

The Jefferson Scale of Physician Empathy-Student Version
(JSPE-S), is a self-administered 20-item instrument measur-
ing components of empathy among health professionals in
patient-care situations.2 Respondents indicate their level of
agreement on a seven-point Likert scale. Scores range from 20
to 140, with higher values indicating a higher degree of empathy.
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Participants also specified their gender, age, anticipated financial
debt and likelihood of choosing various specialties.

Career specialty intentions were categorized into two
groups, “People-oriented” specialties and “Technology-orient-
ed” specialties.11 Categorizations were based on categories
determined in prior studies.2,11

Toward the end of the 2nd and 3rd year of medical school,
students are required to take an Objective Structured Clinical
Examinations (OSCEs) where they are assessed on clinical
skills, including their doctor-patient interactions, by standard-
ized patients. Second-year students complete three cases—two
history taking and physical exam cases and one substance
abuse case—while 3rd-year students complete six cases—
specialty-oriented cases in Medicine, Pediatrics, Family Medi-
cine, Psychiatry, Ob/Gyn, and Surgery (see online Appendix A
for descriptions of student cases). Each student is rated on a
five-point Likert scale for empathy for each case (see online
Appendix B for descriptions of OSCE empathy question). All
standardized patients were trained at the University of Mas-
sachusetts Medical School and were familiar with the exami-
nation material and empathy question, and many had several
years experience in evaluating Boston University School of
Medicine students.

Descriptive statistics and analyses of variance (ANOVA) were
used to compare the JSPE-S scores among the different
classes and categorized groups, while controlling for the effects
of gender, age, anticipated financial indebtedness, and career
preference. Post-hoc ANOVA pairwise comparisons were made
using Tukey’s HSD test. Correlations were made between
JSPE-S and observed empathy scores. All computations were
done with SAS statistical software version 9.1. This study was
approved by the Boston University Medical Center Institutional
Review Board.

RESULTS

The Class of 2009 had 167 students eligible in the 2nd year
and 162 students eligible in the 3rd year to participate in the
study; 97.6% and 98.1% of eligible students participated in
their 2nd and 3rd years, respectively (Table 1).

The primary multivariate analysis of variance considered
and adjusted for five factors: class, gender, anticipated finan-
cial debt, career preference, and age. The overall correlation
between JSPE-S and OSCE observed empathy scores was 0.22
(p<0.0001).

Second-year students had higher JSPE-S scores compared
to 3rd-year students (118.63 vs. 116.08, p<0.0001), but the
average observed empathy score for 2nd-year students was
lower than the observed empathy score for 3rd-year students
(3.96 vs 4.15, p<0.0001) (Table 2).

DISCUSSION

Self-administered tools are the most common method used to
assess various educational interventions aimed at improving
student empathy.14–20 Nevertheless, the validity of such self-
assessments is unknown.13 Our study found a trend towards a
decline in measured empathy with increased clinical training
with a self-administered instrument, but an improvement in
observed empathy among these more clinically experienced
students. Our finding of empathy decline by the JSPE-S is
similar to prior studies using this instrument to assess change
from the pre-clinical and clinical years.10,11 So why the
discrepancy with simulated patient ratings?

We can suggest several explanations. The differences noted
between the 2nd- and 3rd-year medical school classes on their
self-assessment of empathy could be attributed to different
training experiences and how these experiences shape student
perception of illness, compassion, and empathy. The JSPE-S is
designed to assess the empathy of health-care providers in
patient-provider situations. In the first 2 years of medical
school, students interact with patients mostly when shadow-
ing practicing physicians and participating in clinical skills
training courses. Third-year students continually interact with
patients and may often share the experiences of patients and
families coping with serious and sometimes fatal illness.
Therefore, it is possible that with their limited clinical exposure
2nd-year students interpret the subjective anchors of JSPE-S
questions differently from 3rd-year students who have a
broader and more intense clinical experience. The student, in
effect, has recalibrated his emotional understanding of illness
through clinical experience and hence altered his score on
paper without having impacted his nature.

An alternative explanation could be that student accultur-
ation to critical illness and a true emotional recalibration
within the student. Such a change could be protective in the
professional development of a physician. Medical illness and
patient suffering are real, intense, and frequently sad. It may
be necessary for physicians to undergo a professional accul-
turation that is being captured by the self-assessment tool and

Table 1. Demographics and Characteristics of the Students in the Medical School Class of 2009

Second year Third year

Number of students eligible to participate 167 162
Number of completed surveys 163 159
Percentage of surveyed students who were female 54.0% (N=88) 56.6% (N=90)
Percentage of surveyed students preferring “people-oriented” specialties 51.0% (N=78) 58.3% (N=88)
Percentage of eligible students surveyed 97.6% 98.1%

Table 2. Results by OSCEa

Second-year
assessment
(N=163)

Third-year
assessment
(N=159)

P-value

JSPE-S averageb 118.63 116.08 <0.0001
OSCE empathy
average per caseb

3.96 4.15 <0.0001

aAdjusted for gender, age, anticipated financial indebtedness, and career
preference
bPossible JSPE-S scores range from 20 to 140
cPossible OSCE scores range from 1 to 5
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that, to date, has been interpreted as a measured decline in
empathy associated with early clinical training. Students in
this case do become emotionally hardened and feel less
empathy. The working hypothesis has been that clinical
training lacks an element of humanity and that a “hidden
curriculum” exposed by jaded, experienced practitioners
undermines the idealism, humanism, and empathy young
clinicians bring with them to clinical medicine.11,14 This last
argument has been the motivation for curricular innovations
designed to enhance and support the maintenance of empathy.
It would be difficult to discern the difference between these two
hypotheses, but each would predict potentially lower scores on
self-reported empathy as one traverses the early stages of
clinical training.

So why did we observe more empathic behavior in more
advanced students? The rating of empathy during an OSCE
broadly includes verbal and non-verbal communication, as
well as physical behavior, but cannot assess the internal
emotion or motivation of the student. Third-year students
had more opportunities to practice, observe, and get feedback
on their empathic behaviors, independent of their internal
emotional connection. From the perspective of clinical profi-
ciency, one would anticipate that more experienced students
would better demonstrate clinical behaviors, including em-
pathic behaviors.

Thus, the apparent independence of the self-assessment
measure and observer ratings suggests that the use of the
JSPE as self-assessment tool may not sufficiently predict
empathic behavior. Further confirmation of our findings is
needed as this has implications for curriculum evaluation
since a self-administered tool is easier and cheaper to use.
These findings raise more challenging questions for educators:
What are the important aspects of physician empathy to
measure? Is assessment of empathic behavior adequate even
if internal emotions are discrepant? Is the correct attitude
acceptable if we cannot relate it to competent behavior?

There are several limitations of our study. The small number
of OSCE cases, especially in the 2nd year, raises issues of
score reliability and, though OSCE score differences were
present, it is unclear how clinically significant a 0.2 point
difference is at the physician-patient level. Since we had only a
single empathy question for each case, we are unable to
determine which observable behaviors were driving the rating.
Our study is limited to one medical school, but we feel that our
results are applicable to all schools with a similar traditional
structure. Future studies should examine the subtleties of the
physician-patient interaction by discriminating those elements
that comprise empathic behavior, such as tone of voice,
empathic language, and non-verbal communication.

The patients’ need for an empathic physician will always be
essential. Efforts to improve the empathic behaviors of trainees
are important. More work is required so that curricular enhance-
ments designed achieve these goals can be properly evaluated.
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Abstract

Background: Research on barriers to professional advancement for women in academic medicine has not ade-
quately considered the role of environmental factors and how the structure of organizations affects professional
advancement and work experiences. This article examines the impact of the hierarchy, including both the
organization’s hierarchical structure and professionals’ perceptions of this structure, in medical school organi-
zation on faculty members’ experience and advancement in academic medicine.
Methods: As part of an inductive qualitative study of faculty in five disparate U.S. medical schools, we inter-
viewed 96 medical faculty at different career stages and in diverse specialties, using in-depth semistructured
interviews, about their perceptions about and experiences in academic medicine. Data were coded and analysis
was conducted in the grounded theory tradition.
Results: Our respondents saw the hierarchy of chairs, based on the indeterminate tenure of department chairs, as
a central characteristic of the structure of academic medicine. Many faculty saw this hierarchy as affecting
inclusion, reducing transparency in decision making, and impeding advancement. Indeterminate chair terms
lessen turnover and may create a bottleneck for advancement. Both men and women faculty perceived this
hierarchy, but women saw it as more consequential.
Conclusions: The hierarchical structure of academic medicine has a significant impact on faculty work experi-
ences, including advancement, especially for women. We suggest that medical schools consider alternative
models of leadership and managerial styles, including fixed terms for chairs with a greater emphasis on in-
clusion. This is a structural reform that could increase opportunities for advancement especially for women in
academic medicine.

Introduction

The advancement of women in academic medicine has
lagged relative to their increased presence in medicine.

The percentage of women in medical school has increased
steadily over the past 30 years,1 with the result that women
constitute approximately half of medical school graduates,2

yet the gender distribution of faculty in leadership positions in
academic medicine remains primarily unchanged. For ex-
ample, in terms of academic rank distribution by gender,
among clinical scientists, 29% of male faculty compared with
14% of female faculty achieve full professorship positions3

(only 17% of full professorships are held by women).4 Women
are somewhat more represented at associate professor (15%
men vs. 6% women) and assistant professor levels (24% men
vs. 17% women).5 This was virtually unchanged from 2003 to
2008. In 2007, the average department chair’s per medical
schools were 21 male to 3 female chairs, a 7-fold difference.6

As of 2008, 14 women were deans or interim deans (11%) of
the current 129 medical schools7; interim deans are not
guaranteed to assume deanship.

In addition to inequalities in rank and leadership, women
are also paid less than men at the same rank8–10 and move
through the ranks of leadership more slowly when they do
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advance.9,11–13 According to a recent study, women earned
11% less than men, after adjusting for rank, track, degree,
specialty, years in rank, and administrative positions.14 Sev-
eral studies have shown that some women in academic
medicine also report experiencing gender-based discrimina-
tion.14–16 Gender-based inequalities in pay and difficulties in
professional advancement are found in other professions as
well.17,18

Sociologists have made major progress establishing that
race and gender matter at work; however, there has been less
success in explaining why workers’ sex and race affect their
employment outcomes.19 Much research on women’s ad-
vancement (or lack of it) in professions has focused on cultural
and gendered values. Other studies have examined how the
structure of the organization relates to professional advance-
ment and work experiences. One area of organizational in-
terest is the impact of hierarchy on advancement. Kanter, in
‘‘The Impact of Hierarchical Structures on the Work Behavior
of Women and Men,’’ emphasized the importance of under-
standing how structures of power and hierarchical arrange-
ments relate to inequity in the workplace.20 Kanter’s study
shifts perceived differences in men’s and women’s work
orientations from individual-level factors connected with the
culture and socialization of women (family and work roles) to
the role of organizational structures (e.g., organization hier-
archy) in shaping apparent sex differences in the workplace
(e.g., low aspirations as a result of opportunity structure).

Sex composition is one aspect of social structure that
can affect social inequality.21–24 Kanter’s theory of tokenism
suggests that the relative number of women and underrep-
resented minorities (URMs) can affect employment out-
comes.21,22 The proportion of women in leadership positions
can have an effect on women’s hiring and promotion when
they are present in large enough numbers to form coalitions
and affect personnel decisions.25 Institutional practices, such
as leadership terms and policies for transparency in decision
making, can also affect social inequality in the workplace.
Policies that limit the effects of decision makers’ biases on
employment outcomes can limit discrimination based on
gender and race. The potential for bias is greatest when de-
cision makers have full discretion over their selections.19,26,27

Because institutional practices can have serious consequences
for hiring and promoting women and URMs, they necessitate
further study.

The importance of hierarchy and institutional practices in
understanding gender-based work inequalities in medicine is
underexplored,20 with a focus on coping strategies16 and the
impact of gender-based unconscious biases on women’s ad-
vancement into leadership positions.28 Few articles have
specifically examined how the hierarchy of medicine and
specific institutional practices impact women’s professional
advancement and work experiences.16,28

As part of a larger interview study on women and ad-
vancement in academic medicine, we have discovered several
cultural factors that appear to affect potentials for women
faculty advancement.29,30 This article aims to fill a gap in ex-
isting literature on barriers to advancement of women in ac-
ademic medicine by linking discussions of inequality to the
institutional structural barriers. Specifically, we explore the
perceived impact of one structural factor, hierarchy in medical
school organization, on women faculty’s experience and ad-
vancement in academic medicine.

Materials and Methods

The data were collected as part of a study on the ad-
vancement of women and URM faculty in academic medicine,
C-Change (The National Initiative on Gender, Culture and
Leadership in Medicine). Five medical schools were selected
representing diverse characteristics of U.S. medical schools.
The schools were drawn from different regions, including
two public and three private schools. The demographics of
women and URM faculty were nearly identical to national
statistics. The study was IRB approved.

Participant criteria

Stratified purposeful and chain referral strategies were
used to identify and select medical faculty from the five
C-Change medical schools according to school, gender,
race=ethnicity, department=discipline, and career stage. The
principal investigator (L.P.) obtained a confidential list of
faculty from each school and selected participants based on
these criteria to produce a stratified sample based on demo-
graphics, positions, and career stages. Participants included
medical and surgical subspecialist, generalist, and research
scientist faculty, with 84% having an M.D. terminal degree
and 16% a Ph.D. A total of 96 faculty were interviewed, di-
vided into four career stages: (1) early career (2–5 years as
faculty), (2) plateaued (those who had not advanced as ex-
pected in rank and responsibility and had been faculty
members for �10 years, (3) leadership (senior) faculty, in-
cluding deans, department chairs, and center directors, and
(4) left (former faculty who had left academic medicine). In-
terviewees were divided almost equally among the four
groups and the five schools, but we interviewed fewer par-
ticipants in the early career stage because we reached data
saturation in this category early in the study.

Sample selection

A total of 175 faculty were invited to participate, 8 refused
primarily because of time constraints, 54 never responded,
and 12 others responded but were unable to be scheduled.
Male plateau faculty were more difficult to identify than
similar stage female faculty. Women (55%) and URM faculty
were oversampled (17% African American, 4% Hispanic=
Latino, and 79% Caucasian=white), as were generalist physi-
cians (20%). Details on the breakdowns of gender, race, and
stage of sample are available elsewhere.29

Data collection and analysis

Four of the authors (P.C., P.C., L.P., S.K.) conducted in-
depth, open-ended interviews with the selected respondents.
All were experienced interviewers and used the same research
protocol when interviewing respondents; 15% of the inter-
views were conducted in person, the rest by telephone. In-
terviews, typically 1 hour in length, were audiorecorded and
transcribed verbatim. Interviewers used an interview guide
with 20 open-ended questions and dozens of probes to sup-
plement the major questions, including items related to choice
of medicine as a career, faculty aspirations, energizing aspects
of their careers, advancement and advancement barriers,
collaboration, leadership, power, values alignment, and
work-family integration. The interview guide included no
specific questions on hierarchy, but respondents discussed
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hierarchy-related issues when answering questions about
belonging, frustrations, decision making, power and leader-
ship, and aspirations. Hierarchy-related issues emerged as a
major concern through the coding process of the data.

The data were coded, and all names and identifying in-
formation were removed. Multiple coders compared, verified,
and refined coding categories. Data were analyzed by re-
peated readings of interview transcripts with an analytic
focus on understanding and interpreting meaning. Over 4000
pages of transcribed narrative were stored, coded, and sorted
using Atlas.ti software. Analysis involved data condensation
to identify patterns and themes emergent from the coded
data. The analysis was inductive and data driven, in line with
the grounded theory tradition.31,32 To verify data patterns and
conclusions, we continuously reviewed transcripts and dis-
cussed findings among co-authors to achieve consensus. In
this article, participants are identified by gender, degree, and
faculty category.

Results

The hierarchal organization of the medical school emerged
as an issue of concern in our interviews. Many of our re-
spondents view the medical school as a hierarchical institu-
tion that strongly impacts their experience in academic
medicine. Sometimes, the faculty members we interviewed
felt they were treated more like underling employees than
professionals or colleagues. Many thought they were in-
formed about decisions that affected their work lives rather
than being active participants in the decision-making process;
they did not believe they had adequate input in some deci-
sions that were directly consequential to their work. Re-
spondents often noted that the medical school was a very
bureaucratic organization and apparently becoming more so.
Sometimes, the hierarchy and organization seemed convo-
luted when faculty had to wend their way to get some in-
formation or a decision. These bureaucratic layers can lead to
frustration, resentment, or even apathy. As an early career
female Ph.D. faculty noted, ‘‘It’s such a heavily tiered ad-
ministrative monster, the medical school tiers.’’ A male former
academic physician described the hierarchy well:

Well, the leadership—it’s a very small academic department—
there’s a hierarchy of a chairman of the department, super-
vising division chiefs, and to become a division chief, seniority
is very important, but also the amount of grant money you
bring to the institution. It’s almost ironic because frequently I
see the people who are the best researchers are often named
division chiefs, and these are not always the people who
have the best managerial skills, but they have brought in the
most research dollars to the academic institution, and it’s
unfortunate that frequently they have to give up some of their
research in order to take on the administrative duties of divi-
sion chief.

Length of tenure of chairs

One issue that came up often was the power and extended
length of service of the chairs. To respondents, department
chairs seemed to be appointed for indefinite terms and serve
at the dean’s pleasure or until they chose to step down (or up).
As one male faculty noted:

You are chair for life. I mean, you don’t serve at the pleasure of
the clock; you serve at the pleasure of the dean. And if it

pleasures him for you to remain as chair for the remainder of
your mortal days, you will remain as chair for the remainder of
your mortal days. . . . I could resign. [male, Ph.D., leader]

The extended duration of chair appointments seems to be a
real issue in the accumulation of power and authority in the
hierarchy. One plauteaued female physician faculty noted
that her department had had only three chairs since it was
founded in the 1960s! Another pointed out that ‘‘removing a
chair is a rare thing.’’ [male, Ph.D., leader]

Styles of chairs

Numerous faculty said that virtually all important deci-
sions are made by the department chair. Faculty often feel
excluded at this level of decision making, even about deci-
sions that affect their work lives (e.g., when and where to
move offices, strictures related to changes in clinical respon-
sibilities). Although there does seem to be more participation
in decision making at the local or division level, the depart-
ment seems very hierarchical and even more so at the upper
administrative level. For example, a male physician stated,
‘‘. . . it’s very hierarchical [so] those at the lower levels have
minimum input I think by and large. Certainly not into major
strategic decisions at a departmental level. It’s all held at a
very high level. . . .’’ [male, physician, leader].

Chairs varied greatly in their style of inclusiveness. Some
chairs are rather authoritarian, even dictatorial, in their style of
running a department, allowing no opposing viewpoints. One
plateaued female physician said: ‘‘. . . we work in a department
where if my department chair got word of what I was saying to
you, it would threaten my position.’’ At least one person (male,
Ph.D. left) called this ‘‘a feudal system where the lords reign.’’
The chair seems to set the tone for leadership in the organiza-
tion, and his or her particular management style affects the
experience of being in the department. For example, one phy-
sician described how different managerial styles set the tone of
expected interactions and decision-making processes: ‘‘One is
I’m the boss, talk to me; the other is I’m the boss, don’t hesitate
to talk to somebody who’s keeping me from ever having to talk
to you’’ (male, M.D., leader). Some chairs do adopt a more
collegial, or at least inclusive, style of management. The ‘‘I’m
the boss, talk to me’’ does not necessarily mean that decisions
are made democratically (male, physician, leader) but sets
more of a collaborative tone that is appreciated by department
members. So participation often results from the individual
style of the chair.

There are consequences to the hierarchy. Some faculty
members thought that upper administration ‘‘doesn’t have a
clue’’ of what is happening in their division. As a female
physician noted:

I think the upper administration does not appear to be aware
of the problems we have, which I think is very strange because
I think at one point they had to be where we are now. . . . It’s
like parents don’t get teenagers anymore and they were once
teenagers [female, physician, early career]

How people move in and out of leadership positions (in-
cluding advancement and tenure) is often described as a
mystery, something ‘‘done behind closed doors’’ (male, Ph.D.,
left) or in a ‘‘black box’’ (male, physician, leader).

Some faculty see the pitfalls of the hierarchy and believe a
more collegial organization might be more productive. As one
woman (female, former faculty, Ph.D.) noted:
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So if [the organization] were actually function driven . . . or if
our purpose is to produce really excellent physicians and an
inspired group of people who want to do research and bio-
medicine, what kind of structure would that . . . it would look a
whole lot different . . . a whole lot less hierarchical, a whole lot
more collaborative and it would be a little more welcoming to
women and minorities.

In sum, hierarchy, length of chairship, styles of leadership,
and probably communication all affect leadership in medical
schools in complex but not incomprehensible ways.

Hierarchy and transparency

One of the major consequences of the hierarchal structure is
its impact on decision making. For numerous decisions, fac-
ulty experienced a lack of transparency. Inclusion varied by
the level of decision making. Overall, faculty feel more in-
volved in decisions on a local level (e.g., the clinic or the di-
vision) or in the decision-making process closer to their own
work. The amount of involvement in decision making was
almost a continuum, from medical school to department to
division to clinical or teaching situation, and as several re-
spondents noted (e.g., male, physician, plauteaued), inclusion
and usually transparency depended on what kinds of deci-
sions were being made. Numerous respondents recognized
that many institutional decisions were complex and difficult
to judge ‘‘because you’re not privy to the information’’ (male,
physician, left). Although the same individual noted, as he
moved up in the organization, that ‘‘it’s unbelievable what’s
available to me, which I was never privy to . . .’’ This is me-
diated in part, however, by the style of the chair, chief, or
director. If the chair is one who includes people’s views and
opinions in decisions, faculty are more likely to believe they
are part of the decision-making process. If the chair is au-
thoritarian or chooses only a small group to consult, others
will feel excluded. For example: ‘‘[Decisions are made] behind
the scenes. A few key people deciding how to make some-
thing happen . . .’’ (male, physician, leader) or ‘‘decisions were
made by a group of privileged individuals behind closed
doors’’ (female, physician, plauteaued). A well-placed male
physician in a leadership role commented how his chair set
the tone: ‘‘There’s not a lot of democratic decision making
going on in my department.’’ On the other hand, sometimes a
new chair can bring in a new style, as an early career female
Ph.D. noted about the consensus oriented style of the current
chair. Similarly, a former faculty male Ph.D. described how
transparency has gotten better with the current head. He
noted, ‘‘If the head happens to be a good communicator and if
the head chooses to seek input, you can feel a little like you’ve
got some say in the matter. Otherwise, it’s essentially deci-
sions are made behind closed doors and you’re informed.’’ A
plauteaued female physician pointed out how a change in
chair and style transformed a close-knit department to a place
where decisions are no longer shared and are made behind
closed doors. It felt to her like a ‘‘loss of family,’’ but as a
former faculty male Ph.D., commented, sometimes these de-
cisions turn out well and are actually benevolent. People still
didn’t see the process as adequately transparent, however.

Lack of inclusion and transparency occurred on higher
levels as well. For the most part, people did not feel much
involved about decisions on the university level. A female
faculty recalled:

It used to be that . . . decisions were not talked about openly
and that decisions were made by some group of privileged
individuals behind closed doors . . . and you always got the
feeling that you were getting [only] part of the story. [female,
physician, plauteaued]

Another male leader physician noted that the chancellor ran
an ‘‘efficient, crisp, and clean and military-like organization,
but the faculty felt excluded.’’ Another respondent observed,
‘‘In our faculty meetings, it’s not a discussion about (an is-
sue) . . . It’s usually a reporting out about decisions that have
already been made’’ (female, physician, plauteaued).

Sometimes respondents thought that a small group was
making the decisions. Despite feeling involved on the local
(division) level, more than one faculty expressed not feeling
involved in the department because it was ‘‘a very author-
itarianly run department’’ (female, physician, plauteaued).
Another woman mentioned that at the institutional level,
decisions often felt arbitrary, but she still felt part of the de-
cision making ‘‘at the level of the clinic, not at the level of
finances. . . .’’ (female, physician, early career). As an early
woman faculty member stated, ‘‘There are too many things
that are unspoken. There are too many things that are not
transparent.’’

It seems that people are most resentful when decisions are
made without them that affect their lifestyle (e.g., call sched-
ule, patient responsibilities) or immediate work environment.
This is likely significant because people believe it is important
to maintain some measure of autonomy and control in their
everyday work. As a female early career physician described,
‘‘I don’t have any authority about some other things, like,
right now we’re in a position where we need to hire.’’ This is
clearly a major issue for some people. One faculty noted that
all the medical director positions were eliminated without any
consultation, and this led to a problem about who would pick
up the medical directors’ salaries. She said, ‘‘I felt betrayed’’
(female, physician, plauteaued). Another faculty noted that
after a doctoral program was eliminated, the school just said,
‘‘Fine, we won’t replace you, we’ll just give those students to
[name]’’ (female, PhD, leadership). She felt they dumped the
students on her, knowing she was the kind of person who
would not let the students flounder.

As faculty move up the ranks in the hierarchy (and a few
do), there is some sense they are more involved in decision
making. As one woman pointed out, ‘‘In my administrative
position now, I feel that I am actually consulted more. . . .’’
(female, Ph.D., leader). A female administrator noted, ‘‘Be-
cause I’m department chairman, I’m part of the council of
clinical chiefs . . . so I feel that my voice is heard’’ (female,
physician, leader). A male faulty member reflected that as he
moved up the ranks, he felt more included, to the point where
he now felt the decision making was ‘‘collaborative and in-
clusive’’ (male, physician, leader).

Hierarchy and gender

Both men and women generally described hierarchy, es-
pecially the structure of chairs, as a strong feature of academic
medicine, but men seemed to be more tolerant of the structure
(e.g., ‘‘it’s just a different management style’’) and seemed less
bothered by it than women. Men typically described the hi-
erarchy in a very matter-of-fact fashion. For example, a male
faculty member described the structure of academic medicine
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and the lack of democratic decision making but did not sug-
gest it negatively impacts him:

It’s very hierarchical and those at the lower levels have mini-
mal input, I think, by and large. Certainly not into major
strategic decisions at a department level. It’s all held at a very
high level, really, and partially, that reflects the way the
chairman operates, and he doesn’t really broker a lot of dis-
cussion about decisions. There’s not a lot of democratic deci-
sion making going on in my department. [male, physician,
leader]

However, another male physician, despite his leadership
status, described feeling ‘‘excluded’’ yet noted some ironic
benefits of being able to work around this challenge: ‘‘The bad
news is that I feel excluded. The good news is he doesn’t speak
to me so he doesn’t tell me what to do. So I go about my
business in my area of responsibility for the most part’’ (male,
physician, leader).

When male faculty talked about hierarchy and top down
decisions, they talked more about poor communications with
underlings as a problem. As one man observed: ‘‘I think you
have a few people who are administrators . . . and I think one
of the most simple things they forget is just communication,
good communication with people who really do the work and
pay the bills. . . .’’ (male, physician, early career).

Women, on the other hand, perceived the hierarchical
structure to be more burdensome. Female faculty described
very specific and detailed accounts of how system-level hier-
archical processes (e.g., appointment processes) and gendered-
cultural values negatively impacted their career progress and
advancement. For example, one female faculty member com-
mented on how she believed a normal search process was al-
tered to specifically detour her from being appointed.

Historically, what happened at the institution is that there’s a
division that needs a director. If there are senior productive
people . . . it is suggested that they apply. . . . When it was time
for the director to step down they said . . . we’re not appointing
anybody, we’re going to conduct a national search, which of
course they had never done before . . . it had been unprece-
dented. . . . I think it was people being a bit uncomfortable with
me being appointed division director.

Several women presented stories about how they felt
marginalized and not taken seriously (with some exceptions,
of course). For example, female faculty reported feeling as
if they were treated like teenagers (female, physician, early
career) or singled out as ‘‘disruptive’’ to the department when
they spoke up (female, physician, left). Women, unlike men,
discussed whether or not their voice was heard within the
medical department. They state several reasons for this, in-
cluding feeling inexperienced, self-doubt about knowledge of
issues at hand, and perceived ramifications for speaking up.
One female medical scientist (female, Ph.D., early career)
spoke for a number when she said, ‘‘Many times I don’t know
how to make a contribution because I’m quite certain I don’t
know enough about the issue at hand.’’ Another woman
(female, physician, plauteaued) said, it was ‘‘too stressful and
risky for her to participate’’ in department decisions, so she
talked with the chair individually. This same woman believed
her job might be threatened if she spoke up:

The hardest thing . . . was to be in a department where you
couldn’t express yourself without getting—feeling that you
were jeopardizing your career, and so my personal values . . .

I was afraid earlier on that I would. . . . lose my . . . I would get
kicked out of the department. . . . [female, physician, plau-
teaued]

One woman summarized this well, explaining how women
have been socialized to think they need to be at a certain level
of experience or meet certain qualifications, whereas men do
not question their own level of knowledge or experience.
‘‘More likely [women] feel they need to be qualified to do
something, where, men, in many ways, don’t feel that
need. . . . they assume they are qualified’’ (female, physician,
plauteaued).

According to some female faculty, in order to be in a po-
sition of power and leadership in this authoritarian-style
structure, one must dehumanize (female, physician, left) and
‘‘out-macho the guys’’ (female, Ph.D., left). In response, at one
school, a group of women faculty met to give each other
support. ‘‘. . . there is even a secret group of women faculty
who met over a year or two to give support and to talk about
what was going on, and [a] lot of paranoia that if somebody
found out; namely, the chair . . . they’d be the next target. . . .’’
(female, physician, left).

Discussion

It seems clear that the hierarchy of chairs is a common and
well-established structure in medical schools, and it has a
significant impact on the faculty work experience and their
perception of transparency. Although our research is based
entirely on interviews, we heard nearly no comments negat-
ing our depiction of the hierarchy of chairs and what were
perceived as ‘‘chairs for life.’’ There are surely some excellent
department chairs who run departments with inclusive and
transparent decision making, but this seems largely based on
the chair’s personal orientation and leadership style. It is more
difficult to control for individual chair style variations than it
is to focus on a system that allows for little self-regulation.
There is greater opportunity for biases and, thus, discrimi-
nation to play a role in decision making when there is little
transparency.19,27

It is obvious that medical schools as bureaucratic organi-
zations need some kind of hierarchy to operate. In such large
organizations as academic medical centers, it is not surprising
that many faculty feel remote from the upper levels of ad-
ministration, but it is of much more concern that so many
faculty see difficulties with the department chairpersons’
managerial styles. The perceived problem with upper ad-
ministration is that it is ‘‘out of touch’’ with what goes on in
the academic trenches, making decisions without adequate
transparency, and supporting the power of chairs.

We found that both men and women recognized the hier-
archy, but it seemed to have a greater impact on women,
creating what may be a real barrier to women’s advancement
in academic medicine within the hierarchy. Bickel et al. stated
that ‘‘most women are accustomed to thinking of relation-
ships in terms of support affiliation, whereas men are accus-
tomed to competition and hierarchy.’’33 To the extent this is
true, this may provide insight into why men discuss the hi-
erarchy in a matter-of-fact tone and experience this as less of
an obstacle to advancement. Although we have no direct
evidence to connect the hierarchy to women’s advancement
(that would take a different kind of study), there is little
question that women faculty see the hierarchy of chairs with
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its open-ended term policy and the reliance on individual
chairs’ personal orientation for inclusion as both affecting
their work lives and their chances for advancement. It may
also be that women do not see others like themselves at the top
of the hierarchy, which may make it more threatening. Many
women see this as ‘‘where the lords reign.’’ Although it is not
clear how much of the problem with hierarchy is the structure
and how much is the incumbent, the indeterminate length of
chair appointments creates a calcified structure that is difficult
to change (or avoid). As W.I. Thomas’ famous sociological
dictum states, ‘‘Anything that is perceived as real is real in all
of its consequences.’’34 Here, the insight translates to if women
perceive the hierarchy of chairs as a barrier to advancement, it
becomes a barrier.

The hierarchy of chairs and the attendant perceived inde-
terminate term chair policy are not inevitable aspects of aca-
demic structure. Some medical schools have performance
reviews for chairs, but these do not necessarily affect the
length of time a chair serves. University Arts and Science
departments typically have a rotating chair, where the chair is
appointed or elected to a fixed term (often 3–5 years). In such a
system, a chair can be reappointed or reelected, and every few
years there is a review to see if this person should or desires to
continue as chair. Adopting such a system would go a long
way toward reduce the impact of the hierarchy of chairs and
make for a more collegial structure. It would also create more
openings where women, URM, and younger faculty could
advance in academic medicine. Such a policy change could
contribute to advancement for women (and by extension,
URM and younger faculty) in several ways: (1) women cur-
rently perceive hierarchy as a barrier, (2) there are aspects of
hierarchy that actually affect women (and men) in ways that
are detrimental to their advancement, and (3) the indetermi-
nate length of a chair’s tenure allows for less turnover of the
chair and, thus, fewer openings.

Most women faculty and many men faculty clearly would
prefer a less hierarchical and more collegially oriented orga-
nizational structure. The structured hierarchy affects both
inclusion and the perception of transparency in decision
making. This aligns with our findings that women seek more
collaborative work relationships in academic medicine.30 A
flatter, less hierarchical, and more collaborative structure is
preferred by most faculty members.

The structured hierarchy, limited inclusion, and lack of
decision-making transparency are not the only factors affect-
ing women’s advancement in academic medicine. A study by
Carr et al.16 further supports this by showing that female
faculty who have experienced gender discrimination in a
hierarchical structure report feeling a sense of helplessness
to affect change, suggesting that the structure of hierarchy
can affect psychosocial feelings and behaviors. Others have
found that the hierarchical structure also impeded effective
negotiations.35 A recent survey study in one medical school
shows that the top reasons women leave faculty positions
include chair=departmental leadership issues, professional
advancement, low salary, and personal reasons.13 The most
common reasons men leave include career and professional
advancement, low salary, and lack of faculty development=
mentoring. Although men and women share some similarities
in terms of professional advancement and salary, women in
particular express difficulties with chair=departmental issues,
which is also reflected in the findings from our study. The

current hierarchical structure developed when medicine was
populated overwhelmingly by men. The gender composition
of medicine and medical schools has changed enormously in
the past three decades, and it may be time to reconsider
whether some of this structure is optimally functional for the
current needs of academic medicine.

This study has limitations. Although we attempted to select
representative medical schools, the sample is from only five
schools. Moreover, although we endeavored to interview a
stratified but widely representative group of faculty, we only
interviewed 96 people out of the thousands of academic fac-
ulty in the five schools. As noted, we had difficulty locating
plateaued men to interview. Finally, hierarchy is only one
factor limiting the advancement of women and URMs in ac-
ademic medicine. How much this factor impacts advance-
ment compared with other factors is still unknown.

Conclusions

Based on interviews with 96 faculty members at five dis-
parate medical schools, we have identified the hierarchy of
chairs as a potential barrier for the advancement of women in
academic medicine. The fact that chairs are appointed for
what appears to be indeterminate tenure creates a number of
obstacles for advancement, especially given the calcified ac-
ademic structure, including problems with inclusion and
transparency in decision making and, given the infrequent
turnover in chairs, a bottleneck for advancement. Women
faculty seem more affected by this hierarchical structure
than men, and addressing this may help the advancement of
women in academic medicine.
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Introduction and background

Prostate cancer is a major health problem, second
only to nonmelanoma skin cancer as the most
common cancer in men in the United States.
Furthermore, the rate of prostate cancer is higher
and the mean age-of-onset is younger in African
Americans than in non-African Americans [1–3].
Prostate cancer prevention trials (PCPTs) provide an
important opportunity to test interventions that
might reduce the burden of the disease [4].
However, unambiguous application of the results
of such trials to African Americans depends upon
adequate participation by African American men.

The PCPT was the first large, cooperative group
randomized trial for the prevention of prostate
cancer in healthy men [5]. The randomized partic-
ipant goal for African American men was set at 8%
to mirror the estimate of African American men
aged �55 years in the US population. Only 4%
African American men were randomized to PCPT
during the 3-year enrollment period. Efforts to
enhance minority participation in PCPT were not
initiated until 1 year after the study was activated.
In addition, about two-thirds of the overall accrual
goal was met in the first year of recruitment, so any
enhanced African American enrollment after that
time could have had only a modest overall effect.

The PCPT minority recruitment experience sug-
gested that successful recruitment of African
American men into a PCPT requires recruitment
efforts to be initiated at trial activation, infrastruc-
ture provided to support minority recruitment and
a long-term commitment from funding agencies
[6–8]. Known barriers commonly cited to impede
minority recruitment must also be addressed, such
as the attitudes, knowledge, and beliefs of potential
minority recruits and their referring clinicians, as
well as trial designs and costs [9–17].

Minority recruitment lessons learned from PCPT
were applied to Selenium and Vitamin E Cancer
Prevention Trial (SELECT), the next large, coopera-
tive group prostate cancer prevention study. SELECT
was designed to evaluate the effect of selenium and
vitamin E on the incidence of prostate cancer
without changing the clinician’s practice of prostate
cancer screening. The SELECT overall randomiza-
tion goal was 32,400 healthy men, with 6480 men
enrolled every year for 5 years. The study had a
pre-established goal of 24% overall minority repre-
sentation: 20% African American, 3% Hispanic, and
1% Asian/Pacific Islander [18].

Prior to trial initiation, SELECT took several steps
to enhance recruitment of African American and
other racial/ethnic minorities. First, the eligibility
criteria were expanded. Second, sites with prior
success in minority recruitment were sought, and

the Department of Veteran Affairs Cooperative
Studies Program was included as a SELECT affiliate
because of its strong track record in minority
recruitment [19]. Third, SELECT developed a
national infrastructure to support minority recruit-
ment. Fourth, SELECT provided additional funds in
the form of Minority Recruitment Enhancement
Grants (MREGs) to sites with the potential to
increase minority enrollment [20].

Five months after study activation, SELECT was
enrolling participants at nearly twice the planned
rate. Although Hispanic and Asian/Pacific Islander
recruitment met or exceeded the targeted enroll-
ment rates, while African American recruitment
was much lower than anticipated, it appeared that
the overall enrollment goal would be achieved in
less than the planned 5 years. SELECT investigators
had to respond quickly to boost African American
participation. Due to the projected shortened
recruitment period, a targeted yet flexible interven-
tion was needed to increase African American
participation.

Two MREG requests for applications were dis-
tributed during the accrual period. The MREG was a
$50,000 site grant, provided by the National Cancer
Institute and designed to increase minority enroll-
ment by enhancing recruitment strategies at sites
with the potential to increase minority recruit-
ment. An additional purpose of the MREG was to
document the success of recruitment strategies used
by sites for the benefit of future studies. While all
SELECT sites could apply for an MREG, applicant
sites were required to demonstrate the ability to
recruit minorities and/or provide evidence of access
to large numbers of minority men. The MREG
requests for applications focused on all minority
recruitment, but applications were scored higher if
African Americans were the targeted population.
Sites were notified of awards within 1–3 months
following receipt of their application.

The National Cancer Institute provided funding
to SELECT for 11 MREGs that were awarded in
mid-2002. Only 32 sites out of all 427 SELECT sites
applied, fewer than, had been anticipated. At the
time of this initial funding, total recruitment was
10,500 and African American participation was at
9.8%. One year later, when overall SELECT enroll-
ment reached 20,000 and African American partic-
ipation was 12.4%, the National Cancer Institute
allocated additional funding to issue another
request for applications. As a result of this second
round of competition in mid-2003, seven existing
MREG sites and four new sites were awarded
MREGs. In summary, 15 SELECT sites received a
combined $1.1 million in grants over 2 years to
increase African American and other minority
participation (Table 1).
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Recruitment for SELECT ended in June 2004, 9
months after the last site received notification of a
2003 MREG award. SELECT accrued 35,533 partici-
pants, of whom 14.9% were African American.
Although African American enrollment was less
than the 20% goal, it was three times that seen in
PCPT and the largest percentage of African
Americans ever accrued to a cancer prevention trial.

This article describes the rationale, context, and
criteria for the selection of sites that received
additional funding to enhance African American
accrual in the SELECT, a prostate cancer prevention
study. The changes in African American recruitment
at these sites compared with similar, nonawarded
sites were evaluated in a quasi-experimental, post hoc
analysis. Descriptions of how sites used these funds
and what benefits and limitations these sites
reported are also presented.

Methods

Quantitative study design

To determine whether MREG funding impacted
African American enrollment in SELECT, the change
in African American accrual rates before and after
sites received funding was evaluated by comparing
MREG sites with similar non-MREG sites in a post hoc
analysis. In this quasi-experimental study design,
the intervention (MREG) was not randomly
assigned. The number and percentage of African
American participants accrued before and after
MREG sites received funding was measured.

Comparisons are presented as the change in accrual
rates and odds ratios for African American versus
non-African American recruitment. For the pur-
poses of this analysis, a participant’s race was
determined by self-report at randomization and
was recorded for SELECT in compliance with current
National Cancer Institute standards. If a participant
self-reported as African American, regardless of
other race affiliations or ethnicity, he was consid-
ered African American.

MREG sites were frequency matched to a set of
non-MREG sites with similar early enrollment
patterns to obtain a comparison group of sites
with similar potential for African American accrual.
The matching process involved consideration of
two factors. The rate at which the sites were already
randomizing African American participants to
SELECT early in the enrollment period (prior to
receipt of any MREG funds) was a strong potential
confounder. Therefore, the primary matching
factor was based on the percentage of African
American participants accrued as of May 31, 2002,
prior to receipt of MREG funding at any site. The
total number of recruits prior to May 31, 2002, was
the second factor in choosing comparison sites. An
exception is Site 15, which started randomizing
participants after May 31, 2002; total and percent-
age African American accrual as of June 30, 2003,
was used instead. Each comparison site was
assigned a hypothetical funding date based on the
date the similar, matched, MREG site received an
MREG award. This site-specific date separated the
pre- and post-funding periods for purposes of

Table 1 Summary of MREG awards to SELECT sites

Funding dates

Site # 1st MREG 2nd MREG Total funds

1a July 2002 July 2003 $100,000

2a July 2002 July 2003 $100,000

3 July 2002 July 2003 $100,000
4 July 2002 July 2003 $100,000

5 July 2002 July 2003 $100,000

6 July 2002 $50,000

7b July 2002 $50,000
8 July 2002 $50,000

9 August 2002 August 2003 $100,000

10 September 2002 September 2003 $100,000
11a October 2002 $50,000

12 April 2003 $50,000

13 April 2003 $50,000

14 August 2003 $50,000
15a August 2003 $50,000

aSite had a large percentage of African American recruits pre-funding. MREG was awarded to maintain

already high African American recruitment. bVery large site with access to large numbers of Hispanic and

African American recruits. MREG was awarded to enhance both African American and Hispanic recruits.
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the analyses. A summary of MREG and comparison
site characteristics is shown in Table 2.

As a whole, the MREG and comparison sites had
similar characteristics. Each group included
Academic Centers, VA Cooperative Study sites,
Community Clinical Oncology Program sites, and
Cancer Programs. There were no Community
Health Centers among the comparison sites and
no private practices among the MREG sites. Most
sites in both groups had pre-existing foundations for
accruing African Americans and had never used
non-MREG SELECT resources to recruit African
American participants to SELECT (Table 2).

Quantitative analysis

The outcomes of interest are (1) the accrual rate of
African Americans, that is, the number of African
Americans enrolled per month and (2) the proba-
bility that a randomized participant is African
American. Although the event of interest (whether
the participant randomized is African American)
occurs at the participant level within each site,
MREG is an intervention applied at the site level,
giving rise to clustered data. Mixed effects regres-
sion models were used with the individual as the
primary unit of analysis and site-specific random

Table 2 Characteristics of SELECT sites awarded MREGs and non-MREG comparison sites

MREG sites Comparison sites

Characteristic N¼15 N¼15

Percentage African American participants

accrued as of May 31, 2002 (%)

0–9 3 3
10–24 6 6

25–49 3 3

50–74 0 3

75–100 3 0
Number of participants accrued as of

May 31, 2002

0–24 2 4

25–49 3 2
50–99 4 6

100–199 5 3

200þ 1 0
Type of sitea

Academic Center 6 5

CCOP 4 1

Cancer Program 2 3
VACSP 2 4

Community Health Center 1 0

Private practice 0 2

Existing foundation for African American
accrual pre-fundingb

Yes 14 8

No 1 5

Unknown 0 2
Ever utilized non-MREG SELECT resources to

recruit African American participantsc

Yes 5 2
No 10 11

Unknown 0 2

aType of site. Academic Center: Facility is also involved in higher education and research. CCOP, Community Clinical

Oncology Program: A large network that allows community physicians to participate in NCI-sponsored clinical

cancer trials.Cancer Program: Facility that has a cancer program, may or may not be an academic center, not an
NCI-designated Cancer Center or Comprehensive Cancer Center. VACSP, Department of Veteran Affairs Cooperative

Studies Program: Department of Veterans Affairs provides health care to eligible veterans; VACSP coordinates large

multisite research projects. Community Health Center: Facility that provides public health services. MBCCOP,
Minority-Based Community Clinical Oncology Program: allows racial and ethnic minority cancer patients to have

access to quality medical care in their own communities. bFor example, sites had established relationships in the

minority community. cFor example, sites participated in national SELECT minority recruitment initiatives.
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effects were used to account for the correlation
between participants accrued to the same site.

For the tabular data presentation, the number of
participants accrued per month was the total
enrollment at a site for the time period, pre- or
post-funding, divided by the number of months the
site had been accruing participants within the
specified time period (Table 3). Percentage African
American accrual was determined by the number of
African Americans accrued divided by the total
number of participants accrued, for each time
period per site. Mean number of participants was
the sum of the monthly number of participants
accrued by each site divided by 15. Mean percent-
age African American accrual was calculated in the
same fashion, to give an approximate average effect
size across sites by giving each site equal weight.

All analyses were performed using PROC
NLMIXED in SAS 9.1 (SAS Institute Inc, Cary,
North Carolina). To predict the number of African
American participants accrued per month, the
number of African Americans recruited during
the entire pre- or post-funding period was used as
the response and a mixed effects model assuming a
Poisson distribution was fitted. The response was
modeled employing a log link function and

included an offset for number of months of enroll-
ment. To estimate the odds of randomizing African
American participants, a mixed effects model was
used to predict the probability that a randomized
participant was African American in the pre- or
post-funding time periods, using a Bernoulli distri-
bution with a logit link function. Both models
included fixed effects for MREG status, time (pre- or
post-funding), and an interaction term for time and
MREG status. Although these were not matched
analyses, the frequency matched factors were
included in the models: the percentage of African
American participants and number of participants
accrued through May 2002. The models included
random site effects for pre- and post-funding,
assumed to be normally distributed with mean 0
with an unstructured covariance matrix. A test of
the interaction term was conducted to determine if
the change in African American accrual patterns
from pre- to post-funding were different when
comparing the MREG sites with the comparison
sites.

The expected number of participants accrued to
MREG sites in the absence of MREG funding during
the post-funding period was estimated using para-
meters from the Poisson model by setting the

Table 3 Monthly accrual of African Americans and all participants for SELECT sites awarded MREGs and non-MREG comparison sites

Monthly African American accrual Monthly accrual for all participants

MREG sitesa Comparison sitesa MREG sites Comparison sites

Pre-fundingb Post-fundingc Pre-funding Post-funding Pre-funding Post-funding Pre-funding Post-funding
Site # N (%) N (%) N (%) N (%) N N N N

1 5.0 (40) 5.8 (52) 3.7 (45) 1.5 (22) 12.5 11.0 8.2 6.6

2 2.1 (75) 6.8 (91) 1.3 (50) 0.6 (31) 2.8 7.4 2.7 1.8

3 1.5 (18) 0.5 (27) 0.9 (19) 2.3 (52) 7.7 1.8 4.6 4.4

4 3.3 (21) 2.8 (29) 1.5 (21) 1.0 (39) 15.4 9.7 7.1 2.6
5 0.4 (20) 2.4 (40) 0.3 (15) 0.4 (41) 2.0 6.0 1.9 1.0

6 0.1 (12) 0.6 (28) 0.1 (14) 0.0 (0) 0.8 2.2 0.7 0.1

7 1.4 (4) 2.4 (4) 1.3 (6) 0.0 (12) 29.0 52.5 22.0 0.3

8 6.1 (37) 2.7 (65) 10.1 (42) 6.5 (39) 16.2 4.1 23.7 16.5
9 1.6 (15) 2.3 (29) 1.1 (13) 0.2 (11) 10.7 7.9 8.2 2.0

10 1.8 (33) 1.4 (43) 1.5 (32) 0.1 (60) 5.3 3.3 4.8 0.2

11 2.5 (94) 1.5 (91) 1.1 (37) 0.4 (32) 2.6 1.6 2.9 1.3

12 1.4 (22) 0.3 (11) 0.7 (17) 0.0 (0) 6.3 2.9 3.7 0.3
13 0.2 (7) 1.3 (28) 0.1 (3) 0.0 (0) 2.4 4.7 1.7 0.5

14 1.0 (10) 3.6 (28) 0.2 (4) 0.3 (18) 10.5 12.8 4.2 1.5

15 7.5 (96) 8.5 (100) 3.4 (62) 3.5 (66) 7.8 8.5 5.5 5.2
Meand 2.4 (34) 2.9 (44) 1.8 (25) 1.1 (28) 8.8 9.1 6.8 3.0

aSimilar MREG and comparison sites are shown on the same line. bPre-funding is the site-specific period starting from the month of the

first randomization at the site through the month prior to the initiation of MREG funding at that site, as shown in Table 1. The

pre-funding period for each comparison site ends at the same time as the similar MREG site; comparison sites may have initiated accrual

in different months than the MREG sites. cPost-funding is the site-specific period starting from the first month of MREG funding at that
site through the end of SELECT accrual on June 24, 2004. The post-funding period for each comparison site is the same as the similar

MREG site. dTo estimate the average effect size across sites, means were calculated as follows: mean ‘‘N’’ is the sum of the monthly

number of participants accrued by each site divided by 15; mean ‘‘%’’ is the sum of the percentage African American participants
accrued by each site divided by 15.

94 ED Cook et al.

Clinical Trials 2010; 7: 90–99 http://ctj.sagepub.com

 at M D ANDERSON HOSP on March 1, 2010 http://ctj.sagepub.comDownloaded from 

http://ctj.sagepub.com


MREG term to 0. The difference between this
estimate and the actual African American enroll-
ment post-funding at MREG sites provides an
approximation of the additional number of
African American participants accrued due to
MREG funding.

Qualitative analyses

All MREG sites were required to submit monthly
status reports during the period covered by MREG
funding. These reports included whether or not
specified minority recruitment strategies were suc-
cessful. A successful strategy was defined for the
sites as one that resulted in at least one random-
ization at a site in a given month, and an unsuc-
cessful strategy was defined as one that had been
used by the site but resulted in no randomizations
that month. Successful and unsuccessful strategies
were ranked by the number of times sites reported
them.

In an effort to assess the overall impact of the
MREG on randomizations and how the process
could be enhanced, the 11 sites receiving the
second round of MREG funding were asked to
complete a final MREG summary report. The survey
was comprised of four open-ended questions and
one Likert item. These items were designed to probe
the sites’ experience with the MREG process by
identifying institutional barriers to efficient use of
MREG funds; evaluating the effectiveness of time
spent on MREG-related activities; capturing lessons
learned from the MREG experience; and providing
an opportunity to present any relevant but pre-
viously unsolicited information.

Results

Quantitative findings

In general, overall enrollment for the 15 MREG and
15 comparison sites was steady throughout most of
the recruitment period. The MREG sites enrolled
4507 total participants including 1266 (28%)
African Americans; the comparison sites accrued
4025 participants of which 911 (23%) were African
Americans. The rate of African American accrual for
the MREG sites increased more than the compari-
son sites near the end of recruitment (Figure 1).

Monthly accrual data for the MREG and compar-
ison sites are presented in Table 3. To allow for an
evaluation of the enrollment differences between
MREG and comparison sites, monthly randomiza-
tion data are presented for African American and all
participants by site, using means to provide an

estimate of the average effect size across sites. MREG
and similar comparison sites are presented
side-by-side to best demonstrate the similarity of
their baseline African American recruitment percen-
tages. Other than the matched comparison site for
MREG Site 11, these percentages can be seen to
compare quite closely. Mean monthly African
American accrual for MREG sites increased from
2.4 to 2.9 African American participants per month,
while the comparison sites experienced a decrease
from 1.8 to 1.1 African American participants per
month. Mean percentage African American accrual
across MREG sites increased from 34% to 44%; the
comparison sites increased only modestly, from
25% to 28%. The mean number of participants
accrued by MREG sites increased slightly, from 8.8 to
9.1 participants per month, and the comparison
sites showed a decrease, from 6.8 to 3.0 participants
per month. Thus, despite a minimal increase in the
percentage of African American recruits between
pre- and post-funding periods among the compar-
ison sites, the low overall recruitment at comparison
sites resulted in a diminished rate of African
American recruitment per month.

Based on the results from the Poisson regression
model, there was no evidence of a change in the
monthly number of African Americans accrued to
MREG sites post-funding (rate ratio¼1.28 p¼0.84
95% CI: 0.47–3.51). The number of African
Americans randomized to the comparison sites
per month decreased overall by a factor of 0.38
(p¼0.003 95% CI: 0.21–0.69) in the post-funding
time period. The change in monthly African
American accrual rate for MREG sites is 3.38 times
the monthly change in accrual rate for comparison
sites (p¼0.004 95% CI: 1.51–7.57). This ratio
indicates that while the MREG sites maintained
the same levels of African American enrollment,
the comparison sites’ rates of enrollment of African
Americans declined.

Results from the Bernoulli regression model
showed the proportion of African American partici-
pants at the MREG sites increased after the receipt of
funding. The odds for African American enrollment
post-funding was 1.99 (p¼0.08 95% CI: 0.91–4.32)
times the odds pre-funding. In contrast at the
comparison sites, the proportion of African
American accrued did not increase (OR¼1.07
p¼0.77 95% CI: 0.68–1.69). Comparing
changes for MREG to non-MREG sites, the relative
odds ratio was 1.86 (p¼0.048 95% CI: 1.01–3.43),
demonstrating that the MREG sites increased their
odds of accruing African American participants
post- versus pre-funding while the comparison
sites did not.

MREG sites accrued 850 African American parti-
cipants after receiving MREG funding. Based on the
Poisson model parameters, the expected number of
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African American participants these sites would
have accrued in the absence of MREG funding is
248. The difference between these values, 602, is
the approximate additional number of African
American participants accrued at MREG sites due
to MREG funding.

Qualitative findings

All MREG sites submitted monthly reports includ-
ing minority recruitment strategies attempted
during the funding period. Recruitment strategies
that most frequently resulted in randomizations
included: (1) additional staff time; (2) providing
resources such as transportation and parking
support, minority recruitment materials, and
refreshments for recruitment meetings; (3) recruit-
ing through the media; (4) mass mailings; and (5)
prostate cancer screening clinics during off-hours.
Strategies that were reported to result in very few
randomizations and which some sites rated as
unsuccessful included: (1) publicizing SELECT at

health fairs, churches, barbershops, laundromats,
and grocery stores; (2) local spokespersons; and
(3) networking with clinics and community leaders.
Some participants were recruited by affiliation with
PCPT. The following three unsuccessful strategies
included: (1) publicizing SELECT as a link on a local
website, (2) targeting women’s groups, and (3) pub-
licizing the National Cancer Institute’s website for
cancer prevention information.

Eight of 11 eligible sites completed final MREG
summary reports at the end of the second MREG
funding cycle. Of these sites, 88% rated the time
they spent on MREG-related activities as ‘effective’
or ‘very effective’. Eighty-eight percentage of these
sites also recommended that future studies provide
additional funding to enhance African American
recruitment before trial activation. The most
common benefits listed by these sites included
extra staff time (including evenings and weekends)
to focus on African American recruitment and assist
with planning, outreach, and hosting activities and
funds for advertising and mass mailings. All sites
reported hiring additional staff, usually a minority
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outreach coordinator, and most sites increased
existing staff time for minority recruitment. Other
activities supported by the MREG included trans-
portation and parking support, minority recruit-
ment materials, recruitment advertisements in
local media, food and supplies for recruitment
meetings and postage for mass mailings.

MREG sites reported barriers that included
funding and staffing delays, the absence of staff
during summer vacation season when the first
MREG became available, minority recruiter illness,
and possible participant distrust of clinical trials.
Some sites reported that it took additional staff
time to recruit African American men. Sites also
reported screening men who were not enrolled
because they lived outside any SELECT study site
area or they were African American men old
enough for prostate screening but too young to
qualify for SELECT.

Similar information on strategies used to
enhance African American recruitment was not
requested from the 15 comparison sites. Hence, it
was not possible to determine whether the strate-
gies reported by MREG sites, or their purported
successes or failures, were similar or different from
those possibly employed by comparison sites.

Discussion

We have presented qualitative and quantitative
data that explore the impact of MREGs on African
American recruitment in the SELECT, a large,
multisite prostate cancer prevention study.
Although SELECT did not meet the target of 20%
for African American enrollment, the MREG sites
contributed to an increase in African American
randomizations. When compared to 15 sites that
did not apply for or receive MREG funding,
matched in a post hoc, quasi-experimental design,
MREG sites had statistically significant increases in
African Americans accrued per month and higher
odds of accruing African American participants
when comparing post- versus pre-funding periods.
Both differences are statistically significant, indicat-
ing the MREG sites were successful in increasing
African American randomizations after receiving
the grants.

In this quasi-experimental analysis, the choice of
comparison sites imparts an important limitation to
these findings. The comparison sites had not applied
for MREG funding, and there are no measures of
their actual potential and motivation for either
maintaining or expanding African American recruit-
ment in the latter stages of SELECT recruitment. If a
different mix of comparison sites had been chosen
on a primary factor other than on pre-funding

frequency of African American recruitment, differ-
ences in African American recruitment rates
between MREG and non-MREG sites might have
been more or less pronounced. Another limitation is
that the amount of funding each site received was
not considered, only the event of ever having
received MREG funding.

A cost effectiveness analysis of this intervention
was not conducted. However, it is estimated that
MREG funding resulted in 602 additional African
American participants. If the only outcome of
importance from the MREG is African American
enrollment, then the cost per additional African
American participant accrued is approximately
$1827, contrasted to the $1000 SELECT paid to
the sites for each randomization. The intervention
was expensive but effective.

Simply providing an additional $827 to SELECT
sites for each African American man randomized may
have increased the number of African American men
enrolled to SELECT but probably would not have
increased the overall recruitment of men to SELECT
as seen with the MREG awards. Additionally, some
sites would not have the access or resources to recruit
from the African American population, regardless of
the financial incentive to do so.

There were other potential benefits to the sites
who received these grants that are unmeasured but
important to the conduct of SELECT and future
trials. These potential benefits could include:
increasing overall randomizations by MREG sites;
gaining a greater presence and support in the
targeted communities; providing health educa-
tion and clinical trials information to the commu-
nity; and increasing a recruitment base for future
studies.

The impact of the MREG on African American
and total recruitment varied among the funded
sites. Although these sites were chosen for their
ability to recruit African American participants, not
all MREG sites increased African American rando-
mizations. For example, Site 12 was unable to hire a
minority recruiter as planned, which contributed to
their decrease in overall and African American
enrollment after receipt of MREG funding. Some
sites, such as Site 15, with high initial African
American randomizations, used the funds to
increase their overall enrollment rates while main-
taining that of African Americans. Site 4 had a
decline in overall enrollment rates just prior to
receipt of MREG funding. They reported that their
existing financial resources were being depleted,
that the current staff was unable to handle addi-
tional volume, and that they were unable to
continue their recruitment efforts at the same
level in the absence of assistance. Had the MREG
not been available, Site 4 would probably have
made a reduced contribution to African American
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participation. Additionally, Site 7, the largest MREG
site, improved only Hispanic recruitment after
receiving MREG funding, even though its stated
intent was to increase both Hispanic and African
American participation.

There are several potential sources of bias for
this study. First, the intervention sites were not
randomly selected, but were chosen via an applica-
tion process where they had to demonstrate
the potential and ability to recruit African
American participants to SELECT. Some sites may
have had existing minority recruitment programs
in place; other sites may have been initiating
African American recruitment efforts. Sites may
have been experiencing a decrease in randomiza-
tions, such that MREG funding allowed them
to continue African American enrollment at their
preliminary rate, rather than increasing accrual;
other sites may have been able to use funds to boost
existing African American randomizations.

Varying degrees of success and failure were seen
with some strategies, including publicizing SELECT
at health fairs, networking with clinics, working
with community leaders, and recruiting through
churches. These variations speak to site and com-
munity differences and the intricacies of recruit-
ment methodologies. Although we recommend
the successful strategies used in SELECT, we realize
that one size does not fit all, and sites need to have
flexibility as to which strategies they pursue.

Although application for the first MREG award
was open to all SELECT sites, only 32 SELECT sites
(<10%) responded to the first request for applica-
tions. MREG funding was implemented after the
trial was open and when sites were actively enrolling
participants, overall at a higher than anticipated
rate. This early success in overall accrual may have
contributed to the fewer than expected number of
sites applying for an MREG. Most sites would have
established staff assignments to SELECT and bud-
geted funds and time commitments prior to the first
MREG announcement. These site staff may have
perceived that their site infrastructure and accrual
goals could not accommodate the additional work
involved in enhancing minority recruitment. Site
staff may not have believed that they were able to
increase minority enrollment to SELECT even with
additional funding due to lack of access to the
African American population or workload issues. A
number of sites experienced delays in gaining access
to MREG funds due to impediments within their
own institutions. This resulted in further hiring and
implementation delays. These factors lend further
support for initiating minority recruitment strate-
gies at trial inception and implementing them at the
onset of randomization.

National African American minority recruitment
strategies promoting prostate screening and SELECT

may have augmented African American accrual for
both MREG and non-MREG sites. For example, all
sites were strongly encouraged to enroll African
American men to SELECT, not just MREG sites.
Three minority accrual workshops were conducted
to increase African American enrollment to SELECT.
The participating sites included both MREG and
non-MREG sites with the potential to enhance
African American recruitment. These workshops
provided a forum for sites to exchange ideas form
mentoring relationships and discuss strategies.
Other nationwide minority recruitment strategies
included ‘SELECT Sunday’, a faith-based strategy
initiated in November 2003; African American
media personalities participated in limited media
spots promoting SELECT; and a barbershop initia-
tive that preceded the release of the movie
Barbershop 2, which opened February 6, 2004.
Annual events surrounding Prostate Cancer
Awareness Month, Minority Cancer Awareness
Week, and Fathers Day also had the potential to
boost enrollment to SELECT, and some sites tailored
these events to enhance African American
recruitment.

Future researchers considering the use of tar-
geted funding to boost minority participation are
recommended to make funds available and plan
minority recruitment strategies prior to trial acti-
vation. A study should be ready to implement
strategies before recruitment opens, choose recipi-
ent sites wisely, minimize delays incurred with
hiring additional staff, and allow flexibility in the
use of funds so sites can tailor interventions to their
own needs. The information and strategies pre-
sented here should help guide future large-scale
prevention and treatment studies, where recruit-
ment of sufficient numbers of African American
participants is necessary ethically and as a practical
means to generalize results to this population.
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BACKGROUND: Health care providersmay be concerned
that prescribing erectile dysfunction drugs (EDD) will
contribute to risky sexual behavior.

OBJECTIVES: To identify characteristics of men who
received EDD prescriptions, determine whether EDD
receipt is associated with risky sexual behavior and
sexually transmitted diseases (STDs), and determine
whether these relationships vary for certain sub-groups.

DESIGN: Cross-sectional study.

PARTICIPANTS: Two thousand seven hundred and
eighty-seven sexually-active, HIV-infected and HIV-un-
infected men recruited from eight Veterans Health
Affairs outpatient clinics. Data were obtained from
participant surveys, electronic medical records, and
administrative pharmacy data.

MEASURES: EDD receipt was defined as two or more
prescriptions for an EDD, risky sex as having unpro-
tected sex with a partner of serodiscordant or unknown
HIV status, and STDs, according to self-report.

RESULTS: Overall, 28% of men received EDD in the
previous year. Eleven percent of men reported unprotect-
ed sex with a serodiscordant/unknown partner in the
past year (HIV-infected 15%, HIV-uninfected 6%, P<
0.001). Compared to men who did not receive EDD, men
who received EDD were equally likely to report risky
sexual behavior (11% vs. 10%, p=0.9) and STDs (7% vs
7%, p=0.7). In multivariate analyses, EDD receipt was
not significantly associated with risky sexual behavior or
STDs in the entire sample or in subgroups of substance
users or men who had sex with men.

CONCLUSION: EDD receipt was common but not
associated with risky sexual behavior or STDs in this

sample of HIV-infected and uninfected men. However,
risky sexual behaviors persist in a minority of HIV-
infected men, indicating ongoing need for prevention
interventions.

KEY WORDS: HIV infection; risky sexual behavior; STDs; men;

phosphodiesterase inhibitors.
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INTRODUCTION

Phosphodiesterase-5 enzyme inhibitors (sildenafil citrate,
tadalafil, and vardenafil HCL) are approved pharmacothera-
pies to treat erectile dysfunction in men.1 These erectile
dysfunction drugs (EDDs) are commonly used in the United
States,2 marketed broadly, often requested by patients, and
associated with improved quality of life.3 EDDs have also been
linked to high-risk sexual behavior in some groups of men at
increased risk for HIV transmission, in particular men who
have sex with men (MSM), men who use recreational or illicit
drugs, and HIV-infected men.4–16 Because of their association
with risky behavior, some have argued that EDD medications
should be classified as controlled substances.5,17

The source for obtaining EDD is an important issue to
consider. Men may obtain EDD via prescription from a health
care provider or from other sources, such as the Internet,
friends, or the black market.5,9,10,12 Health care providers
must consider whether a prescription of an EDD could have
adverse public health effects. Nearly all of the existing
literature regarding EDD and risky sexual behavior has come
from non-clinical samples of high-risk populations, in which
prescribed EDD was rarely differentiated from EDD obtained
from other sources. Thus, it is less clear whether prescribing
EDD for erectile dysfunction in the context of routine health
care is associated with risky sexual behavior or sexually
transmitted disease (STD) transmission.
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Health care providers caring for HIV-infected men must also
consider whether an EDD prescription could facilitate sexual
encounters that result in additional HIV transmission. The
number of older, HIV-infected men has increased significantly
in recent years, largely due to improved treatment but also due
to new infections in this age group.18 As the HIV-infected
population ages, the demand for EDDs may increase in this
group due to additional chronic diseases that are associated
with erectile dysfunction. Thus, it is important to determine
whether EDD obtained through routine healthcare is associ-
ated with risky sexual behavior in HIV-infected and HIV-
uninfected men.

This study’s objectives were to identify characteristics of men
who received prescriptions for EDD though a network of Veterans
Health Affairs (VHA) clinics throughout the United States, to
determine whether EDD receipt was associated with risky sexual
behavior and sexually transmitted diseases (STDs), and to
determine whether these relationships varied based on HIV
status, substance abuse, or having sex with men.

METHODS

The Veterans Aging Cohort Study (VACS) is an ongoing
prospective cohort study involving HIV-infected and HIV-
uninfected veterans receiving care at VHA clinics throughout
the United States. The overarching aim of VACS is to study the
role of alcohol consumption and comorbid medical and
psychiatric disease on clinical outcomes in HIV infection.19

VACS participants were recruited from infectious disease (HIV-
infected) and general medicine (HIV-uninfected) clinics at eight
sites (Atlanta, GA; Baltimore, MD; Bronx, NY, Houston, TX; Los
Angeles, CA; New York City, NY; Pittsburgh, PA and Washing-
ton, DC).19 Overall, 58% of HIV-infected men at the eight sites
were enrolled, with only 9% of those approached refusing to
participate.19 HIV uninfected controls were targeted to match
the demographics of the HIV-infected participants on 5-year
age blocks, race and gender. Subjects completed a compre-
hensive baseline survey at enrollment and then at one year
follow-up intervals. Further descriptions of the VACS sample
and methodology are available online (www.vacohort.org).

The study sample for these analyses includes the subset of
male VACS participants who completed a follow-up survey
between September 2005 and January 2007 and who reported
any sexual activity in the past year (n=2,787). Data were
obtained from three linked sources: participant surveys,
electronic medical records, and pharmacy data that are
collected nationally through the Pharmacy Benefits Manage-
ment (PBM) program (Hines, IL). The PBM program includes all
outpatient prescriptions funded through the VHA healthcare
system and are likely to be representative of the use of
prescribed EDD in this population.

Measures. EDD use was defined as two or more prescriptions
for sildenafil citrate, tadalafil, or vardenafil HCL, documented
in the PBM database in the year prior to and up to the follow-
up survey date. Thus, men who had received only one EDD
prescription were not considered to be EDD users, because
such men may have never used the medication, or simply tried
it once. Although men were not asked about non-prescribed
use of EDD at this assessment, a previous assessment in the

same cohort demonstrated substantial agreement between
self-reported EDD use and the PMB database, with fewer
than 5% of men reporting EDD use exclusively from non-VA
sources (unpublished data).

Risky sexual behavior was defined as “unprotected sex with
a partner of serodiscordant or unknown HIV status”. Specifi-
cally, men were asked, “During the past 12 months, did you
ever, even once, have unprotected vaginal or anal sex (sex
without a condom) with any of the following types of partners?
Any partner who was HIV positive; Any partner who was HIV
negative; Any partner whose HIV status was unknown.” The
following were the response options: Yes (unprotected sex at
least once); or No (always used a condom). Those who reported
unprotected sex with anyone of serodiscordant or unknown
HIV status were classified as having risky sexual behavior.

STDs were identified by self report. Participants were asked,
“In the past 12 months, have you been diagnosed with any of
the following sexually transmitted diseases?” Persons were
classified as having had a self-reported STD if they reported
having genital warts, chlamydia, gonorrhea, syphilis, tricho-
monas, chancroid, or herpes.

Participant demographic characteristics, including gender,
race/ethnicity, and marital status/living with partner were
measured by self-report on the VACS baseline survey. Mea-
sures of alcohol and drug use and depression were included on
the VACS follow-up surveys. Hazardous drinking (drinking
associated with possible harm) was defined as a score of eight
or more on the Alcohol Use Disorders Identification Test
(AUDIT).20 Participants were asked to report the frequency of
use of marijuana, cocaine, stimulants, and heroin; current use
for these drugs was defined as “at least monthly.” Non-
prescribed use of pain medications, defined as use of pain
medications that were not prescribed, was based on self-
reported use in the past year from a list of 20 specific narcotic
pain medications. Depression, measured by the Patient Health
Questionnaire (PHQ-9) at each follow-up assessment, was
classified as present if the PHQ-9 score was 10 or more.21

Comorbid medical conditions, including diagnoses of hyper-
tension, diabetes, and coronary artery disease (CAD), were
determined using International Classification of Diseases,
Ninth Revision (ICD-9) codes from the electronic medical
record. Persons were considered to have a comorbid diagnosis
if at least one inpatient or two outpatient ICD-9 code diagnoses
were recorded between one-year prior to and six months after
the survey date. Persons were classified as having sex with
men if they reported having “sex with males” or “sex with males
and females” in the past year. Further details on variables and
surveys can be found at www.vacohort.org.

Analysis

Demographic and behavioral characteristics were described
and compared by HIV status using chi-square tests and t-
tests, as appropriate. We used chi-square tests to determine
whether EDD receipt varied by demographic and descriptive
variables and to determine the bivariate associations of EDD
receipt to risky sex and STDs.

Multivariable logistic regression models were used to iden-
tify independent factors associated with EDD receipt, risky
sexual behavior, and STDs. Logistic regression models pre-
dicting EDD receipt were adjusted for demographic variables
(age, race/ethnicity, married/living with partner, sex with
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males in past 12 months), alcohol and drug use, and
comorbidities identified as potential confounders (depression,
diabetes, hypertension, and coronary artery disease). The
logistic regression models predicting risky sexual behavior
and STD included the same variables plus EDD receipt. There
was significant collinearity between the sex with males and
HIV status variables; therefore, we ran multivariate models
stratified by HIV status. For each set of models, we first ran the
multivariate logistic regression models including the variables
described above. We then reran the models excluding variables
with p>0.2 in both HIV-infected and uninfected models, and
we present these models in the results. We also examined the
relationship of EDD to risky sexual behavior or STDs in the
following subgroups: those with hazardous drinking, cocaine
use, and sex with men. All analyses were conducted using
Stata 10.0 (College Station, TX).

Multiple imputation was used to address missing data.22–24

For each of the following covariates, 1% or less were missing a
response: married or living with partner, had sex with males,
hazardous alcohol use, and depression. Pain medication use
information was missing for 2%, and marijuana and cocaine
use information was missing for 4%. Multiple imputation was
conducted using the Stata v10.0 (Stata Corporation, College

Station, Texas) ice command.22–24 The imputation model
included EDD receipt, risky sexual behavior, and all covariates
included in the initial models (listed above), undertook ten
switching procedures, and generated five datasets. The Stata
v10.0 mim command was used to combine the results of the
analyses from the multiply imputed data sets.23 Analyses were
also conducted on the complete case dataset (using categories
to define missing data). Results from analyses of imputed
data did not differ substantively from those using complete
cases; therefore, the results from the imputation models are
included here.

RESULTS

The study sample consists of 2,787 sexually-active men, of
whom 1,469 (53%) were HIV-infected. Demographic and
behavioral characteristics in both HIV-infected and HIV-unin-
fected men are shown in Table 1. Over 60% of the men were
over age 50, over two-thirds were black, and one-third were
married or living with a long-term partner. Many had comorbid
health conditions, and substance use behavior was common;
18% reported hazardous alcohol consumption, and over 10%

Table 1. Demographics and Main Outcomes Among 2,787 Sexually Active Men Participating in VACS, 2005–2007, Overall and by HIV
Serostatus

ALL HIV-infected HIV-uninfected P-Value

N 2,787 1,469 1,318
Mean age (SD) 52.0 (8.9) 51 (8.5) 53 (9.1) <0.001
Age in years, N (%)
<40 215 (8) 133 (9) 82 (6) <0.001
40-49 874 (31) 494 (34) 380 (29)
50+ 1,698 (61) 842 (57) 856 (65)

Race/Ethnicity, N (%) 0.3
White 513 (18) 254 (17) 259 (20)
Black 1926 (69) 1036 (71) 890 (68)
Hispanic 241 (9) 126 (9) 115 (9)
Other/Unknown 107 (4) 53 (4) 54 (4)

Married or living with partner, N (%)a 915 (33) 376 (26) 539 (41) <0.001
Sex with men in past year, N (%)a 636 (23) 611 (42) 25 (2) <0.001
Alcohol and drug use, N (%)a

Hazardous alcohol consumptionb 500 (18) 240 (17) 260 (20) 0.019
Non-prescribed pain medicationc 374 (14) 216 (15) 158 (12) 0.04
Marijuana (monthly) 358 (13) 234 (17) 124 (10) <0.001
Cocaine (monthly) 312 (12) 176 (13) 136 (11) 0.2
Stimulants (monthly) 40 (2) 34 (2) 6 (0.5) <0.001
Heroin (monthly) 91 (3) 44 (3) 47 (4) 0.4

Comorbid health conditions, N (%)
Depressiond 566 (20) 257 (18) 309 (24) <0.001
Hypertensione 1154 (41) 409 (28) 745 (57) <0.001
Diabetese 468 (17) 172 (12) 296 (22) <0.001
Coronary artery diseasee 196 (7) 58 (4) 138 (10) <0.001
Peripheral vascular diseasee 72 (3) 22 (2) 50 (4) <0.001

EDD receipt in past year, N (%) 788 (28) 380 (26) 408 (31) 0.03
Risky sexual behavior (past year), N (%)f 284 (11) 214 (15) 70 (6) <0.001
Sexually transmitted diseases (past year), N (%)a 200 (7) 145 (10) 55 (4) <0.001
Genital herpes 92 (3) 57 (4) 35 (3) 0.07
Genital warts 47 (2) 31 (2) 16 (1) 0.07
Chlamydia 55 (2) 29 (2) 26 (2) 0.99
Gonorrhea 60 (2) 37 (3) 23 (2) 0.16
Syphilis 66 (2) 45 (3) 21 (2) 0.01
Chancroid 27 (1) 10 (1) 17 (1) 0.1
Trichomonas 32 (1) 13 (1) 19 (1) 0.17

P-value: comparison of HIV-infected vs. HIV-uninfected aBased on self-report; bHazardous Alcohol Consumption: Alcohol Use Disorders Identification Test
(AUDIT) score of ≥8; cNon-prescribed pain medications defined as any use in past year from list of 20 narcotic pain medications; dScore of 10 or more on
the Patient Health Questionnaire (PHQ-9) (21); eBased on ICD-9 diagnosis; fdefined as unprotected intercourse with a partner of serodiscordant or
unknown HIV serostatus
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reported marijuana, cocaine, or the non-prescribed use of pain
medications. Compared to HIV-uninfected men, HIV-infected
men were more likely to have reported having had sex with
men, and the use of marijuana, non-prescribed pain medica-
tions, and stimulants (Table 1). HIV-uninfected men were more
likely to be married or living with a partner, have hazardous
alcohol consumption, and have other medical comorbidities.

Overall, 28% of these sexually active men received two or
more prescriptions for EDD in the previous year (Table 1). HIV-
infected men were slightly less likely to be prescribed EDD
(26% vs. 31%, p=0.003). Regarding risky sexual behavior, 11%
reported unprotected sex with a non-main partner in the past
year. HIV-infected men were significantly more likely than HIV-
uninfected men to engage in risky sexual behavior (15% vs.
6%, p<0.001). STDs were reported by 7% of the sample. HIV-
infected men were significantly more likely to report a STD
diagnosis in the previous year (10% vs. 4% p<0.001).

Individual Characteristics Associated with EDD
Prescription

One-third of men age 50 years and over received two or more
prescriptions for EDD in the previous year. Table 2 shows the
relationship of demographic, behavioral, and clinical charac-
teristics with EDD use overall, and among HIV-infected and
HIV-uninfected men. Overall, EDD receipt was more common
in older men, nonwhite men, non-MSM men, those with non-

prescribed use of pain medications, and those with depression,
hypertension, or diabetes (Table 2). Among HIV-infected men,
EDD receipt was more common in older men, men who don’t
have sex with men, those with non-prescribed use of pain
medications, and those with diabetes (Table 2). Among HIV-
uninfected men, EDD receipt was more common in older men,
nonwhite men, those not married or living with partner, and
those with non-prescribed use of pain medications, cocaine
use, depression, or hypertension (Table 2).

In both the HIV-infected and HIV-uninfected multivariate
models, increasing age and use of unprescribed pain medica-
tions were associated with an increased likelihood of EDD
receipt (Table 3). In the HIV-infected model, having sex with
men was associated with a decreased likelihood of EDD
receipt. In the HIV-uninfected model, non-white race/ethnicity
and depression were associated with an increased likelihood of
EDD receipt, while married/ living with partner was associated
with a decreased likelihood of EDD receipt (Table 3).

Association of EDD Receipt with Risky Sexual
Behavior and STDs

The percent of reported risky sexual behavior was similar
between those who did and did not receive EDD (11% vs. 10%,
p=0.6). This was true when the analysis was restricted to the
HIV-infected men (16% vs. 15%, p=0.4) or the HIV-uninfected
men (6% vs. 5%, p=0.6).

Table 2. Factors Associated with EDD Receipt Among Sexually Active Men Participating in VACS, 2005–2007, Overall and in HIV-infected and
HIV-uninfected Men

Patient characteristic Proportion of persons who received EDD in past year, N (%)

ALL (n=2,787) HIV-infected (n=1,469) HIV-uninfected (n=1,318)

Age in years <40 14 (7) 9 (7) 5 (6)
40-49 210 (24) 114 (23) 96 (25)
50+ 564 (33)g 257 (31)g 307 (36)g

Race/ethncity White 108 (21) 61 (24) 47 (18)
Black 583 (30) 270 (26) 313 (35)
Hispanic 65 (27) 34 (27) 31 (27)
Other/Unknown 32 (30)g 15 (28) 17 (31)g

Married or living with partnera Yes 242 (26) 106 (28) 136 (25)
No 538 (29) 267 (25) 271 (35)g

Sex with men in past yeara Yes 116 (18) 112 (18) 4 (16)
No 668 (31)g 265 (32)g 403 (31)

Hazardous alcohol consumptionb Yes 144 (29) 61 (25) 83 (32)
No 631 (28) 313 (26) 318 (31)

Non-prescribed pain medicationc Yes 148 (40) 74 (34) 74 (47)
No 616 (26)g 297 (24)g 319 (28)g

Marijuana usea Yes 93 (26) 53 (23) 40 (32)
No 654 (28) 311 (26) 343 (30)

Cocaine usea Yes 96 (31) 43 (24) 53 (39)
No 650 (28) 320 (26) 330 (30)f

Stimulants usea Yes 7 (18) 5 (15) 2 (33)
No 727 (28) 353 (26) 374 (30)

Depressiond Yes 189 (33) 77 (30) 112 (36)
No 591 (27)g 299 (25) 292 (29)f

Hypertensione Yes 379 (33) 126 (31) 253 (34)
No 409 (25)g 254 (24)g 155 (27)g

Diabetese Yes 162 (35) 58 (34) 104 (35)
No 626 (27)f 322 (25)f 304 (30)

Coronary artery diseasee Yes 51 (26) 16 (28) 35 (25)
No 737 (28) 364 (26) 373 (32)

aBased on self-report; bHazardous Alcohol Consumption: Alcohol Use Disorders Identification Test (AUDIT) score of ≥8; cNon-prescribed pain medications
defined as any use in past year from list of 20 narcotic pain medications; dScore of 10 or more on the Patient Health Questionnaire (PHQ-9) (21); eBased on
ICD-9 diagnosis fp<0.05; gp<0.01; p-values from chi-square tests for differences in percentage of persons who received EDD in each of the patient
characteristic categories
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In both the HIV-infected and HIV-uninfected models, being
married/living with partner were associated with decreased
likelihood of risky sex, whereas sex with males, hazardous
alcohol consumption, and cocaine use were associated with
increased likelihood of risky sex (Table 4). In the HIV-infected
model only, unprescribed pain medication and marijuana use
was associated with an increased likelihood of risky sex. For
both HIV-infected and uninfected models, EDD receipt was not
statistically significantly associated with risky sex (Table 4).

Overall, the percentage of reported STDs was similar
between those who did not receive EDD (7% vs. 7%, p=0.7).
This finding was similar among HIV-infected men (9% vs. 10%,
p=0.5); although among HIV-uninfected men, those who
received EDD were more likely to report an STD in bivariate
analyses (6% vs. 3%, p=0.02). For both HIV-infected and
uninfected models, EDD receipt was not statistically signifi-
cantly associated with STDs (Table 5).In both the HIV-infected
and HIV-uninfected multivariate models of STDs, unprescribed
pain medication was associated with an increased likelihood of
STDs. In the HIV-infected model, younger age and sex with
men was associated with an increased likelihood of STDs.

There were no statistically significant relationships between
EDD receipt and risky sexual behaviors or STDs in models
limited to those with hazardous drinking, cocaine use, or men
who reported having sex with men (data not shown).

DISCUSSION

In this sample of over 2,500 men attending VHA outpatient
clinics, EDD receipt was not associated with risky sexual
behavior or STDs, overall or within subgroups of HIV-infected
men, substance users, or MSM. Thus, for men who obtain
EDD via prescription from a healthcare provider, EDD appears
to be prescribed responsibly and used responsibly. These
findings differ from the majority of previous studies on this
topic. One of the most plausible reasons for the varying
conclusions is that the focus of our study is on men who
received EDD as part of clinical practice, whereas nearly all of
the previous reports linking EDD to risky sexual behavior were
conducted in non-clinical samples in high risk groups, includ-
ing MSM 4–12,16,25, substance abusers11,26, and HIV-infected
men outside of clinical settings.13–15 In nearly all of these
studies, the association of EDD and risky sexual behavior was
consistently the strongest in men who also used stimulant
drugs such as methamphetamines, ecstasy, or gamma-hydro-
xybutyrate (GHB), which were rare in our study sample.

The source of EDD may also influence its relationship with
risky sexual behavior. In samples of younger MSMs, 40% or
more report obtaining EDD without a prescription (e.g. via the
internet or off the street).5,9,10,12 Men obtaining EDD without a
prescription appear to report higher-risk behaviors than those

Table 4. Factors Associated with Risky Sexual Behavior in Sexually Active Men Participating in VACS, 2005–2007: Multivariate Analysis

HIV-infected (n=1,469) HIV-uninfected (n=1,318)

OR 95% CI P OR 95% CI P

EDD receipt 1.2 0.9-1.8 0.2 1.0 0.6-1.7 0.9
Non-white (ref=White) 1.0 0.6-1.5 0.9 1.7 0.8-3.7 0.2
Married/living w/ partnera 0.6 0.4-0.9 0.03 0.4 0.2-0.7 0.004
Sex with men in past yeara (ref=no sex with men in past year) 2.0 1.4-2.8 <0.001 4.0 1.3-11.7 0.01
Hazardous alcohol consumptionb (ref=none) 1.7 1.1-2.5 0.008 2.2 1.3-3.8 0.004
Non-prescribed pain medicationc (ref=none) 1.6 1.1-2.4 0.02 0.5 0.2-1.1 0.09
Marijuana usea (ref=none) 1.5 1.0-2.1 0.04 1.8 0.9-3.6 0.08
Cocaine usea (ref=none) 1.8 1.2-2.7 0.01 2.4 1.3-4.5 0.005
Depressiond (ref=none) 1.1 0.7-1.6 0.7 1.5 0.9-2.5 0.2

Risky sexual behavior defined as unprotected intercourse with a partner of serodiscordant or unknown HIV serostatusaBased on self-report; bHazardous
Alcohol Consumption: Alcohol Use Disorders Identification Test (AUDIT) score of ≥8; cNon-prescribed pain medications defined as any use in past year
from list of 20 narcotic pain medications; dScore of 10 or more on the Patient Health Questionnaire (PHQ-9) (21)

Table 3. Factors Associated with EDD Receipt Among Sexually Active Men Participating in VACS, 2005–2007: Multivariate Analysis

HIV-infected (n=1,469) HIV-uninfected (n=1,318)

OR 95% CI P OR 95% CI P

Age
<40 years – –
40-49 3.4 1.6-6.9 0.001 4.3 1.7-11.0 0.003
50+ 4.3 2.1-8.7 <0.001 7.8 3.1-19.8 <0.001
Non-white (ref=white) 0.8 0.6-1.2 0.3 2.1 1.5-3.0 <0.001
Married/living with partnera 1.1 0.8-1.4 0.6 0.6 0.5-0.8 0.001
Sex with men in past yeara (ref=no sex with men in past year) 0.6 0.4-0.8 <0.001 0.5 0.2-1.4 0.2
Non-prescribed pain medication in past yearb (ref=none) 1.4 1.0-1.9 0.03 2.0 1.4-2.9 <0.001
Depressionc (ref=none) 1.2 0.9-1.7 0.2 1.4 1.0-1.8 0.02
Hypertensiond (ref=none) 1.2 0.9-1.6 0.1 1.3 1.0-1.7 0.07
Coronary artery diseased (ref=none) 0.8 0.4-1.5 0.5 0.7 0.4-1.0 0.06

aBased on self-report; bNon-prescribed pain medications defined as any use in past year from list of 20 narcotic pain medications; cScore of 10 or more on
the Patient Health Questionnaire (PHQ-9) (21); dBased on ICD-9 diagnosis

119Cook et al.: EDD Use, Risky Sex, and STDsJGIM



obtaining it by prescription.9 A study of EDD use in hetero-
sexual drug users found that many men used the medications
to “enhance sexual experience,” rather than to treat erectile
dysfunction, but 30% of that sample had obtained these
medications without a prescription.11 The current study only
considered EDD that had been obtained by prescription, a
source that is most relevant and under the control of the
prescribing clinician.

In this study, the proportion of sexually active men who
received prescriptions for EDD use was fairly high; one-third of
men over age 50 received two or more prescriptions in the
previous year, with receipt being equally likely among men
aged 50 to 60 as in those aged 60 and above. EDD receipt was
less common among MSM in this sample, which could reflect
either less erectile dysfunction, or decreased use of physicians
as a source of EDDs, or a reluctance by physicians to prescribe
EDD to these patients. The association of EDD receipt with
non-prescribed use of pain medications had not been reported
previously. Possible explanations include an association of
chronic pain with erectile dysfunction, side effects of the
specific medications, or other characteristics of men that are
more likely to use pain medications without a prescription.
Similarly, the finding linking depression with EDD receipt
could reflect either depression as a cause of erectile dysfunc-
tion, erectile dysfunction as a cause of depression, or side
effects of medications used to treat depression.27,28 Other
studies have also found an association of depression with EDD
use in HIV-infected men.29

The proportion of sexually active men who engaged in risky
sex or reported STDs was fairly high, especially among HIV-
infected men. This is consistent with a previous analysis in
VACS in which men were more likely to engage in risky sex if
they were younger, reported hazardous alcohol or drug use,
were not married, or were MSM.30 Persons with these risk
factors may benefit from additional attention regarding HIV/
STD prevention counseling regardless of their EDD use; an
opportune time to address sexual health risks would be when
an EDD is being prescribed.

Several potential study limitations should be noted. As in
any cross-sectional analysis, the cause-and-effect relationship

between EDD receipt and risky sexual behaviors can be
difficult to assess, especially when the associations are
compared at general levels rather than event-specific analyses.
Men attending VHA clinics may have sociodemographic or
behavioral characteristics that are different from men
recruited from non-VHA clinical settings, although veterans
have not been the focus of prior research on this topic. Our
definition of EDD receipt does not include EDD that was
obtained from a non-VHA pharmacy, provided as a sample
medication, or obtained without a prescription. However, the
focus of this analysis is on EDD obtained from a healthcare
provider. It is also possible that providers systematically
declined to provide EDD to men that they knew or suspected
were engaging in risky sexual behavior, but this was not
measured in the current study. Finally, measures of risky
sexual behavior and self-reported STDs have limitations and
are likely to underestimate the true prevalence of these
behaviors and infections. However, we have no reason to
suspect that reporting of these conditions would vary accord-
ing to EDD receipt.

In conclusion, the findings from this study provide some
reassurance to healthcare providers who prescribe EDD, includ-
ing those who provide care to HIV-infected men. Although it is
clear that some men who receive EDD engage in risky sexual
behavior, we found that HIV-infected and HIV-uninfected men
who received EDD were no more likely to engage in risky sexual
behavior or to report new STDs than men who did not receive
EDD. Physicians should continue to counsel their patients about
HIV/STD prevention at opportune moments such as discussion
of EDD, general checkups, or when identifying other risk factors
associated with risky sexual behavior.
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Investigators have the responsibility to ensure that prospective participants are
fully informed about a research protocol prior to consenting to participate, yet many
researchers face challenges when obtaining consent, since the majority of the general
population has limited or no familiarity with research studies. These challenges are
further magnified when obtaining consent from individuals with low literacy levels
and who speak languages other than English. In this article we present findings from
a qualitative study conducted with Spanish-speaking individuals with low-literacy
designed to refine the Agency for Healthcare Research and Quality’s Informed Con-
sent and Authorization Toolkit for Minimal Risk Research. Findings from this study
indicate that familiarity with providing informed consent and authorization for
research or the experience of being a research participant appear to play key roles
in an individual’s ability to understand the consent and authorization process. While
the text of the consent and authorization documents can be simplified using plain
language principles, comprehension of several fundamental ideas such as risk and
privacy need to be safeguarded with a consent process that confirms comprehension.
Recommendations are provided to address the informational needs of individuals
with low literacy levels and limited or no experience with research participation.

Investigators have the responsibility to ensure that prospective participants are
fully informed about a research protocol prior to consenting to participate. This
responsibility is fulfilled by means of an informed consent and the Health Insurance
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Portability and Accountability Act (HIPAA) authorization process [http://www.
hhs.gov/ohrp/humansubjects/guidance/45cfr46.htm; http://www.hhs.gov/ocr/
privacy/]. Barring special circumstances, this process is facilitated and documented
by means of an informed consent and HIPAA authorization form. Further, federal
regulations mandate that consent for human research participants be presented in
a fashion that is ‘understandable’ by potential participants and that research
authorization forms be written in ‘plain language’ [http://www.hhs.gov/ohrp/
humansubjects/guidance/45cfr46.htm]; [http://www.hhs.gov/ocr/privacy/hipaa/
administrative/privacyrule/adminsimpregtext.pdf].

Consequently, many Institutional Review Boards (IRBs) have established read-
ability guidelines. Unfortunately, IRBs rarely meet their own guidelines in the tem-
plate text that they require investigators to use and most research consent forms
present information in a manner that is unnecessarily complex and unreadable by
most people (Paasche-Orlow et al., 2003). As such, obtaining consent—using written
consent forms—for research participation from individuals with low literacy poses
great challenges (Davis et al., 1998).

Research participants have commonly been found to lack basic understanding
regarding fundamental aspects of the studies in which they are participating (Flory
and Emanuel, 2004; Jenkins et al., 2010; Raich et al., 2001; Sugarman et al., 1999).
While most authors have found benefits from designing consent forms that are
shorter and easier to read (Coyne et al., 2003; Flory and Emanuel, 2004; Kang
et al., 2009; Paris et al., 2010) simply decreasing the reading level will not ensure that
all potential participants give consent and authorization that have been substantively
informed. For example, easy-to-read consent forms might not be enough for poten-
tial research participants who lack familiarity with providing informed consent or the
activities of participating in research (Sudore et al., 2006).

In addition, making consent forms easier to read does not necessarily address
the linguistic challenges that researchers face when obtaining consent from indivi-
duals who speak languages other than English and=or have limited English pro-
ficiency even when using a consent form that has been translated into the target
language without determining whether the translation process rendered an easy-
to-understand consent form. To address this situation, most IRBs overseeing
research conducted with non-English speaking populations allow investigators either
to use a short-form translated generic statement delivered by an interpreter along
with a discussion of the research using the English consent form as a guide or
require researchers to submit translated versions of the consent forms they intend
to use [REF: http://www.hhs.gov/ohrp/humansubjects/guidance/ic-non-e.htm]
frequently requiring the application of a back-translation method (i.e., the process
of translating a document that has already been translated into another language
back to the original language by an independent translator) as a mechanism to assess
the translation’s accuracy. Although these strategies represent significant improve-
ments from past practices, they may not be enough.

To address many of these concerns, an Informed Consent and HIPAA Author-
ization Toolkit was developed by Agency for Healthcare Research and Quality
(AHRQ) staff and modified with input from experts in health literacy, clinical
research, Federal regulations, HIPAA authorization requirements, and ethics.
The toolkit was also pre-tested by researchers at Boston University Medical Center
(ACTION Network Field Partnerships for Applied Research, Principal Investi-
gator: MP-O) with a diverse group of research participants, researchers, and IRB
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professionals. To refine and validate the language of the sample consent documents
in this toolkit, we recruited English- and Spanish-speaking research participants
with different levels of literacy to participate in focus groups and individual inter-
views in five cities (Atlanta, GA; Baltimore, MD; Boston, MA; Tucson, AZ; and
Waukegan, IL). These materials are not copyright protected (http://www.ahrq.
gov/fund/informedconsent/) and have been reviewed to ensure that the guidance
provided is consistent with the regulations for obtaining and documenting informed
consent for participation in minimal risk research and authorization for use of pro-
tected health information as required under HIPAA (see Appendix for example text
excerpt). In this article we present findings from the qualitative study conducted
with Spanish-speaking individuals with low-literacy designed to assess comprehen-
sion of and refine the AHRQ Informed Consent and Authorization Toolkit for
Minimal Risk Research.

Methods

To evaluate the comprehension of a Spanish version (translated from English) of an
easy-to-read minimal risk consent form and HIPAA authorization among Spanish-
speaking Latino=as, we conducted three focus groups and 12 individual interviews.
Individuals were recruited at adult basic education (ABE) programs and health
clinics. Teachers at the ABE programs and clinical staff from the health clinics
identified Spanish-speakers with low and higher literacy and informed them about
the study. If they agreed to participate, they were invited to be part of a focus
group or participate in an individual interview with a Spanish-speaking PhD level
researcher. A total of 37 individuals were recruited. Twelve participated in twelve
qualitative individual interviews and 25 participated in focus groups. Participants
provided oral consent prior to participation and they received $25.00 for partici-
pation following completion of the focus group or interview. The rationale for
using focus groups and individual interviews as the two qualitative data collection
methods was that both methods allowed conducting an in-depth assessment of
participants’ comprehension of the toolkit’s content.

The goals of the focus groups and individual interviews were: (1) to assess
how much participants understood the information included in a consent and
authorization form about a hypothetical study for patients with diabetes; (2) to
obtain participants’ input about how to improve comprehension; and (3) to explore
the effectiveness of communication strategies other than reading in order to make
the process of obtaining consent to participate in a research project meaningful to
potential research participants. Although the consent form referred to a hypothetical
study for patients with diabetes, the document did not have clinical content, and
participant selection criteria did not include having diabetes. We informed parti-
cipants that the consent form referred to a hypothetical study, and thus asked them
to pretend that they had diabetes, and were being invited to participate in a study
designed for people with diabetes.

Upon obtaining verbal instead of oral consent—in order not to exclude
individuals with low literacy—to participate in the study, we gave participants a
binder that contained the consent form and HIPAA authorization typed in
non-glossy, high contrast paper with large print to avoid excluding individuals
with low vision or other visual impairments. During both the focus groups and
individual interviews we asked participants to review the text included in the
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consent form and HIPAA authorization using a semi-structured interview format
combined with cognitive interviewing (i.e., think-aloud) techniques. First, we asked
participants to read the consent form and HIPAA authorization. For the focus
groups, the facilitator asked the group to complete that task by taking turns
reading the documents aloud.

Once participants read the documents, each statement included in them was
reviewed following four steps. For the first step, the facilitator asked participants
to review a statement on the document, and then asked, ‘What does this statement
mean to you?’ Participants’ perceptions of the phrase and what it meant to them
were recorded, and follow-up questions were asked to further clarify participants’
responses as necessary. If participants reported not knowing the meaning of a word,
this was recorded. For the second step, the facilitator read the same statement aloud,
and then asked questions about the statement (e.g., ‘tell me in your own words what
this means’) followed by questions for clarification, if needed. After discussion of
their perceptions, the third step involved the facilitator explaining what the statement
meant and asking participants to think about how the wording could be improved to
make the statement easier to understand or clearer (e.g., ‘Which words need to be
changed?’ ‘How can we say this better?’). Any different wording participants sug-
gested in order to better or more easily explain the concept was noted. During step
four, the facilitator presented textual variants of the same item to determine if other
wording would be more appropriate.

Although the goal was not to reach consensus, if there was one relatively clear
choice among focus group participants, that choice was marked as preferred. If the
group agreed on multiple good options, they were noted and rank ordered per the
group’s preferences. This four-step procedure was repeated for each element in
the sample informed consent and HIPAA authorization forms in order to address
each of the elements of informed consent and authorization. At the end of the
interviews and focus groups, participants were asked, ‘‘tell me in your own words
about the research project described in these documents.’’ Based on feedback from
participants, the text was adapted in an iterative fashion.

Results

After each participant of the first focus group took turns reading each statement
included in the consent form and HIPAA authorization form and followed the four
review steps described above, five of the seven members of this group could not
explain the purpose of the documents in their own words. In contrast with parti-
cipants in the first focus group, those in the other two focus groups as well as those
who completed the individual interviews were able to formulate the documents’
intent and content in their own words.

Most participants reacted unfavorably to the length of the documents. Even
though the documents were written in plain language and followed low literacy
principles, some participants deemed them too long. One participant provided
the following recommendation: ‘‘say what you need to say not using so many
words.’’ Another participant recommended not to use fine print since that kind
of font ‘‘is not trustworthy.’’ All participants expressed their preference to have
someone (e.g., researcher) going over the consent form with them. They also
expressed the need to be given time and ‘‘space’’ to carefully review the consent
form before making a decision about participating in the research study. This quote
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illustrates what some participants deemed the appropriate way to handle the
process of obtaining consent:

‘‘When someone hands you this document and sits in front of you while
you are reading, it’s intimidating and makes you nervous and you can’t
really read it well. So, we need time, and a properly designated space
where we can read and sign it. If they can take it home and read it with
a family member, it would be better. This way they’ll feel more comfort-
able in discussing the document with THEIR family, rather than with a
stranger. You’re giving them options. You can say to them, ‘‘I can help
you. You can do it by yourself, or you can take it with you.’’ [It’s impor-
tant to give them options] because you are not aware of my skills yet.’’

Another participant expressed a similar opinion: ‘‘I would need to feel assured, just
like we’re doing here today. I would like to read it slowly, with various people, like
we are doing here, and go step by step, in order for me to feel sure.’’

Most participants (in both focus groups and individual interviews) reported
that they had never signed a consent or authorization form for research partici-
pation before. As they were going through the documents, it was evident that these
individuals had difficulties understanding what it takes to participate in a research
study and the purpose of going through the process of consenting. For example,
participants had difficulties understanding the goals of the study as well as the
research activities involved in the study described in the consent form. They also
expressed limited understanding of the process of withdrawing from the research
study and the use of personal health information obtained prior to withdrawing
from the study.

Issues related to translation were also evident in the study. For example, parti-
cipants provided feedback that some sentences contained words that were grammati-
cally correct, but read like literal translations with a syntactic structure that followed
English language rules, and thus had an impact on participants’ comprehension.
This finding underscores the importance of incorporating a pilot test to assess
comprehension of the translated test prior to completing the final version of the
translated during consent form.

Notable Areas of Complexity

Risk

A significant number of participants had difficulties understanding the purpose and
intent of the section that described risks from participating in the research study. For
example, many of them could not comprehend why the possibility that other people
would learn about their participation in the study could be harmful. For other part-
icipants, the risk section explanation of mandatory reporting of crimes committed by
participants instilled distrust among some participants, and made them consider not
consenting to participate in the study described in the forms. In this regard, one
participant said:

‘‘That is forewarning you that you’re better off not opening your
mouth . . . . And to tell lies, if you have any problem. Well, this part
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frightened me when I read it and it was the first thing I contested. The
money part or the questions part was nothing. But this part tells me that
I’m protected, but once I sign the document, I’m no longer protected.
But, not only I am not protected for what I may say, but I can also
end up in jail.’’

Protected Health Information

After reading the documents some participants indicated that they would not pro-
vide consent to participate in the study described in the consent form and HIPAA
authorization since they did not believe that their personal health information would
be protected. The reason why they did not believe that their personal health infor-
mation would be protected stemmed from what they described as confusing or con-
tradictory information regarding the use this information. Participants who deemed
this information confusing expressed a heightened level of distrust regarding the
goals of the study and the need to sign a consent form. The following quotes illus-
trate the feelings participants expressed in this regard:

‘‘I read in the document that my medical record is protected by a privacy
law, but the minute I sign the consent, it is no longer protected. And it
states that the information will be given to certain people. How am I
going to be sure that people will not have access to that information?
Besides, it states that I can stop the authorization at any moment, but
that the information I have already provided will continue to be used.
There really isn’t any law that will protect me. In other words, what this
is saying doesn’t make sense.’’

Another participant echoed the same feelings:

‘‘Pardon me. It seems to me like this contradicts itself. It contradicts
because first, it tells me that medical record information is protected
under the Privacy Rule, and later on, it tells me that you are not respon-
sible for protecting my information. It’s not confusing. It’s clear, but con-
tradictory. We are no longer protected by the law because we are giving
you authorization for other people to see it. They’re going to be fright-
ened. They [the research team] will use it for the study, for whatever they
want. I repeat, it tells us, ‘‘WE WILL DO OUR BEST . . .’’ No one is giv-
ing me a written document or a guarantee. I’m not given a guarantee
where it says, ‘your information will be kept confidential with people
of the study.’ ’’

Other participants who felt that the documents felt short protecting their privacy,
reported that since their participation in research could potentially produce knowl-
edge that could benefit other people, they were willing to forgo full protection of
their privacy in order to help others (see the Appendix for an example of toolkit’s
text). Finally, the study’s results did not suggest that culturally-specific issues
informed participants’ willingness to participate in the hypothetical study described
in the consent form.
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Discussion

We undertook a series of cognitive interviews with iterative adaptation of consent
and authorization documents to refine the template text for the AHRQ Informed
Consent and HIPAA Authorization Toolkit. This activity was guided as well by a
series of reviews conducted by a Delphi Panel of experts as well as by staff at the
Office for Human Research Protections (OHRP) and the Office for Civil Rights
(OCR). Findings from this study indicate that even when researchers follow recom-
mendations designed to facilitate reading comprehension of consent forms—large
font, plain language, shorter sentences, document written in respondent’s preferred
language, wide margins, and shorter paragraphs—comprehension is not guaranteed.
While our experience provided evidence that improved readability is important,
underlying conceptual complexity cannot be avoided in many instances. Some par-
ticipants did not understand the content of the consent form even though they were
able to read it. This appeared mostly for people with no prior experience with
research and for those who have never seen a consent form. Indeed, lack of famili-
arity with the concepts appeared to be a more important barrier to comprehension
than semantic or syntactic issues. Others understood most of the content, but were
confused about the extent to which the consent form provided sufficient protections
around the issues of confidentiality, risks and benefits. In addition to this, even
though the documents had been edited to have fewer words than typically found
in comparable documents, they were generally viewed as lengthy and wordy. It is
clear that comprehension was not guaranteed through the application of technical
document-focused strategies (e.g., large font, shorter sentences, etc.) designed to
lower the document’s reading level. This suggests that researchers should take
additional steps to improve comprehension since it is not realistic to expect that
reading a consent form will guarantee comprehension of the research project it
describes (Sugarman & Paasche-Orlow, 2006).

Lack of familiarity with participation in a research study and lack of familiarity
with providing informed consent and authorization appeared to play key roles in
individuals’ ability to understand what is being asked from them. Among those
who understood both the process of participating in a research study and consenting
to it via a written document, the language used in the consent form (even though it
was considered written in ‘‘plain language’’) was deemed confusing and contradic-
tory. Confusing and contradictory information in the HIPPA authorization form
generated feelings of distrust among participants who demonstrated a high level
comprehension of the document, and thus they felt that they did not have enough
protections to be willing to sign the document.

The results of this study align with those of previous studies that have shown
that comprehension of informed consent documents poses problems for many par-
ticipants (Taub et al., 1986; Davis et al., 1998). Similar to the study described here,
Davis and colleagues (2002) conducted a study to test whether the use of a simplified,
illustrated consent document that followed low literacy recommendations would be
easily understood by individuals with marginal-to-low reading skills. Although par-
ticipants indicated that the simplified version was more conducive to participating in
the study than a standard consent form, there was no difference in level of compre-
hension across the two consent form versions. They indicated that participants’ read-
ing levels appeared to be related to comprehension and thus questioned the use of
written consent forms for low literacy individuals. Our results echo these earlier
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findings, and demonstrate how basic research concepts can be challenging for people
to comprehend even when they can read a document that describes those concepts.
In addition to this, our study’s findings regarding the absence of culturally informed
bias towards consenting to participate in a research project compare with findings
from another study conducted with Mexican Americans. That study focused on their
recognition of the risks and ethical issues associated with enrollment in genetic fam-
ily studies and explored how this recognition affects their informed and voluntary
participation. The study found that participants did not recognize and tended to
underestimate the social and cultural risks associated with their participation in
genetic family studies (Arar et al., 2005).

The study provided the opportunity to further refine the Toolkit by improving
the Spanish and shorten the text. Findings from this study also provide further evi-
dence that energy needs to be put into the process of obtaining consent and author-
ization from potential research participants, since simply translating documents
from one language into another is not enough to achieve comprehension. Insti-
tutional Review Boards, in their effort to protect human participants, need to pro-
vide specific guidelines to researchers who recruit individuals who speak languages
other than English, have low literacy skills, and are unfamiliar with both research
participation and informed consents. For those who speak languages other than
English, Institutional Review Boards’ requirement of conducting back-translation
procedures to verify translation addresses the issue of content accuracy but not
the issue of content comprehension. Back-translation is considered a rough and
mechanistic assessment of translated text (Harkness et al., 2004), and thus falls short
determining the translation’s quality in terms of the level of comprehension on the
part of the audience who will be using the translated text. In addition to that, a
back-translation of a literal translation may simply replicate flaws present in the
original text. In this sense, a back-translation could fall short as a tool to assess
the adequacy of the translated text (Blais and Gidengil 1993). IRBs should provide
templates of consent forms in languages other than English that are not only trans-
lated by professional translators but pilot tested for comprehension with individuals
who speak those languages and who have different levels of literacy and familiarity
with research and informed consent. Implementing these steps could lead to
language-specific consent forms that successfully capture and clearly communicate
the intended concepts to individuals with little or no familiarity with participation
in research.

Since the data obtained from this research was communicated to AHRQ prior to
the publication of this manuscript, the Toolkit—readily available to the research
community—recommends that investigators obtaining consent from potential
research participants implement interactive strategies to confirm participant’s com-
prehension of the consent form. Our research design allowed us to do this, and it
provided an opportunity to learn how participants interpreted the documents’ con-
tent (i.e., confidentiality, risk) and further details of their decision-making process
(e.g., forgoing privacy in order to help others through their participation in
research). We recognize that, realistically, most researchers cannot spend unlimited
amount of time obtaining consent from potential participants. However, in order to
make comprehension of both the consent form and the research study in question a
universal guideline or standard, Institutional Review Boards should also require that
researchers complete training on interactive consent processes designed to address
the informational needs of individuals with low literacy levels and limited or no
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experience with research participation (Sudore, 2006). The training should include
the use of prescreening protocols aimed at explaining the purpose of the research
study to potential participants prior to obtaining consent as well as the use of probes
and teach-back methods as tools to inform about consent and authorization and to
verify comprehension. Such procedures are needed not only to conform to regulat-
ory guidelines and ethical norms, but also, to improve access for a broad spectrum of
potential participants to research protocols that they might otherwise avoid simply
due to misunderstanding. The failure to enroll participants with low health literacy
can threaten the validity of many research protocols. Finally, our findings suggest
the need for IRBs and researchers alike to consider adding to consent forms a brief
introductory statement explaining what participation in research is and why poten-
tial participants need to be informed about what is involved in the research study
before they consent to join the study.
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Appendix: Example of AHRQ’s Informed Consent and HIPAA Authorization
Toolkit

English version Spanish version

We are asking you to be in a research
study.

You do not have to be in the study.

If you say yes, you can quit the study at
any time.

Please take as much time as you need to
make your choice.

Your medical care will not change in any
way if you say no.

Le estamos pidiendo que participe en un
estudio.

Usted no tiene que participar en el
estudio.

Si dice que sı́, puede dejar de participar
en el estudio en cualquier momento.

Por favor tome todo el tiempo que
necesite para decidir.

Su atención médica no cambiará de
manera alguna si dice que no.

Why are you doing this research study? ¿Por qué se está haciendo este estudio de
investigación?

We want to learn more about how to
help people who have [insert
condition]. This study will help us
learn more about [insert specifics]. We
are asking people like you who have
[insert condition] to help us.

Queremos saber más sobre cómo ayudar
a las personas que tienen [inserte
condición]. Este estudio nos ayudará a
aprender más sobre [provea
información especı́fica]. Les estamos
pidiendo a personas como usted que
tienen [inserte condición] que nos
ayuden.

Is there any way being in this study could

be bad for me?

Participar en este estudio, ¿pudiera ser

malo para mı́, de alguna manera?

Yes. There is a chance that:

. The questions could make you sad
or upset.

. Someone could find out that you
were in the study and learn

Sı́. Hay una posibilidad de que:

. Las preguntas le hagan sentirse
triste o sentirse mal.

. Alguien pudiera enterarse de que
usted participó en este estudio y

(Continued )
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Appendix: Continued

English version Spanish version

something about you that you did
not want others to know.

. You could have a legal problem if
you told us about a crime such as
child abuse [list other mandatory
reporting required in your state]
that we have to report.

We will do our best to protect your
privacy.

[Note to researcher: Insert details on
additional risks if relevant to the
study, such as: You could have a legal
problem if someone outside the study
found out that you did something
illegal.]

[Provide details regarding accommo-
dation or referrals (e.g., for counsel-
ing) if relevant to the study.]

llegar a saber algo sobre usted que
usted no querı́a que supiera.

. Usted podrı́a tener un problema
legal si nos cuenta sobre un delito,
como el abuso de niños [propor-
cione una lista de asuntos de noti-
ficación forzosa que se exijan en su
estado], que tenemos que reportar.

Haremos todo lo posible para proteger
su privacidad.

[Nota para el investigador: Provea
detalles sobre riesgos adicionales si son
relevantes para el estudio, tales como
un problema legal si alguien fuera de
este estudio se enterara que usted hizo
algo ilegal.]

[Nota para el investigador: Provea
detalles sobre asistencia o referidos
(por ejemplo, consejerı́a) si es rele-
vante para el estudio]
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eneficial in terms of CV outcomes, but this was presumably
onfounded by the disadvantages of the atenolol-based regimen.

However, we did not focus on the variable predictability of HR
ecause that was not the purpose of the study. We wanted to know
hether having a higher baseline HR attenuated the superior

ffects on major CV events of the amlodipine-based compared
ith atenolol-based regimen. We could find no evidence of any

uch attenuation, and hence we believe that an increased baseline
R should not be an indication for preferential use of beta-

lockade in hypertensive populations without coronary heart dis-
ase. Even if baseline HR had not predicted CV outcomes in the
SCOT study, we believe that the same conclusion should be
rawn.
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leeding Risk on
arfarin Among Elderly

atients With Atrial Fibrillation
oli et al. (1) observed different rates of major hemorrhage between
atients younger than 80 years of age and 80 years of age and older.
s discussed by the authors, these rates differed considerably from

he rates of major hemorrhage observed among similarly aged
ohorts by Hylek et al. (2). We want to highlight an important

ethodological issue in the authors’ calculation of event rates. The p
uthors state, “the overall exposure to warfarin for each patient was
alculated in relation to aging, before and after his/her 80th
irthday.” Thus, the authors allowed crossover of prevalent war-
arin survivors from the younger cohort to the age �80 years
nception cohort. At the time of enrollment, the baseline age �80
ears cohort numbered 180 patients. Yet, in Table 1 of their article
1), the authors provide baseline characteristics for 327 patients in
he age �80 years group. The 2 age inception cohorts are distinct
nd should contribute person-years exclusively to their baseline
ssignment. Given this methodological error, the rates of hemor-
hage provided for the 2 inception cohorts are flawed. The reader
s also unable to compare baseline characteristics between the
ounger and age �80 years inception cohorts because the authors
ermitted crossover of 157 patients. In addition, the observation
eriod in the study by Hylek et al. (2) was intentionally truncated
t 1 year to provide the first-year experience on warfarin. Calcu-
ation of adverse event rates over years tends to enrich the
erson-year denominator with “survivors” because bleeding rates
re highest in the first 90 days of warfarin therapy. To accurately
eport rates of major hemorrhage among elderly individuals newly
tarting warfarin, the authors need to recalculate the bleeding rates
ccording to baseline group assignment without crossover between
he groups. To enable comparison of the 2 studies, events and
erson-years of observation would need to be restricted to the
atients’ first year of therapy. The anticipated results would be
igher bleeding rates and deterioration of time “in-range” as
eported.
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eply

e studied a cohort of atrial fibrillation patients on oral antico-
gulant treatment for stroke prophylaxis (1). Our patients were
outinely followed by the Anticoagulation Clinic of our institution
ith a median follow-up of 2.7 years, and some of them for as long

s 13 years. At the beginning of warfarin treatment, the mean age
f our cohort was 75 years; therefore, many patients reached the
ge of 80 years during follow-up. As stated in the article, we
ecided to analyze the occurrence of adverse events in relation to
ging to evaluate whether aging itself could be correlated with an
ncrease in bleeding risk that exceeds the advantages of stroke

revention. In reporting clinical characteristics of patients, we
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Head and Neck Sequelae of Torture

Sondra S. Crosby, MD; Shaulnie Mohan, MD; Christina DiLoreto, MD; Jeffrey H. Spiegel, MD, FACS

Objectives/Hypothesis: To increase awareness
of torture among otolaryngologists, and to describe
methods and complications of head and neck torture.

Study Design: Retrospective review.
Methods: Five cases of survivors of torture were

evaluated in an otolaryngology practice in an urban
hospital setting.

Results: The subjects presented with widely
variable symptoms and physical manifestations
related to the head and neck as a result of torture, in
addition to psychiatric disease. Documentation of
head and neck findings were essential to the asylum
claim.

Conclusions: Otolaryngologists serving immi-
grant and refugee populations must be familiar with
methods and manifestations of torture involving the
head and neck.

Key Words: Head and neck, torture, methods of
torture, trauma.
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INTRODUCTION
The UN Convention Against Torture defines torture

as: ‘‘any act by which severe pain or suffering, whether
physical or mental is intentionally inflicted on a person
for such purposes as obtaining from him or her or a
third person information or a confession, punishing him
for an act he or a third person has committed, or intimi-
dating or coercing him or a third person, or for any
reason based on discrimination of any kind, when such
suffering is inflicted by or at the instigation of or with
the consent or acquiescence of a public official or other
person acting in an official capacity. It does not include
pain or suffering arising from, inherent in or incidental
to lawful sanctions.’’1

In 2008, Amnesty International Report reported that
torture and ill treatment occurred in 81 countries2; how-
ever, torture is commonly under-reported. At the end of
2007, there were 31.7 million people of concern to the
UNHCR (refugees, asylum seekers, displaced persons,
and others), 365,103 of whom reside in the United States.3

The United States was the main receiving country for asy-
lum applications, with 50,000 lodged in 2007.3 A refugee
is defined as an alien unwilling to return to his or her
country of origin ‘‘because of persecution or a well-
founded fear of persecution on account of race, religion,
nationality, membership in a particular social group, or
political opinion.’’4 Asylum seekers meet the same criteria
as refugees; however, they apply for asylum in the host
country. This distinction is important because asylum
seekers may be undocumented, and are an extremely vul-
nerable population. The prevalence of torture among
refugee groups resettled in the United States varies with
the population studied. For example, Jaranson et al.
reported that the prevalence of torture in Somali and
Oromo refugees in Minneapolis-St. Paul was 36% and
55%, respectively.5 In a clinic-based survey of foreign-
born patients presenting to an urban primary care clinic
in Boston, 11% reported a history of torture.6 Associated
with a higher risk of torture were recent arrivals to the
United States from the African and Asian continents.

When survivors of torture do seek medical care, it
may be their first interaction with the healthcare system.
Survivors may choose not to disclose their experiences
due to fear of putting themselves and families in further
danger, impairment of memory resulting from torture,
cultural sanctions, or simply as a coping strategy.7 Survi-
vors of torture may have difficulty developing trust with
healthcare providers, as one third to one half of survivors
report that physicians oversaw their torture.8 In one
report, 6.6% (8/121) of foreign-born patients polled in a
large urban clinic in the United States reported a history
of torture, and none of these patients were recognized as
torture survivors by the treating physicians.9

Torture is an assault of a person’s mind, body, and
sense of security, and may cause long-term physical and
psychological effects. It is one of the most traumatizing
of human experiences. Torture methods are often
devised so that they leave minimal or no physical signs
of torture after the fact, thus it is important for
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providers to consider the possibility of torture in the
appropriate clinical setting.10

Mechanisms of torture specific to the head and neck
include, but are not limited to, beatings resulting in lac-
erations and facial fractures; cutting; burning (thermal
and chemical); application of electric shocks to the
tongue, lips, and ears; dental trauma; tympanic mem-
brane rupture from deliberate hard slaps to the ears
(known as teléfono); barotrauma from loud noises result-
ing in hearing loss; and near asphyxiation (e.g.,
waterboarding).10 The physical symptoms and complica-
tions resulting from these forms of torture may require
specialized evaluation and treatment by an otolaryn-
gologist.

The objective of this report is to increase awareness
of torture among otolaryngologists. This paper will spe-
cifically review prevalence of and methods of torture
involving the head and neck. It will emphasize the im-
portance of establishing rapport, obtaining a social
history, and determining the method of torture to appro-
priately diagnose and adequately treat survivors of head
and neck torture.

MATERIALS AND METHODS
A series of case reports of asylum seekers referred to the

Boston Medical Center Department of Otolaryngology from the
Boston Center for Refugee Health and Human Rights
(BCRHHR) between May 2004 and December 2008 for evalua-
tion and treatment of injuries to the head and neck as a result
of torture in their home countries is presented. Cases included
women and men �18 years of age who were survivors of torture
by the United Nations definition. We describe the methods of
torture, symptoms, physical exam, diagnosis, and treatment of
these cases. Methods and manifestations of head and neck tor-
ture are reviewed. The institutional review board at Boston
Medical Center approved the study.

RESULTS

Case 1
Patient 1 is a male in his mid-30s who fled from a

Middle Eastern country after being persecuted for his
religious affiliation. He was kidnapped and beaten for
several hours, including sustaining blunt trauma to the
head resulting in loss of consciousness. He was referred
to the BCRHHR by his attorney for a forensic evaluation
as part of his application for political asylum. Psycholo-
gical manifestations of his torture included post-
traumatic stress disorder (PTSD) and major depressive
disorder. The patient complained of episodic dizziness
lasting days to weeks, causing difficulty with ambulation
and associated otalgia necessitating multiple visits to
the emergency department. He did not relate the history
of beating to his current symptoms, and was initially
fearful of disclosing his symptoms. He worried that the
gait imbalance that he experienced would cause people
to suspect he was drinking alcohol, which was culturally
taboo. The patient was referred by his primary care doc-
tor to the otolaryngology clinic, where on physical
examination, the patient was found to have normal
cerebellar function, normal Romberg standard, and an

abnormal Romberg tandem. With evaluation of gait, the
patient was found to have normal gait with open eyes,
but a slower, broad-based gait with closed eyes. Dix-
Hallpike exam revealed right side down horizontal nys-
tagmus for 10 seconds without latency, followed by
rebound nystagmus on recovery of position. Otoscopic
exam revealed normal external auditory canals and tym-
panic membranes bilaterally, however fistula test on the
left was equivocal. Post-traumatic disequilibrium second-
ary to left oval window fistula was suspected, and
vestibular and audiometric testing was ordered. Find-
ings from the additional testing included left
sensorineural hearing loss with otherwise negative elec-
trocochleography (audiometric and vestibular). Because
an oval window fistula was still suspected, the patient
was taken to the operating room for exploratory tympa-
notomy, which revealed pooling of fluid around the oval
window, confirming the diagnosis of an oval window fis-
tula. Fat harvested from the pretragal tissue was used
to repair the defect, and the graft was secured with Gel-
foam. The patient is seen regularly for follow-up, and he
has noted no return of the vertiginous symptoms since
the repair. An affidavit in support of his asylum claim
documenting his otolaryngolic injury was written by his
primary care physician with input from the otolaryngolo-
gist, and the patient was granted asylum.

Case 2
Patient 2 is a female in her late 50s who fled from

Central Africa after being beaten unconscious on two
separate occasions for being a member of an opposition
political party. Her primary complaint on presentation
was excessive tearing, rhinorrhea, and a collapsed left
nostril. She could not recall with what she was beaten,
but she had significant scarring over her face and legs.
She was referred to otolaryngology for further evalua-
tion and treatment by her primary care physician at the
BCRHHR. On physical exam, she had scarring of the
left eyelid with retraction and mechanical lagophthal-
mos, multiple scars on her face with right medial
canthus splitting, palpable old fractures at the left or-
bital rim, abnormal occlusion, thinned tissue over the
right frontal bones, and decreased mobility of the right
forehead. She was also noted to have nasal dorsum flat-
tening, near total stenosis of the left nasal vestibule,
and nasolabial fold scarring with displacement of the
nasal spine. Neurological exam showed decreased mobil-
ity of the left frontalis muscle and paresthesias in the
left ophthalmic and maxillary distributions. The patient
was offered surgical repair of the nasal vestibular steno-
sis in addition to scar revision of the lower eyelid and
right alar area. After discussing her options, the patient
chose to defer treatment until the resolution of her legal
issues. She has yet to return to clinic for follow-up. She
suffers from cognitive impairment as a result of the
head injury, in addition to PTSD and major depressive
disorder, all of which complicate her medical care and
her legal case. An affidavit documenting her head and
neck injuries was presented to the court, and her case
for political asylum was granted.
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Case 3
Patient 3 is a male in his late 40s from Eastern

Africa who was detained and tortured in his home coun-
try on multiple occasions because of his ethnicity. His
people were persecuted, their villages pillaged, and the
children abducted to serve in the army. He was arrested
by the government and tortured (including beatings,
electric shocks, and genital trauma). He sustained multi-
ple injuries, including avulsion of his auricle with a
sharp object and being forced to swallow it. He was seen
by a primary care doctor in the BCRHHR, and referred
to the otolaryngology clinic. He initially reported that
his injuries resulted from a motor vehicle accident, but
later admitted that his auricular injury actually
occurred while confined in a torture camp. He was reluc-
tant to disclose his torture history because of shame. His
physical examination revealed a severed left ear with
approximately two thirds of the superior helix and trian-
gular fossa absent. The superior aspect of his external
auditory canal was stenotic. The soft tissue was intact
with a straight line laceration obliquely between the re-
sidual cartilage lobule and posterior auricular skin. The
patient was felt to be a good candidate for reconstructive
surgery. He underwent auricular reconstruction with a
Medpor framework, temporalis fascia flaps, and a split
thickness skin graft from the lower extremity. This
patient suffers from PTSD and generalized anxiety dis-
order, requiring specialized psychiatric care. An affidavit
documenting his head and neck injuries was submitted
to the court, and he was granted political asylum.

Case 4
Patient 4 is a female in her mid-20s from a Middle

Eastern country, who was strangled to unconsciousness
and left in a bathtub where hot water scalded and
burned her face and chest in a gender-based attack. It is
not known whether chemicals were also used to enhance
the extensive burn injury. When she awoke, she reported
‘‘there was no skin left on my face, it came off like soft
cheese.’’ She was hospitalized and did not regain con-
sciousness for several months. She has undergone
multiple reconstructive surgeries in several countries,
and is seeking political asylum in the United States. Her
examination revealed extensive scarring and contrac-
tures on her face, chest, and neck including extensive
scarring of her eyelids. Prior surgeries including signifi-
cant split thickness skin grafting to restore epithelial
coverage to areas of debrided skin.

Case 5
Patient 5 is a male in his early 20s from Western

Africa who was assaulted by a local government sup-
ported vigilante group that was heavily involved with
theft, arson, and property damage. When he refused to
join the organization, they retaliated by pouring acid on
his face while he was sleeping.

He was seen by a primary care doctor in the
BCRHHR and referred to the otolaryngology clinic for
further examination of his injuries. He initially reported

that his injuries had occurred as a result of a property
dispute and that his brother had been responsible for
the attack. Later, it was revealed his injuries were the
result of vigilante violence. At the time the patient pre-
sented to the clinic, he had undergone partial auricular
reconstruction at another institution. A Medpor graft
had been placed to expand the right ear with a temporo-
parietal fascial flap 2 years earlier. He presented to us
desiring to complete reconstruction. On physical exam,
extensive burns were noted involving the right side of
his face extending posteriorly to involve his scalp and
inferiorly to involve the superior aspect of his lips. He
had significant scarring and retraction of the upper and
lower lids of his right eye, with opacification and injury
to his cornea. He admitted to only being able to see
shadows on the right side. There was a scar noted across
the front of his scalp from a tissue expander. Examina-
tion of his right ear revealed cartilaginous structure
under the scar and skin. No posterior sulcus or external
auditory canal was visualized. After preliminary imag-
ing was done, the patient was found to be a good
candidate for completion of the reconstructive surgery.
The patient underwent stage 3 reconstruction of his
right ear with an otoplasty, lateralization of his auricle,
and split thickness skin graft from his upper extremity.
Postoperative follow-up revealed a patent right external
auditory canal with an intact and mobile tympanic mem-
brane. The patient was pleased with the outcome and
reported improved hearing on his right side. His asylum
claim is pending.

DISCUSSION
Head and neck trauma is frequently reported by

torture survivors. Beating to the head is a common form
of torture, with one report citing 73% of 200 survivors
reported severe beatings to the head. In this series, ver-
tigo was reported in 20%, of whom 87% had been beaten
on the head.11 Another study of 63 consecutive torture
survivors in Denmark reported that 95% of the subjects
had been beaten on the head and neck, and that 17%
reported being subjected to teléfono. The most common
presenting symptoms in this cohort were tinnitus,
decreased hearing, impaired air passage through the
nose, and dizziness. There was a significant relationship
between teléfono torture and tinnitus.12 Other common
techniques of torture are listed in Table I.13,14 The prev-
alence of torture survivors at our institution presenting
with head and neck injuries requiring evaluation by an
otolaryngologist is not known. The five cases in this
report presented to care between May 2004 and Decem-
ber 2008; however, this sample does not include all
survivors of torture with head and neck torture. Of 20
forensic evaluations completed by the first author (S.C.)
in 2008, 12 (60%) had documented injuries involving the
head and neck. These injuries included blunt trauma
resulting in facial lacerations, loss of consciousness, a
mandible injury requiring surgical repair, vertigo, dental
avulsions; cutting wounds with a blade or knife to the
face or lips; administration of electric shocks to the lips;
extensive burns to the head and neck; and strangulation

Laryngoscope 120: February 2010 Crosby et al.: Head and Neck Sequelae of Torture

416



injuries. Table II lists additional injuries and complica-
tions that can occur as a result of torture involving the
head and neck.

Head and neck examination of the torture survivor
should focus on the following findings:

Face
Fractures or soft tissue injuries can occur as a

result of beatings to the head and neck. Scarring from
lacerations, cutting wounds, or burns may be present
after healing of the acute injury. Scars from trace electri-
cal burns may be present on the ears, mouth, lips, or
tongue. In addition, scars may be present on the lips or
tongue from involuntary biting during the administra-
tion of electric shocks.

Nose/Paranasal Sinus
Examination of nasal structures and paranasal

sinuses may reveal obvious pathology, such as a nasal
fracture or a more subtle complication of torture, such
as chronic sinusitis. Chronic sinusitis has been hypothe-
sized to result following certain methods of torture. For
example, Bangladeshi survivors who had been subjected
to water treatments commonly reported complaints of
chronic sinusitus.15 Water treatment involves deluging a
person’s nasal cavity with hot or polluted water.10,15 A
torture technique known as submarino, which can be
similar to water treatment, is a more common form of
torture utilizing water. Wet submarino involves immer-
sion of the head into fluids contaminated with urine and
feces and drowning or near drowning a person. Aspira-
tion of contaminated fluids leading to pneumonia is an
immediate concern. With dry submarino, respiration is
prevented by placing a plastic bag over the head, force-
fully closing the oral and nasal passages, applying
pressure over laryngeal structures, or forcing aspiration
of various dusts, chemicals, or peppers.10 Survivors may
present with various complications ranging from facial
edema/congestion, petechiae, bleeding, pneumonia, si-
nusitis, or other infection of the head and neck.14

Ears
Scarring on the tympanic membrane or any deform-

ities to the external canal may be a significant finding
related to a patient’s history of torture. Teléfono, exer-
cised in many regions, is a hard slap of the palm to the
ears causing a rapid increase in pressure in the ear
canal resulting in perforation of the tympanic mem-
brane.10 As small perforations heal quickly, these
injuries may go unrecognized. Survivors may have been
exposed to continuous loud music or noise at close range
with resultant hearing loss. Survivors may also present
with fluid in the middle ear, hearing loss, ossicular chain
disruption, or fractures.

Oral Cavity, Pharynx, and Larynx
Dental torture, such as manual extraction of teeth

and application of electrical current to the teeth, may
cause a variety of complaints, including tooth avulsion
or fracture. Survivors may present with mucosal swel-
ling, bleeding, muscles spasms, and trismus or other
limitations of jaw movement. Temporomandibular joint
syndrome may develop as a result of beatings to the
jaw.10 Laryngeal damage may be the consequence of
strangulation. Asphyxiation as a result of this pressure
is another common method of torture that has a variable
presentation, and may leave no physical sequelae. La-
ryngeal injuries may progress days later, leading to

TABLE I.
Most Common Types of Physical Torture13

The following is a list of the most common types
of tortures experienced by survivors of torture:

Blunt trauma

Penetrating injuries

Suspension

Burns: chemical and thermal, cold and heat

Asphyxiation: wet, dry, chemical

Electric shocks

Forced human experimentation

Traumatic removal of tissue and appendages

Extreme physical conditions

Sexual trauma

TABLE II.
Head and Neck Torture.

Blunt trauma

Loss of consciousness

Facial lacerations, scarring

Facial fractures, deformities

Nasal fracture, deviated septum—Stenosis nasal
vestibule and impaired air passage

Post-traumatic disequilibrium secondary to oval window fistula

Tympanic membrane perforation (teléfono)

Tinnitus (teléfono)

Temporomandibular joint syndrome

Parotid duct injuries

Sharp instrument wounds

Avulsion of auricle, lips

Cutting wounds to face, lips

Burns

Acid or hot water burns to face

Strangulation injuries

Laryngeal damage, vocal cord dysfunction

Electric shocks

Simulated drowning or asphyxiation (wet or dry submarino)

Sinusitis/infections, facial edema/congestion

Otitis externa

Hearing loss

Barotrauma from exposure to loud noises

Dental

Manual extraction of teeth
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airway obstruction or vocal cord dysfunction.16 If cere-
bral anoxia is severe, the survivor may suffer loss of
consciousness, seizures, and incontinence.17 In addition,
long-lasting cognitive dysfunction may result from
anoxic brain injury.

Prior otolaryngolic injuries may go unrecognized if
there are no obvious physical findings. Specific techni-
ques are often utilized to limit long-term evidence of
injury and thus, a detailed history of the injury,
symptoms, and healing process becomes crucial for docu-
mentation.10 Furthermore, survivors may be tortured
early in their imprisonment, and by the time they are
released from detainment and/or seek medical care in
the country of asylum, physical signs of torture may
have healed. Survivors may not be forthcoming about
their history, and although many patients presenting to
clinic will have visible or easily recognizable injuries,
others will present with subtle complaints such as ver-
tigo and sinus pain. Radiologic studies (plain films,
computed tomography, magnetic resonance imaging, and
scintigraphy) may be useful in the evaluation of torture
survivors who have sustained head and neck torture,
and results can be correlated with history and physical
examination findings.18 Scintigraphy can sometimes
support a history of beatings even years after they
occur.19 Evaluation of survivors of torture will require
both awareness and clinical judgment.

Several risk factors have been identified for torture
including: refugee or asylee status, immigrant from a
country where there has been civil war or a totalitarian
or military regime, history of arrest or detention or pris-
oner of war, relative of a torture survivor, or leader of an
opposition organization.20 When treating members of
these groups, otolaryngologists should consider that pre-
senting symptoms may be the result of torture. This
knowledge can inform the sensitivity with which the
history and exam is conducted. As a result of the circum-
stances of the injuries, it may be necessary to proceed
more slowly, and take breaks through the interview or
examination. Table III lists questions that can be helpful
when inquiring about experiences of torture.21 In addi-
tion to the physical manifestations of torture, the
prevalence of PTSD and depression are high among tor-
ture survivors.22 These symptoms may include insomnia,
nightmares, flashbacks, intrusive thoughts, and avoid-
ance of triggers. Talking about one’s history can
potentially elicit an emotional response. Being vigilant
in observing for signs of hyperarousal or re-experiencing

(flashbacks, dissociation) is necessary so as to adjust the
flow of the examination. Awareness of mental health
issues, specifically PTSD, is an important preoperative
consideration. One case report describes a torture survi-
vor who had a postoperative course complicated by an
emergence flashback. The patient was delirious, recapit-
ulating her previous torture experience, and required
relocation to a private room with a female nurse and
implementation of grounding techniques.23 Creation of a
safe environment is an important consideration when
caring for survivors of torture in the medical setting.

Providers should be aware that centers specializing
in the care of survivors of torture exist and are available
for referral, in addition to mental health providers who
specialize in the care of trauma survivors. The BCRHHR
works with survivors of torture and refugee trauma. The
center is a member of the National Consortium of Torture
Treatment Programs,24 and operates as an interdiscipli-
nary collaboration providing comprehensive medical,
mental health, and dental care coordinated with legal and
social services to individuals. A web course on caring for
survivors of torture is available at www.bcrhhr.org.25

CONCLUSION
There are few reports in the literature that specifi-

cally address the topic of torture involving the head and
neck. The manifestations are broad and depend on the
torture method utilized. Otolaryngologists who see immi-
grant and refugee populations will see patients with
sequelae of head and neck torture. Physicians may lack
awareness of, or feel discomfort asking about torture. It
is important that otolaryngologists are trained to recog-
nize the signs and symptoms of torture, and make
appropriate referrals to mental health specialists or
specialized torture treatment programs. In addition, oto-
laryngologists may be asked to document injuries as
part of the patient’s application for asylum.
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Abstract

Introduction
Better understanding of the health problems of refugees 

and people who are granted political asylum (asylees) 
in the United States may facilitate successful resettle-
ment. We examined the prevalence of risk factors for 
and diagnoses of chronic disease among these groups in 
Massachusetts.

Methods
We retrospectively analyzed health screening data 

from 4,239 adult refugees and asylees who arrived in 
Massachusetts from January 1, 2001, through December 
31, 2005. We determined prevalence of obesity/overweight, 
hypertension, coronary artery disease (CAD), diabetes, and 
anemia. Analyses included multivariate logistic regression 
to determine associations between CAD and diabetes with 
region of origin.

Results
Almost half of our sample (46.8%) was obese/over-

weight, and 22.6% had hypertension. CAD, diabetes, 
and anemia were documented in 3.7%, 3.1%, and 12.8%, 
respectively. People from the Europe and Central Asia 
region were more likely than those from other regions 

to have CAD (odds ratio, 5.55; 95% confidence interval, 
2.95-10.47).

Conclusions
The prevalence of obesity/overweight and hypertension 

was high among refugees and asylees, but the prevalence 
of documented CAD and diabetes was low. We noted sig-
nificant regional variations in prevalence of risk factors 
and chronic diseases. Future populations resettling in 
the United States should be linked to more resources to 
address their long-term health care needs and to receive 
culturally appropriate counseling on risk reduction.

Introduction

The United States has a longstanding humanitarian 
commitment to the resettlement of refugees from overseas. 
Each year, the number of people granted refugee and  
political-asylum status in the United States fluctuates 
based on variations in the stability of other countries, the 
global political climate, and domestic resettlement targets. 
The largest number of refugee admissions in 2008 was to 
the United States (68% of the 80,800 resettled refugees 
worldwide), but Australia, Canada, and Sweden had high-
er per capita admission rates (52.4, 32.5, and 24.3 refugees 
per 100,000 residents, respectively) than the United States 
(19.8 refugees per 100,000 residents) (1-3). In the 3 years 
from 2006 through 2008, the United States approved an 
average of 24,750 claims for asylum per year; the 3 lead-
ing countries of nationality (China, Colombia, and Haiti) 
together constituted 36.4% to 44.0% of all approvals (4).

Refugees and asylees (people who are granted asylum) 
are people outside of their country of origin who are unable 
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or unwilling to return to that country because they have 
experienced, or have a legitimate fear of, persecution on 
the grounds of race, religion, nationality, membership 
in a particular social group, or political affiliation (5). 
People who are granted refugee status and admission to 
the United States apply while overseas after having fled 
their home country or, for certain nationalities, while 
in-country. In contrast, people who seek political asylum 
do so either some time after entry into the United States 
or on arrival at a US port of entry. Historically, asylum 
applicants were in the United States for many years before 
being granted asylum because of delays in filing and pro-
cessing asylum applications. Recently, this difference in 
time in the United States between refugees and asylees 
has lessened, in part because 1995 federal immigration 
legislation required potential asylees to file asylum appli-
cations within 1 year of arrival (6).

Because refugees and asylees differ in how long they 
have been in the United States, their countries of origin, 
and their socioeconomic circumstances, they likely have 
different health care needs. The Massachusetts Refugee 
Health Assessment Program (RHAP), a partnership 
between the Department of Public Health and contracted 
private, mostly federally qualified clinics, was established 
in 1995 to perform health screenings of refugees and other 
people who were eligible for refugee benefits. High rates 
of CAD in Russia include asylees, Cuban and Haitian 
entrants, certain Amerasians (mostly from Vietnam), and 
victims of human trafficking (7). Asylees were effectively 
denied access to RHAP services until 2000, when the start-
ing date of time-limited eligibility for services was changed 
from the date of physical entry into the United States to 
the later date of asylum approval (8).

Domestic refugee health assessment programs, such as 
RHAP, have traditionally focused on identification and 
treatment of infectious diseases, although such programs 
also serve as a bridge to primary care. Few studies have 
focused on the screening of newly arrived refugees in the 
United States for chronic diseases, mental illness, or sub-
stance abuse, despite their relevance in these populations 
(9-14). Asylees may also be at risk of developing chronic 
diseases through acculturation while living as marginal-
ized residents of low-income, urban neighborhoods in the 
United States before being granted asylum status.

The prevalence of chronic disease is high in many of  
the countries where refugees and asylees live before  

resettling in the United States. World Health Organization 
data show higher chronic-disease–related death rates in 
low- and middle-income countries compared with Canada 
or the United Kingdom (15). During the past 15 years, the 
largest group of refugees entering the United States has 
been from the nations that were formed from the former 
Soviet Union. Among this group, the Russian Federation 
in particular has seen growing mortality from preventable 
causes other than communicable disease, and cardiovascu-
lar disease is the leading cause of death (16). In the wake 
of the collapse of the Soviet Union, Russian life expectancy 
has declined as rates of nutritional deficiency and alcohol-
ism have risen (17-19).

The changing demographics of both refugees and asyl-
ees entering the US health care system may result in 
greater health care needs for chronic, noninfectious 
diseases. However, programs designed to assess refugee 
health care needs are not generally structured to address 
chronic health problems. The objectives of this study were 
to determine the documented prevalence of risk factors 
for, and diagnoses of, chronic diseases among refugees 
and asylees who received RHAP health screening and to 
determine whether differences in prevalence of chronic 
disease and risk factors were associated with region of 
origin or visa category.

Methods

We performed a retrospective cross-sectional study using 
RHAP data from health screenings of asylees and refu-
gees. For the purposes of this article, the term “refugees” 
includes people newly arrived in the United States from 
overseas (ie, true refugees), derivative asylees (ie, people 
arriving from overseas to reunite with immediate family 
members previously granted asylum in the United States), 
and Cuban, Haitian, and Amerasian special entrants. 
Eligible participants were aged 18 years or older, had 
entered the United States from January 1, 2001, through 
December 31, 2005, and had completed the RHAP screen-
ing (7). The institutional review board of Boston University 
Medical Center approved and monitored the conduct of this 
study, and the Massachusetts Department of Public Health 
approved the public release of this data analysis.

In the RHAP electronic database, the Massachusetts 
Department of Public Health maintains clinical and public 
health data on asylees and refugees, derived from official 
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government arrival notifications and RHAP reporting 
forms submitted by contracted health assessment clinical 
sites. Government arrival notifications are the source of 
basic demographic information (eg, patient age, sex, coun-
try of origin) and, in the case of refugees, medical diag-
noses documented in reports from medical examinations 
performed overseas before arrival in the United States. 
RHAP reporting forms are the source of additional medi-
cal diagnoses and information obtained during refugee 
and asylee screening in the United States; they comprise 
a history and physical examination, immunizations, and a 
set of standard (eg, stool ova and parasites, complete blood 
counts, urinalyses) and optional tests based on individual 
health needs.

Risk factors for chronic disease included evidence of 
obesity (body mass index [BMI], ≥30 kg/m2) or being over-
weight (BMI, 25.0-29.9 kg/m2) and provider documentation 
of hypertension (including people with a single high blood 
pressure [systolic blood pressure ≥140 mm Hg] measure-
ment) (20-22). Not all people with 1 elevated systolic blood 
pressure reading have true hypertension, but they require 
clinical follow-up because of their risk of hypertension. 
Chronic disease measures available for this study included 
provider documentation of CAD and diabetes (including 
evidence of glucosuria on urinalysis), and evidence of ane-
mia (by hemoglobin values of <13 g/dL in men and <12 
g/dL in women) (23).

In describing the population that used services, we first 
determined the number of refugees seen in RHAP from 
2001 through 2005 by year of US entry and the number of 
asylees seen by year in which status was granted. We then 
described all people who completed RHAP screening by 
sex, visa category, age, and region of origin. The 5 regions 
of origin represented 92 countries.

For our main analyses, we determined the prevalence of 
obesity/overweight, hypertension, CAD, diabetes, and ane-
mia, overall and by region of origin. We also determined 
the prevalence of obesity/overweight by age group. We used 
SAS version 9.1 (SAS Institute, Inc, Cary, North Carolina) 
to conduct multivariate logistic regression to examine 
associations of CAD and diabetes with being from the 
Europe and Central Asia region (including countries of the 
former Soviet Union and the former Yugloslavia), adjust-
ing for age, sex, and BMI as covariates in the model. Visa 
category was not included in regression models because of 
the low numbers of asylees in the overall population and 

concerns about covariation of visa category with the more 
robust place-of-origin variable. Among refugees only, we 
also examined the proportion of documented diagnoses of 
CAD and diabetes that originated in reports from overseas 
medical examinations performed before US arrival and 
participation in RHAP screening.

Results

Of the 5,141 adult refugees and asylees with dates of 
entry from 2001 through 2005, RHAP documentation was 
available for 4,239 (82.5%) who completed health screen-
ing. Those who completed RHAP screening were similar to 
those who did not with respect to mean age (37.7 vs 36.5 
years) and sex (49.8% vs 52.4% women). They differed in 
respect to country of origin (43.8% of completers vs 25.3% 
of noncompleters were from Europe and Central Asia) and 
visa category (11.2% of completers vs 13.5% of noncom-
pleters were asylees).

The distribution of visa categories among people who 
received RHAP services varied by year of eligibility 
(Figure) and reflect the US allocations of visas each year 
(24). The reduced numbers of refugees from 2001 through 
2005 reflect the government’s limited processing of visa 
applications of refugees overseas after the September 11 
terrorist attacks. The top 2 regions of origin of all people 
who completed RHAP screening were Europe and Central 
Asia and Africa (Table 1). Among the 3,765 refugees and 
the 474 asylees who completed RHAP screening, the top 
regions of origin respectively were Europe and Central 
Asia (47.8%) and Africa (52.7%). Compared with asylees, 
refugees had a higher mean (SD) age (38.8 [16.0] years vs 
34.8 [10.5] years for asylees) and a slightly lower propor-
tion of women (50.3% vs 52.7% of asylees).

We found differences in sex, visa category, and mean age 
by region of origin (Table 1). Women accounted for approx-
imately half of asylees/refugees from all 5 regions. Asylees 
accounted for as little as 3.1% of people from Europe and 
Central Asia and as much as 28.5% of those from Latin 
America and the Caribbean. The mean age was highest 
for people from Europe and Central Asia and lowest for 
those from Africa.

Overall, almost one-fifth of this sample was obese, 
and more than one-fourth was overweight (Table 2). The  
largest proportions of obese and overweight people were 
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from Europe and Central Asia. Among 18- to 49-year-olds, 
more than one-fourth were overweight and 15.9% were 
obese. Among 50- to 79-year-olds, 34.3% were overweight 
and 31.5% were obese. Almost one-fourth had hyperten-
sion diagnoses, again with documentation highest among 
people from Europe and Central Asia. Those from East 
and Southeast Asia had the lowest prevalence of obesity/
overweight (3.6% and 21%, respectively) and the lowest 
prevalence of hypertension.

Documented chronic diseases varied by region of origin 
(Table 2). People from Europe and Central Asia contrib-
uted disproportionately to documented diagnoses of coro-
nary artery disease (CAD). Anemia was highest among 
people from Africa and lowest among those from East and 
Southeast Asia.

In logistic regression models adjusting for age, sex, 
and BMI, people from Europe and Central Asia were sig-
nificantly more likely than others to have CAD (adjusted 
odds ratio [AOR], 5.55; 95% confidence interval [CI], 2.95-
10.47). Additionally, they were slightly less likely to have 
diabetes (AOR, 0.74; 95% CI, 0.49-1.13), but this latter 
finding was not significant. 

Among the total of 157 diagnoses of CAD, 153 were 
among refugees rather than asylees. Most (81%) of these 
153 refugee diagnoses had been entered in the RHAP 
database from overseas medical examination reports 
rather than from new findings during RHAP screening. 
Most (95%) of these 153 refugee diagnoses were among 
people from Europe and Central Asia. Among the total 
of 131 diagnoses of diabetes, 71 were among refugees. 

Almost half (49%) of these 71 diagnoses had been entered 
in the RHAP database from overseas medical examination 
reports. As with CAD, most (61%) of the 71 refugee diagno-
ses were among people from Europe and Central Asia.

Discussion

Region of origin was strongly associated with prevalence 
of risk factors for and presence of the chronic diseases 
assessed in this study, with the exception of diabetes. 
Associations with visa category were less consistent; how-
ever, because of their high concentration among people 
from Europe and Central Asia, refugees were significantly 
more likely than asylees to have certain risk factors or 
chronic diseases, particularly CAD. We found that almost 
one-fifth of our sample were obese, more than one-fourth 
were overweight, and almost one-fourth had hypertension. 
In comparison, the overall rates of documented CAD and 
diabetes were low. Refugees and asylees from the Europe 
and Central Asia region had the highest prevalence of  
obesity/overweight and hypertension and were more than 
5 times more likely to have documented CAD compared 
with those from other regions. Regional differences in 
anemia prevalence in this young study sample were also 
apparent, suggesting other underlying chronic disease or 
nutritional deficiencies that varied by region. 

Few studies of chronic disease among United States 
refugee populations exist, necessitating comparison of our 
findings with those of studies of immigrants as well as ref-
ugees. A recent study of 459 refugee psychiatric patients 
found the prevalence of hypertension and diabetes to be 
42.0% and 15.5%, respectively (25). This was significantly 
higher than US norms and was especially pronounced in 
people younger than 65 years. Rates of obesity were also 
high, especially among Bosnians (54.5%), similar to our 
findings among people from Europe and Central Asia. In 
another study of Russian-speaking adult immigrants in 
New York, 53.8% had hypertension and 33.2% were obese, 
significantly higher prevalence rates than among other 
non-Hispanic whites after age adjustment (26). Lastly, 
in a nationally representative study of 6,421 adult immi-
grants with newly acquired legal permanent residence, 
the adjusted prevalence of obesity/overweight ranged 
from 36.5% to 65.9% for men and from 21.7% to 53.3% for 
women across all regions (27). The prevalence was lowest 
among men and women from Asia (similar to our study 
findings) and highest among men from the Latin America 

Figure. Distribution of refugees and asylees who received health assess-
ment services in Massachusetts, 2001-2005 (N = 4,239). 
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and Caribbean region and women from the Middle East 
and North Africa region. Higher prevalence of risk factors 
and chronic diseases found in the studies above may be 
related to more acculturation to US lifestyle (28,29).

The low prevalence of CAD and diabetes found in our 
study may be accurate in this young population of pri-
marily recently arrived refugees. It may also indicate 
inadequate time or resources for diagnosis of disease dur-
ing either overseas or US health screening. Despite the 
overall low prevalence of CAD, the significantly increased 
likelihood of CAD among people from Europe and Central 
Asia compared with those from other regions may reflect 
the high burden of this disease in Russia, where cardio-
vascular disease is the leading cause of death (16). The 
latter may be due in part to high rates of smoking and 
hypertension in this region. One unexpected finding was 
the lower (but not significant) likelihood of diabetes in 
people from Europe and Central Asia compared with all 
other regions. This could be related to distinct differences 
in dietary patterns in Europe and Central Asia, including 
an increase in moderate alcohol consumption, which has 
been postulated in a meta-analysis of epidemiologic data 
on diabetes risk factors to reduce risk for development of 
type 2 diabetes (30).

One of this study’s main strengths was the large sample 
size and demographic diversity of the refugees and asyl-
ees in Massachusetts. The large numbers of refugees and 
asylees in the RHAP database facilitated comparisons of 
the prevalence of risk factors and diagnoses of chronic 
diseases across regions of origin that could not have been 
done using a sample drawn from a single clinic. These 
comparisons are likely generalizable to other refugees 
and asylees resettling across the United States during the 
study period. However, they may be less generalizable to 
refugee/asylee populations entering the United States in 
other years because the regions of origin represented, as 
well as the diet and lifestyle patterns in a given region, 
may change over time.

The data available from the RHAP database were some-
what limited. Although refugees in the RHAP are typically 
seen within 90 days of arrival in the United States, it is 
likely that asylees had been in the United States for a lon-
ger time before RHAP screening, thus increasing chances 
of acculturation to US diet and lifestyle (7). However, data 
were not available to quantify these times more precisely. 
In addition, CAD, diabetes, and hypertension may have 

been underreported because these diagnoses were based 
on provider documentation either from overseas medical 
examinations or domestic health screening. On the other 
hand, we were able to extract more objective measures 
from the RHAP database to quantify obesity/overweight, 
elevated blood pressure, glucosuria, and anemia.

In summary, although rates of CAD and diabetes were 
low, this study found a high prevalence of risk factors for 
chronic disease such as obesity/overweight and hyperten-
sion. Findings suggest that refugees and asylees from 
Europe and Central Asia fall into a high-risk category. 
Future populations resettling in the United States should 
be linked to more resources to address their long-term 
health care needs and to receive culturally appropriate 
counseling on risk reduction. Further studies may shed 
more light on differences in risk among different sub-
populations of refugees and asylees, but more programs 
are needed to help establish primary care after domestic 
health screening. Primary care will increase the overall 
health of these populations and the likelihood that they 
will be able to successfully integrate into United States 
society over time.
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Tables

Table 1. Most Commonly Represented Countries/Areas Within the 5 Regions of Origin of People Who Received Refugee 
Health Assessment Services, Massachusetts, 2001-2005 (N = 4,239)

Countries/Areas
All, 

n (% Total)
Women, 

n (% Region)
Asylees, 

n (% Region) Age, Mean (SD), y

Europe and Central Asia 1,858 (43.8) 980 (52.7) 57 (3.1) 43.8 (17.5)

Former Soviet Union 1,634 (38.5) 871 (53.3) 32 (2.0) 44.8 (17.8)

Former Yugoslavia 195 (4.6) 94 (48.2) 1 (0.5) 35.7 (12.9)

Albania 29 (0.7) 15 (51.7) 24 (82.8) 37.4 (11.5)

Africa 1,497 (35.3) 704 (47.0) 250 (16.7) 31.8 (13.1)

Somalia 493 (11.6) 242 (49.1) 19 (3.9) 34.3 (14.8)

Liberia 305 (7.2) 176 (57.7) 22 (7.2) 31.9 (13.6)

Sudan 220 (5.2) 39 (17.7) 7 (3.2) 25.5 (7.7)

East and Southeast Asia 338 (8.0) 164 (48.5) 55 (16.3) 36.3 (11.6)

Vietnam 185 (4.4) 91 (49.2) 0 (0.0) 35.6 (10.0)

Cambodia 99 (2.3) 53 (53.5) 49 (49.5) 36.9 (13.4)

Burma 24 (0.6) 5 (20.8) 1 (4.2) 36.3 (10.0)

Near East and South Asia 213 (5.0) 107 (50.2) 17 (8.0) 35.0 (12.8)

Afghanistan 135 (3.2) 78 (57.8) 0 36.2 (13.5)

Iran 44 (1.0) 14 (31.8) 7 (15.9) 32.4 (12.4)

Iraq 25 (0.6) 11 (44.0) 3 (12.0) 34.0 (8.0)

Latin America and Caribbean 333 (7.9) 154 (46.3) 95 (28.5) 33.2 (9.6)

Haiti 233 (5.5) 97 (41.6) 60 (25.8) 31.8 (7.7)

Cuba 44 (1.0) 19 (43.2) 0 38.9 (12.4)

Colombia 42 (1.0) 30 (71.4) 27 (64.3) 36.6 (11.5)

All regions 4,239 (100.0) 2,109 (49.8) 474 (11.2) 37.7 (15.8)
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Table 2. Medical Conditions by Region of Origin of People Who Received Refugee Health Assessment Services, 
Massachusetts, 2001-2005 (N = 4,239)a

Region

Risk Factors, n (% Region) Chronic Diseases, n (% Region)

Obesityb Overweightb HTNc CAD Diabetesd Anemiae

Europe and Central Asia 508 (27.3) 580 (31.2) 599 (32.2) 145 (7.8) 65 (3.5) 176 (9.5)

Africa 199 (13.3) 362 (24.2) 245 (16.4) 8 (0.5) 37 (2.5) 294 (19.6)

East and Southeast Asia 12 (3.6) 71 (21.0) 33 (9.8) 2 (0.6) 12 (3.6) 18 (5.3)

Near East and South Asia 29 (13.6) 58 (27.2) 25 (11.7) 1 (0.5) 6 (2.8) 26 (12.2)

Latin America and Caribbean 62 (18.6) 104 (31.2) 58 (17.4) 1 (0.3) 11 (3.3) 30 (9.0)

All regions 810 (19.1) 1,175 (27.7) 960 (22.6) 157 (3.7) 131 (3.1) 544 (12.8)
 
Abbreviations: HTN, hypertension; CAD, coronary artery disease. 
a χ2 Statistical testing was used to determine association between having a given chronic disease or risk factor and region of origin: P = .51 for diabetes, P < 
.001 for all other conditions. 
b Obesity defined as body mass index ≥30 kg/m2, overweight defined as 25.0-29.9 kg/m2. 
c Defined as diagnosis of HTN or measurement of systolic blood pressure ≥140 mm Hg. 
d Included presence of glucose on urinalysis. 
e Hemoglobin <13 g/dL or hematocrit <41% (men) and hemoglobin <12 g/dL or hematocrit <36% (women).
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INTRODUCTION: System level barriers have been as-
sociated with inadequate follow-up of abnormal cervical
cytology.
OBJECTIVE: The aim of this study was to develop and
evaluate an electronic tracking system to improve
follow-up of abnormal Pap tests.
PROGRAM DESCRIPTION: We implemented an elec-
tronic medical record (EMR)-based Pap test tracking
system at two clinical practices at an inner-city aca-
demic health center. The system generated a provider-
specific monthly report of all abnormal Pap results, and
provided a patient-specific Pap tracking table embedded
in the EMR for each subject.
EVALUATION: We compared abnormal Pap test follow-
up rates for the 24 months pre-intervention with rates
12 months following its implementation (post-interven-
tion). The evaluation followed all subjects for 12 months
from the date of their abnormal Pap test, looking for
diagnostic resolution.
RESULTS: Subjects were young women (mean age =
30.5) of primarily white (42%) and African American
(37%) descent, who spoke English (88%). Forty-eight
percent were insured through publicly subsidized in-
surance. Controlling for type of abnormality and prac-
tice location, the adjusted mean time to resolution
decreased significantly from 108 days (confidence in-
terval, CI 105–112 days) in the pre-intervention period
to 86 days (CI 81–91 days).
CONCLUSION: Our study cannot demonstrate that
with follow up, we directly avoided cases of invasive
cervical cancer. However, we show that in an at-risk
urban population, an automated, EMR-based tracking
system reduced the time to resolution, and increased the
number of women who achieved diagnostic resolution.
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INTRODUCTION

Screening for cervical cancer with a Pap test is only as
successful as the follow-up rate for an abnormal result. If a
patient has a Pap test, yet does not receive appropriate follow-
up for an abnormal result, then the opportunity to prevent or
treat pre cancerous lesions or cervical cancer is missed and the
Pap test is ineffective. This is specifically an issue in lower
income and minority populations who experience a higher risk
of cervical cancer1,2 and a higher rate of inadequate abnormal
Pap test follow-up3. Multiple studies have documented the
problem of inadequate follow-up of abnormal Pap tests3–11.

AIM

With the advent of electronic medical record (EMR) systems,
there is great potential to address inadequate follow-up from a
systems point of view. We developed a tracking system for our
internal EMR, and evaluated this tracking system as an
intervention to improve adequate follow-up of abnormal Pap
tests.

PROGRAM DESCRIPTION

We developed a tracking system that has two components:

1) A tracking report of abnormal Pap tests generated for the
providers each month

2) A Pap test tracking table embedded in the EMR

The first component, the tracking report, identified potential
cases by searching for Pap test orders placed by a provider in
the EMR. An interface between the EMR and the pathology
reports was developed and from these text fields created a
document in the EMR. It was then possible to extract and track
the cytology report corresponding to the day the order was
placed. Pathology reports are provided in relatively standard
text-only format which is scanned for specific phrases. Initially,
work was done in coordination with the pathology department
to determine standardized Pap test result language. In
addition, all possible combinations of added spaces, added
hyphens, and lower-case versus capitalized letters were
accounted for so that abnormal test result would not be
excluded. This process involved multiple iterations of compar-
ing tracking reports directly from pathology, and adjusting the
text parse filters to ensure capture of any missed results.
Additionally, a hierarchy of abnormality severity was developed
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so that if a Pap result mentioned both ASCUS (atypical
squamous cells of undetermined significance) and HGSIL (high
grade squamous intraepithelial lesion), for example, then it
would be labeled with the more severe abnormality (HGSIL).

Documented phone and letter contacts from standardized
templates in the EMR were included with dates. Appointment
data for this tracking report were extracted from another
system that manages the outpatient clinic scheduling. Colpo-
scopy appointment dates, location and status appeared on the
report, including cancelled and no-show appointments. When

a gynecologist performs a colposcopy, they use a standard
colposcopy procedure template, which can therefore be
tracked. A completed colposcopy was considered resolution of
the screening Pap abnormality, and at this point the subject
fell off the tracking report. The tracking reports were generated
in spreadsheet format with the relevant provider and subject
identifiers and results (Table 1). The report was cumulative,
meaning that unresolved abnormal Pap test results remained
on the report until resolved.

The second component of the tracking system was an
individual Pap test tracking table within any individual subject
record (see Fig. 1). This table showed the details of all past Pap
test results, linked patient contacts, appointments and gyne-
cology pathology results. The EMR tracking table gave provi-
ders efficient access to current Pap test status when seeing a
patient in the office, and was another point of intervention
during this visit.

The tracking reports were distributed to each provider
monthly and included all of their patients who had had an
unresolved Pap test abnormality (Fig. 2). We purposefully
delayed the reporting of the abnormal Pap test results by one
to two months to allow time for the subject to be contacted and
for the colposcopy to be scheduled, and for the list to reflect
patients with true delays. The standard manner for informing
providers about their abnormal Pap tests did not change,
where the Pap test result arrived directly in the ordering
provider’s EMR inbox for their review and action. Therefore,
the paper tracking report serves as a second notice to
providers of any abnormal Pap results, and highlighted
patients who either did not keep or did not schedule a
gynecology follow-up appointment, or who may never have

Table 1. Field Provided in Monthly Provider Pap Test Tracking
Reports

Demographic information:

• Practice location
• Provider name
• Subject medical record number (MRN)
• Subject name
Pap test information:
• Date of Pap test
• Result of Pap test
• HPV status (positive or negative, if tested)
• Result of LAST abnormal Pap test (if any)
• Date of LAST abnormal Pap test (if any)
Follow-up information:
• Date subject contacted of an abnormal result
• Method used to contact subject (eg. letter, phone call)
• Date of GYN follow-up appointment
• Status of GYN follow-up appointment (eg. future, arrived)
• Number of cancelled GYN appointments
• Practice location of GYN follow-up appointment

Figure 1. Example of an EMR Pap tracking table.
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been notified of their abnormal test results. Once the providers
received copies of their individual Pap tracking reports there was
no specific protocol about how they managed the information on
these reports. No additional resources were given to providers to
manage the information on the tracking reports.

EVALUATION

Study Design

We used a pre-test/post-test study design to evaluate whether
implementation of a Pap tracking system 1) reduced the number
of subjects with inadequate follow-up of abnormal Pap tests, and
2) reduced the time to follow-up. We compared inadequate Pap
test follow-up rates prior to availability of the tracking system
(pre-intervention) with inadequate follow-up rates following its
implementation (post-intervention) at two clinical practices at an
inner-city academic health center. The pre-intervention time
period was December 2004 to December 2006. We allowed a
3-month implementation period for the tracking system, during
which providers were trained and supported in its use. The
tracking system was formally implemented on February 1, 2007
at one site, and April 1, 2007 at the second site. The post-
intervention time period was therefore March 2007 to April 2008
for the first site, and May 2007 to June 2008 for the second site.
All test results were followed for 12 months to determine if a
diagnostic evaluation had been completed.

Study Subjects

Eligible subjects were 18 years of age or older, and had one of
the following abnormal Pap test results:

1) Atypical squamous cells of undetermined significance with
positive high-risk HPV serotype (ASCUS/HPV+)

2) Low-grade squamous intraepithelial lesion (LGSIL)
3) Atypical glandular cells of undetermined significance

(AGC/AGUS)
4) Atypical squamous cells: cannot exclude high-grade squa-

mous intraepithelial lesion (ASC-H)
5) High-grade squamous intraepithelial lesion (HGSIL)
6) Carcinoma in situ, or invasive cancer

Data Collection

We obtained an independent list from the pathology depart-
ment of all abnormal Pap tests during the study time periods
for each provider in the two clinical practices. Data were
collected through retrospective electronic chart abstraction of
all women with abnormal Pap tests, reviewed for 12 months
following the abnormal test.

Independent Variables

Race/ethnicity was documented in the EMR as a single set of
seven mutually exclusive responses, which we collapsed into
“white,” “black/African American” and “other.” Primary lan-
guage (nine categories) was collapsed into “English” and “non-
English.” Health insurance coverage was grouped into private,
public and no insurance. The type of cervical abnormality was
collapsed into ASCUS/HPV+, AGC/AGUS, LGSIL, HGSIL, and
all others. We also included a dichotomous variable to indicate
in which clinical practice the subject was seen.

Dependent Variables

The primary outcome for the study was timeliness of diagnos-
tic resolution of the abnormal Pap test. Diagnostic resolution
was defined as a definitive tissue diagnosis (biopsy with
pathology), or a clinical evaluation determining that no further

Figure 2. Example of a monthly abnormal Pap report.
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evaluation was necessary12. We evaluated the outcome both as
a dichotomous and continuous variable. For the dichotomous
variable, we categorized subjects as to whether they had
received diagnostic resolution by 365 days. For the continuous
variable, we defined follow-up as the number of days to
diagnostic resolution, top coding those who did not resolve to
366 days.

Data Analysis

Our primary research question was whether there was a
difference between the pre-intervention and post-intervention

groups. We calculated and tested for the differences in median
time-to-resolution using the one-way Wilcoxon test, differences
in mean time-to-resolution using the t-test and differences in
percentages using the chi-squared test. We used the Cox-
proportional hazard method for univariate and multivariate
hazard analyses of likelihood of resolving within 365 days.
From the model we then calculated an adjusted mean time-to
resolution and confidence intervals. Those predictors that
were significant at the p<0.10 level in the bivariate analyses were
included in the final multivariate models. All analyses were
conducted using SAS v9.1 (SAS Institute, Cary NC).

RESULTS

Subject Demographics

Table 2 shows demographic and Pap abnormality character-
istics for subjects in the pre-intervention period (n=137) and
post-intervention period (n=69); 2.2% of the total 9164 Pap
tests performed during the study time periods were abnormal.
There were no statistically significant differences between the
pre- and post-intervention groups in age, race/ethnicity,
primary language, insurance status, or type of Pap abnormal-
ity (all p>0.10). Overall, subject characteristics reflected the
low income and minority populations cared for at our institu-
tion, with 60% of subjects publicly insured or uninsured, and
more than 50% from a racial or ethnic minority group.

Outcomes

Table 3 shows the pre- and post-intervention results for the
two primary measures of diagnostic resolution. The bivariate
comparisons did not show a statistically significant difference
between the pre- and post-intervention period, although the
direction of difference favored our hypothesis. In bivariate
hazard analyses we found that the severity of cytologic
abnormality and practice location were associated at the p<
0.10 level and therefore included in the multivariable analysis.
Age, race/ethnicity, language, and insurance status were not
associated with the outcome. After multivariate adjustment for
type of Pap abnormality and practice location, subjects in the
post-intervention period were significantly more likely to ever

Table 2. Subject Characteristics Before and After the Pap Tracking
Intervention

Pre-Intervention
N=137 n (%)

Post-Intervention
N=69 n (%)

P-value

Age 0.58
18–21 11 (8.0) 6 (8.7)
22–26 33 (24) 22 (32)
27–35 44 (32) 17 (25)
36+ 49 (36) 24(35)
Race 0.85
White 57 (42) 30 (43)
Black 53 (39) 24 (35)
Other 27 (20) 15 (22)
Language 0.66
English 122 (89) 60 (87)
Non-English 15 (11) 9 (13)
Insurance 0.16
Private 55 (40) 28 (41)
Public 12 (8.8) 12 (17)
Uninsured 70 (51) 29 (42)
Abnormality 0.33
ASCUS/HPV+a 36 (26) 24 (35)
AGC/AGUSb 5 (3.7) 4 (5.8)
LGSILc 85 (62) 39 (57)
HGSILd 6 (4.4) 2 (2.9)
ASC-He 5 (3.7) 0 (0)

aASCUS = atypical squamous cells of undetermined significance; HPV =
human papillomavirus
bAGC = atypical glandular cells; AGUS = atypical glandular cells of
undetermined significance
c LGSIL = low-grade squamous intraepithelial lesion
dHGSIL = high-grade squamous intraepithelial lesion
eASC-H = atypical squamous cells: cannot exclude high-grade squamous
intraepithelial lesion

Table 3. Outcomes of Abnormal Pap Tests Before and After Pap Tracking Intervention

Pre-Intervention N=137 Post-Intervention N=69 P-value

Achieved resolution n (%) 127 (93%) 67 (97%) 0.20
MEDIAN days to resolution Median (IQRa) 72 (47–112) 58 (36–102) 0.04
Unadjusted MEAN days to resolution Mean (CI) 108 (92–125) 86 (68–105) 0.11
Adjustedb MEAN days to resolution Mean (CI) 108 (105–112) 86(81–91) 0.0002
Adjusted odds ratiob of EVER achieving resolution OR (95% CI) ref (1.00) 15.4 (3.7–62) 0.0002
Adjusted odds ratiob of resolving in a SHORTER period of time OR (95% CI) ref (1.00) 1.40 (1.03–1.9) 0.03
Colposcopy result
Non-neoplastic 60 (48%) 38 (57%) 0.63
CIN 1c 47 (38%) 19 (28%)
CIN 2 11 (9%) 6 (9%)
CIN 3 6 (5%) 3 (5%)
Invasive cervical cancer 0 (0%) 1 (1%)
Other 1 (<1%) 0 (0%)

a IQR = interquartile range
b Adjusted for type of Pap abnormality and practice location
c CIN = cervical intraepithelial neoplasia
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achieve diagnostic resolution (OR, 15.4; CI, 3.7–62) and more
likely to achieve diagnostic resolution in a shorter period of
time (HR, 1.40; CI, 1.03–1.9), relative to subjects in the pre-
intervention period. The adjusted mean time to diagnostic
resolution decreased from 108 days (CI 105–112 days) to
86 days (CI 81 to 91 days). Colposcopy results were similar
between the two groups, (p=0.63) with 14% of women with CIN
2 or more severe lesions.

DISCUSSION

We developed and evaluated an EMR based tracking system for
abnormal Pap tests, in order to assist providers in ensuring all
abnormalities reached diagnostic resolution. We found that
this tracking system significantly improved follow-up of ab-
normal Pap tests. Although many practices have developed
electronic or paper tracking methods requiring manual entry,
we report here on a novel method of incorporating the tracking
within an electronic medical record that when initially devel-
oped had no intrinsic design features allowing this to happen.

Multiple studies have documented the problem of inade-
quate follow-up of abnormal Pap tests3–11. Leyden and collea-
gues looked at women diagnosed with cervical cancer from
January 1995 to December 2000 in seven comprehensive
health plans, and found that 13% of all cancers were
attributed to inadequate follow-up of an abnormal Pap test4.
Other studies have documented that 30–49% of women had
either no follow up or delays beyond 3 to 7 months in abnormal
Pap test follow-up in minority, uninsured or Medicaid-insured,
or low income populations3–11. Systems specifically in safety
net institutions that care for these communities are critical to
improve follow-up rates and so improve effectiveness of
cervical cancer screening. Our results are focused on resolu-
tion of abnormal Pap tests, and not in actual prevention of
cervical cancer. Larger studies would be needed to demon-
strate that such systems directly result in fewer women
progressing to invasive cancer.

It is likely a combination of both systems and patient
barriers that impede adequate abnormal Pap test follow-up.
Patient barriers include difficulty in keeping follow-up appoint-
ments, limited understanding of the significance of the abnor-
mality, and other life-issues taking priority. Systems barriers
include failure of the provider to be aware of an abnormal
result, and limited capability to systematically track patients
who do not keep follow-up appointments. Our program
addressed the systems barriers by giving providers tools to
allow them to more easily track subjects after an abnormal Pap
test. Our higher baseline follow up rates may already reflect
some of the benefits of an EMR system; however, delays
persisted without a tracking system.

Most of the EMRs used in outpatient medicine were
developed with a focus on billing and require significant
information technology development in data collection, syn-
thesis and distribution to develop a tracking function. Our
system required synthesis from multiple data sources, includ-
ing scheduling, ordering, registration, and pathology. Data
collection challenges included text-only fields in pathology
reports; reports with standard result syntax or field based
reports would avoid these pitfalls. Distribution of the reports
was not automated, requiring that personnel adjust the
programming and run the reports each month. Even during

the intervention, changes to one part of the system resulted in
difficulties and changes needed to access other parts of the
system. Therefore, the system required some finite but con-
stant resources to maintain, generate, and distribute the
tracking reports. Despite these challenges, the system is in
active use, and providers have reported satisfaction with the
systems’ ability to catch those cases that fall between the
cracks. Most providers receive a monthly list of fewer than five
patients. Of note, our work was supported through the medical
center’s risk management department, given the quality
improvement benefits of the system. Given that many health
care systems have adopted self insurance for malpractice, risk
management funds might be a source to support other
primary care initiatives for tracking and case management
which improve quality of care and reduces risk13.

One component of a medical home14 is the ability to conduct
population-based management of care, including tracking of
abnormal screening test results. Our system serves as an
example of the successful development and utilization of such
a tracking system toward management of an entire practice.
Our tracking system did not provide any additional assistance
or personnel to the provider after they are given the monthly
tracking report. Due to the relatively small number of abnor-
mal Pap tests, providers were able to utilize existing staff
personnel and their own efforts to ensure follow-up was
achieved. This might be more of an issue if this tracking model
was applied to a larger-volume abnormality, such as abnormal
mammograms, cholesterol results, or glycosylated hemoglobin
results in patients with diabetes. Additional resources, in
terms of case management15 or patient navigation16, along
with electronic tracking systems, have been employed to
provide the additional follow through necessary when more
frequent rates of an abnormality are expected, including phone
or mail contact with patients, and rescheduling of missed
appointments.
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The Effectiveness of Tax Policy
Interventions for Reducing Excessive

Alcohol Consumption and
Related Harms
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Abstract: A systematic review of the literature to assess the effectiveness of alcohol tax policy
interventions for reducing excessive alcohol consumption and related harms was conducted for the
Guide to Community Preventive Services (Community Guide). Seventy-two papers or technical
reports, which were published prior to July 2005, met specifıed quality criteria, and included
evaluation outcomes relevant to public health (e.g., binge drinking, alcohol-related crash fatalities),
were included in the fınal review. Nearly all studies, including those with different study designs,
found that there was an inverse relationship between the tax or price of alcohol and indices of
excessive drinking or alcohol-related health outcomes. Among studies restricted to underage popu-
lations, most found that increased taxes were also signifıcantly associated with reduced consumption
and alcohol-related harms. According toCommunity Guide rules of evidence, these results constitute
strong evidence that raising alcohol excise taxes is an effective strategy for reducing excessive alcohol
consumption and related harms. The impact of a potential tax increase is expected to be proportional
to its magnitude and to be modifıed by such factors as disposable income and the demand elasticity
for alcohol among various population groups.
(Am J Prev Med 2010;38(2):217–229) Published by Elsevier Inc. on behalf of American Journal of Preventive
Medicine
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xcessive alcohol consumption is the third-leading
actual cause of death in the U.S.,1 and each year it
accounts for approximately 79,000 deaths and 2.3

illion years of potential life lost (about 29 years of life
ost per death; apps.nccd.cdc.gov/ardi/Homepage.aspx).
xcessive alcohol consumption contributes to a variety of
ealth and social problems, including unintentional inju-
ies (e.g., injuries due to motor vehicle crashes); suicide;
omicide; liver cirrhosis; gastrointestinal cancers; van-
alism; and lost productivity.2 Alcohol consumption by
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nderage drinkers also contributes to the three leading
auses of death among adolescents (unintentional inju-
ies, suicide, and homicide),3 and any underage drinking
s considered excessive.
One of the fundamental laws of economics is that
uantity demanded of a product is inversely related to its
rice (Law of Demand).4 Based on economic theory,
herefore, increasing the price of alcohol would be ex-
ected to lower alcohol consumption. Alcohol taxes are
romulgated primarily by federal and state governments,
ut can be instituted at the local or county level. Currently
n the U.S., alcohol taxes are beverage-specifıc (i.e., they
iffer for beer, wine, and distilled spirits) and are usually
nominal” taxes, meaning they are based on a set rate per
nit volume and are not adjusted for inflation (i.e., they
enerally remain stable as the cost of living increases). At
he state and federal levels, inflation-adjusted alcohol
axes have declined considerably since the 1950s.5 Con-
ordant with this decrease in the real value of these taxes
rom substantially higher levels, the inflation-adjusted

rice of alcohol decreased dramatically,6 reflecting the
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act that changes in taxes are effıciently passed on through
hanges in prices.7 The goal of this systematic review is to
ssess the relationship between alcohol taxes or prices
nd public health outcomes related to excessive alcohol
onsumption to better inform decision makers about the
otential utility of using tax policy as a means of improv-
ng those outcomes.

ealthy People 2010 Goals and Objectives

he intervention reviewed here is relevant to several ob-
ectives specifıed inHealthy People 2010, the disease pre-
ention and health promotion agenda for the U.S. (Table
).8 The objectives most directly relevant to this review
re those that aim to reduce excessive alcohol consump-
ion (26-11); reduce average annual alcohol consumption
26-12); and reduce key adverse consequences of exces-
ive alcohol consumption (26-1, 26-2, and 26-5 through
6-8). In addition to these specifıc objectives, Healthy
eople 2010 notes that excessive alcohol consumption is
lso related to several other public health priorities such
s cancer, educational achievement, injuries, risky sex-
al activity, andmental health; thus, a reduction in exces-
ive alcohol consumption should help to meet some of
he national goals in these areas as well.

able 1. Selected Healthy People 20108 objectives
elated to excessive alcohol consumption

Adverse consequences of substance use and abuse

26-1 Reduce alcohol-related motor-vehicle fatalitiesa

26-2 Reduce cirrhosis deaths

26-5 Reduce alcohol-related hospital emergency
department visits

26-6 Reduce the proportion of adolescents who ride with
drinking drivers

26-7 Reduce intentional injuries resulting from alcohol-
related violencea

26-8 Reduce cost of lost productivity due to alcohol usea

Substance use and abuse

26-10a Increase proportion of adolescents not using
alcohol in past 30 daysa

26-11 Reduce proportion of peopleb engaging in binge
drinking

26-12 Reduce average annual alcohol consumption

26-13 Reduce proportion of adults who exceed guidelines
for low-risk drinking

Objective also relates to illicit drug use

oAged �12 years
ecommendations from Other Advisory
roups

everal authors9–12 have suggested that increasing alco-
ol prices by raising alcohol excise taxes is among the
ost effective means of reducing excessive drinking and
lcohol-related harms. Increasing alcohol excise taxes has
een specifıcally recommended as a public health inter-
ention by the IOM, Partnership for Prevention, the
HO, and the expert panel convened for the Surgeon
eneral’s Workshop on Drunk Driving.13–16 These rec-
mmendations are based on studies14,17,18 showing that
ncreased alcohol taxes are associated with decreased
verall consumption, decreased youth consumption, de-
reased youth binge drinking, reduced alcohol-related
otor-vehicle crashes, reduced mortality from liver cir-
hosis, and reduced violence.

he Guide to Community Preventive Services

he current systematic review of the effects of alcohol
axes and prices on excessive alcohol consumption and
elated harms applies the stringent inclusion and assess-
ent criteria of the Guide to Community Preventive Ser-
ices (Community Guide).19 It was conducted under the
versight of the independent, nonfederal Task Force on
ommunity Preventive Services (Task Force), with the
upport of USDHHS in collaboration with public and
rivate partners. The CDC provides staff support to the
ask Force for development of the Community Guide.
To support efforts to address important public health
riorities, such as reducing excessive alcohol consump-
ion and its related harms, the Task Force makes recom-
endations for practice and policies based on the results
f Community Guide reviews such as this one. These
ecommendations are based primarily on the effective-
ess of an intervention in improving important outcomes
s determined by the systematic literature review process.
n making its recommendations, the Task Force balances
nformation about effectiveness with information about
ther potential benefıts and harms of the intervention
tself. The Task Force also considers the applicability of
he intervention to various settings and populations in
etermining the scope of the recommendation. Finally,
he Task Force reviews economic analyses of effective
nterventions, where available. Economic information is
rovided to assist with decision making, but it generally
oes not affect Task Force recommendations. See the
ask Force–authored paper in this issue for recommen-
ations regarding the effects of alcohol taxes and prices

n excessive alcohol consumption and related harms.20

www.ajpm-online.net
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vidence Acquisition
ommunity Guide methods for conducting systematic re-
iews and linking evidence to effectiveness are described
lsewhere19 and on the Community Guide website (www.
hecommunityguide.org/methods). In brief, for each
ommunity Guide review topic, a systematic review devel-
pment team representing diverse disciplines, backgrounds,
nd work settings conducts a review by (1) developing a
onceptual approach to identify, organize, group, and select
nterventions for review; (2) developing a conceptual model
epicting interrelationships among interventions, popula-
ions, and outcomes; (3) systematically searching for and
etrieving evidence; (4) assessing and summarizing the qual-
ty and strength of the body of evidence of effectiveness;
5) translating evidence of effectiveness into recommenda-
ions; (6) summarizing data about applicability (i.e., the
xtent to which available effectiveness data might apply to
iverse population segments and settings), economic im-
act, and barriers to implementation; and (7) identifying
nd summarizing research gaps.

onceptual Model

he conceptual causal pathway by which increased alcohol
axes are expected to reduce excessive alcohol consumption
nd its related harms is depicted in Figure 1. The fırst step in
his pathway posits that tax increases will be passed on to the

igure 1. Conceptual model for the causal relationship b
nd decreased excessive alcohol consumption and relate
ion; rectangles with rounded corners indicate mediators

ectangles indicate outcomes directly related to improved hea

ebruary 2010
onsumer in the form of higher alcohol prices, as has been
ocumented previously.7 According to the Law of De-
and,4 an increased price would be expected to lead to a
ecrease in the quantity of alcoholic beverages demanded,
esulting in decreases in excessive alcohol consumption and
ts harmful consequences. Details of the specifıc indepen-
ent variables and outcome measures that reflect the con-
epts in this conceptual causal pathway are provided below.
One complicating factor in this conceptual model arises

rom the fact that different types of alcoholic beverages (e.g.,
eer, wine, and spirits) are taxed at different rates in the U.S.
nd several other countries. When tax increases affect one
ype of beverage only (designated as the “targeted” alcoholic
everage in Figure 1), one must consider the possibility of
ubstitution effects, whereby alcoholic beverages that have
ot been affected by the tax increase may be consumed in
reater quantities. To the extent that such substitution oc-
urs, the overall rate of excessive drinking would not de-
rease as much as would otherwise be expected based on the
ecrease in quantity demanded for the beverage targeted by
he tax increase. However, binge drinkers are known to
refer certain types of alcoholic beverages (e.g., most adult
inge drinkers in the U.S. consume beer)21 for reasons that
ay not be entirely related to price (e.g., availability, conve-
ience, taste); thus, it is not clear whether and how large an
ffect beverage substitution would likely have on overall
lcohol consumption, even when tax increases affect one
everage type only.

Review Inclusion
Criteria

To be considered for in-
clusion in this review,
candidate studies had
to (1) meet minimum
Community Guide stan-
dards for study design
and quality19; (2) be
published in an English-
language journal, book
chapter, or technical re-
port; (3) be conducted
in a high-income econ-
omy; and (4) evaluate
independent variables
and outcome measures
of interest.

Independent variables
of interest. In addi-
tion to the other criteria
noted above, to be in-
cluded in this review, a
study had to evaluate

een increased alcohol taxes
rms (oval indicates interven-
intermediate outcomes; and
etw
d ha
or
either the effects of alth)

http://www.thecommunityguide.org/methods
http://www.thecommunityguide.org/methods
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hange in alcohol tax policy or the relationship between
lcohol taxes or prices and outcomes of interest. Studies of
he effects of alcoholic beverage prices were considered rel-
vant to an evaluation of alcohol taxes because there is
vidence that changes in alcohol taxes are passed on to the
onsumer in the form of higher or lower prices, with little or
o lag time.7 In fact, there is some evidence that tax increases
ay bemagnifıed as they are passed on to the consumer. For
xample, when the federal excise tax on beer increased by $9
er barrel in 1991, it was estimated to have increased retail
rices by $15 to $17.7

utcome measures of interest. The outcome measures
f interest in this review are direct measures or proxies
elating to the two fınal boxes in Figure 1—that is, excessive
lcohol consumption and the harmful consequences of such
onsumption. When excessive alcohol consumption is as-
essed directly, it is typically done through surveys assessing
ither the prevalence or frequency of binge drinking (four or
ore drinks per occasion for women, or fıve or more drinks
er occasion for men); heavy drinking (more than seven
rinks perweek forwomen, ormore than 14drinks perweek
or men); or underage drinking (defıned by state or national
aws). Measures of societal levels of alcohol sales or con-
umption were also considered an acceptable proxy for ex-
essive consumption for two primary reasons. First, there is
n extremely strong relationship between per capita alcohol
onsumption and various measures of excessive drink-
ng.22,23 Furthermore, because people consuming greater
uantities of alcohol may be more sensitive to price in-
reases, reductions in societal levels of alcohol consumption
ubsequent to price increases may result in even larger de-
lines in excessive consumption.22

In addition to studies directly or indirectly assessing ex-
essive alcohol consumption, studies assessing health-
elated outcomes associated with excessive alcohol consump-
ion (e.g., alcohol-related motor-vehicle crashes) were also
ncluded in this review. In some cases, a single paper re-
orted multiple measures of a single general outcome (e.g.,
oth single-vehicle nighttime crashes and total crashes re-
orted as measures of alcohol-related crashes). In these in-
tances, the measure that was most strongly associated with
xcessive alcohol consumption based on estimated alcohol-
ttributable fractions was chosen as the primary result re-
orted for that outcome.

earch for Evidence

onducting a thorough search for studies of the effects of
lcohol taxes or alcohol prices is challenging because the
ffects of alcohol taxes or prices are often studied in con-
unction withmany other variables. As a result, a search that
argets “tax” or “price” may fail to identify many relevant
tudies. To address this issue, a search was conducted for
elevant studies as part of a broad database search for terms

elated to several alcohol policy interventions of interest to s
he current review group, covering the period fromdatabase
nception through July 2005. Using MeSH terms and text
ords, the following databases were searched: MEDLINE,
MBASE, PsycINFO, the ETOH database of the National
nstitute on Alcohol Abuse and Alcoholism, Web of Scie-
ce, Sociological Abstracts, and EconLit. Search strategies
re available at www.thecommnityguide.org/alcohol/
upportingmaterials/SSincreasingtaxes.html. The reference
ists of prior literature reviews, as well as reference lists from
tudies included in this review, were used to identify addi-
ional relevant articles. The search produced 5320 poten-
ially relevant papers, of which 78 met the inclusion criteria.

ata Extraction and Quality Assessment

or each candidate study, study characteristics and results
ere recorded, and the quality of study execution was as-
essed. The degree to which a study’s basic design protected
gainst threats to internal validity was rated using a three-
evel classifıcation system ranging from least suitable (for
esigns with a cross-sectional analysis or a single observa-
ion before and after an intervention) to greatest suitability
for designswith concurrent comparison conditions).19 Rat-
ngs of the quality of each study’s execution provided further
nformation on their utility for the purposes of the review.
uality of study execution was assessed using a standard
-point scale, reflecting the total number of identifıed limi-
ations to internal or external validity (viz. study population
nd intervention descriptions, sampling, exposure and out-
ome measurement, data analysis, interpretation of results,
nd other biases). Studies with zero or one limitation were
ategorized as having good execution, thosewith two to four
imitations had fair execution, and those with fıve or more
imitations were categorized as having limited execution.19

tudies with limited execution were excluded from further
nalysis.

ffect Measurement and Synthesis of Results

he most common method for studying the effects of alco-
ol taxes on alcohol-related outcomes is to assess how they
or the prices they influence) relate to those outcomes over
ime, while controlling for potential confounding factors.
or most of the studies in this review, the reported results
ere either directly reported as elasticities or were trans-
ormed into elasticities. These were then directly compared
ith elasticities calculated from other studies. An elasticity
epresents the percentage change in a dependent variable
ssociated with a 1% increase in an independent variable
e.g., price or tax rate). For example, a price elasticity of�0.5
eans that a 10% increase in price would be expected to
esult in a 5% decrease in the outcome of interest. Tax
lasticities have a similar interpretation, but cannot be di-
ectly compared with price elasticities because taxes repre-
ent only a fraction of the total purchase price (resulting in

maller values for tax elasticities). In most cases for which

www.ajpm-online.net
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lasticities were not reported in the original studies, only the
irection and signifıcance of the reported effects could be
valuated in this review.
Because elasticities are measures of relative change, they
rovide a common metric for comparing and aggregating
elated, but not identical, outcomes (e.g., different measures
f alcohol consumption; different types of motor-vehicle
rashes). In general, measures of alcohol consumption fell
nto two broad categories: those that evaluate indices of
onsumption at the societal level (e.g., total alcohol sales)
nd those that evaluate consumption at the individual level
e.g., self-reported binge drinking). Measures of alcohol-
elated harms were grouped into broad categories of related
utcomes, such as motor-vehicle crashes, liver cirrhosis,
iolence, alcohol dependence, and all-cause mortality.
Formost of the outcomes of interest in this review, results
ere synthesized descriptively, without the use of any sum-
ary effect measures, due to a substantial amount of varia-

ion in the specifıc outcomes assessed and in the units used
omeasure the effects of changes in taxes or prices. The only
utcome for which both enough studies and suffıciently
imilar results were found to allow a quantitative synthesis
f the results was societal-level alcohol consumption. Data
rom these studies were summarized graphically and by
sing descriptive statistics, specifıcally medians and inter-
uartile intervals. These results were also stratifıed on sev-
ral variables considered by the review team to be potentially
mportant effect modifıers (e.g., study design), allowing for
n assessment of the robustness and generalizability of the
esults. This approach to synthesis was primarily chosen for
he following two reasons. First, because many of the in-
luded studies had some overlap with respect to the loca-
ions and time periods covered in their analyses, their results
ere not completely independent. Second, many of these
tudies did not report results in a way that allowed for the
alculation of CIs for their elasticities.
For studies that reported stratifıed results (e.g., separate
rice elasticities for beer, wine, and spirits), the median
alue across the relevant strata reported in that study was
sed for the calculation of summary statistics. This approach
revented studies that reported multiple outcomes from
aving undue influence on the summary statistics.

vidence Synthesis

escription of Included Studies

total of 78 papers24–101 reported on studies thatmet the
eview inclusion criteria. Only some of the outcomes
rom one study83 were included because not all of its
nalysesmet quality of execution criteria. Five other stud-
es70,88–91 were excluded from the review because they
ailed to meet quality of execution criteria. Detailed

escriptions of the included studies are available at www. �

ebruary 2010
hecommunityguide.org/alcohol/supportingmaterials/
ETincreasingtaxes.html.
Most studies assessed total alcohol consumption at the

ocietal level (i.e., per capita alcohol consumption). The
esign of these studies varied across countries.Most stud-
es conducted outside the U.S. used interrupted time–
eries designs, because alcohol taxes in other countries
end to be set at the national level, and as such, it is
enerally not possible to do intra-country comparisons.
n contrast, most of the U.S. studies used a panel study
esign, in which multiple states were assessed over time,
llowing each to serve as a comparison for the others.
hese studies included both those that accounted for
etween-state differences using a fıxed-effects approach
whereby stable between-state differences are controlled
or by dummy coding) and those that used a random-
ffects approach (whereby between-state differences in
ariables other than tax or price are controlled for by
ncluding important predictors of alcohol consumption
n the model). The remaining studies assessed measures
elated to excessive drinking (e.g., the prevalence of un-
erage or binge drinking) or alcohol-related harms, the
ost common being outcomes related to motor-vehicle
rashes.

ntervention Effectiveness

lcohol price and overall consumption. Of the studies
n the review, 50 assessed overall alcohol consump-
ion; 38 (76%) of these reported price elasticities25,27,33–38,
0,43,45,47,48,52,53,57,63,65,67,71,73,74,77,78,80–82,84,92–95,97 (six
f these studies came from one paper80 that calculated
lasticities for multiple countries). Almost all of these 38
tudies (95%) reported negative price elasticities, indicat-
ng that higher prices were associated with lower con-
umption. These results were quite consistent across bev-
rage type, with median elasticities ranging from �0.50
or beer to �0.79 for spirits (Figure 2). Similarly, inter-
uartile intervals for beer, wine, and spirits were also
onsistent across beverage type, with the 25th percentile
lasticity ranging from �0.91 to �1.03, and the 75th
ercentile ranging from�0.24 to�0.38. Results for stud-
es of overall ethanol consumption across beverage types
ere somewhat more variable because of the presence of
everal outliers with very large elasticities; for this out-
ome, the 75th percentile was comparable to that for the
ther outcomes (�0.50), but the 25th percentile had a
ubstantially larger absolute value (�2.00).
As indicated inTable 2, the price elasticities reported in

he reviewed studieswere also quite consistentwhen eval-
ated by study characteristics (i.e., design suitability,
odel type, time period, and location). Across all of the
ine strata examined, median elasticities ranged from

0.51 to �0.90, the 25th percentile elasticities ranged

http://www.thecommunityguide.org/alcohol/supportingmaterials/SETincreasingtaxes.html
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rom �0.78 to �1.10,
nd the 75th percentile
lasticities ranged from
0.32 to �0.50. The
ost notable differences

nelasticitiesacrossstrata
ere among panel stud-
esthatusedfıxed-versus
andom-effects regres-
ion models. In general,
ıxed-effects models ten-
ed to produce elasti-
ities of slightly smaller
agnitude than did
andom-effects mo-
els. This might be
xpected because the
lasticities from fıxed-
ffectsmodels do not ac-
ount for between-state
ifferences in taxes that
re stable over time (al-
hough these models
ave several other de-
irable qualities).
Of the 50 studies

hat assessed overall
lcohol consumption,
2 studies29,31,32,39,41,
9,54,75,76,83,98,99 asses-
ed the relationship be-
ween price and overall
onsumption, but these
tudies did not provide
rice elasticities or suffı-
ient information to cal-
ulate them. Many of
hese studies reported
he results of multiple analyses that produced separate results
or different subpopulations, beverage types, or analytic mo-
els with different parameters. In eight of these stud-
es,29,31,32,39,41,54,76,83 all of the reported results indicated that
igherpriceswere associatedwith lower alcohol consumption;
n seven,29,31,32,39,41,54,83 resultswere signifıcant across all anal-
ses, and one76 had results ofmixed signifıcance across analy-
es. The other four studies49,75,98,99 had mixed results across
everage types or analytic models, with some results in the
xpecteddirection and some in the opposite direction.

lcohol price or taxes and individual consumption
atterns. Sixteen studies24,46,53–56,58–62,64,68,72,96,102 in
he review used survey data to evaluate the effects of

Figure 2. Scatterplot showing
consumption as measured by
single study’s elasticity estim
IQI, interquartile interval
lcohol prices or taxes on individual alcohol consump- h
ion patterns. Most of these studies assessed the preva-
ence of alcohol consumption among youth aged �25
ears, primarily underage youth. Respondent groups in-
luded high school students, college students, young peo-
le in the general population, and adults in the general
opulation. All but two of these studies54,59 were con-
ucted in the U.S.
Of the nine studies24,46,56,58,60–62,64,68 that assessed the

elationship between alcohol price or taxes and drinking
revalence among young people, six46,56,58,60,61,68 consis-
ently indicated that higher prices or taxes were associ-
ted with a lower prevalence of youth drinking (four with
ne or more signifıcant fındings). Three of these studies
eported price elasticities: �0.29 for drinking among

association between alcohol price elasticities and excess
ietal alcohol consumption. Each data point represents a
for the given beverage type.
the
soc
ate
igh school students;46 �0.53 for heavy drinking among

www.ajpm-online.net
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hose aged 16–21 years58; and �0.95 and �3.54, respec-
ively, for binge drinking among men and women aged
8–21 years.61 The three remaining studies24,62,64 re-
orted mixed results across different analyses, with the
ajority of their effect estimates indicating an inverse
elationship between tax or price and drinking observed
n the studies above.
The nine studies that assessed the relationship between
rice or taxes and alcohol consumption patterns in adults
r in the general population also generally found that
ncreasing the prices or taxes on alcoholic beverages was
ssociated with a lower prevalence of excessive alcohol
onsumption and related harms. Two of these studies
ssessed the relationship between alcohol price and the
revalence of binge drinking using data from the Na-
ional Longitudinal Survey of Youth, which followed a
roup of people aged 14–22 years in 1979.55,68 In a cohort
f those aged 25–26 years from this survey, higher prices
ere associated with signifıcant decreases in both overall
lcohol consumption and frequent binge drinking (more
han four episodes per month).68 However, in a subse-
uent study of a cohort of those aged 29–33 years, higher
rices were not signifıcantly associated with the overall
revalence of binge drinking, and the direction of effects
aried across beverage types.55 Other studies based on
urveys of the general adult population found that higher
lcohol prices were associated with a lower overall prev-
lence of current drinking72 and binge drinking,53,72,102

able 2. Medians and interquartile intervals for price
lasticity of alcohol consumption, stratified by study
haracteristics

Characteristic
(no. of studies)

Median
elasticity

Interquartile
interval

Design suitability

Greatest suitability (16) �0.76 �1.06 to �0.50

Moderate suitability (16) �0.51 �0.85 to �0.39

Least suitable (6) �0.68 �0.94 to �0.32

Model type

Random effects (7) �0.90 �1.10 to �0.50

Fixed effects (8) �0.69 �0.78 to �0.40

Time perioda

Before 1963 (19) �0.61 �0.90 to �0.38

1963 or later (19) �0.76 �0.89 to �0.44

Location

U.S. (21) �0.63 �0.90 to �0.44

Non-U.S. (17) �0.68 �0.88 to �0.37

First data point in time–series
nd with a lower frequency of binge drinking.53,72,96,102 c

ebruary 2010
hree studies reported elasticities for the relationship
etween price and binge drinking; these ranged from
0.29 to �1.29, levels that are comparable to those for
verall societal-level consumption.53,61,96 Two additional
tudies evaluated a tax change in Switzerland that re-
ulted in a 30% to 50% decrease in the price of imported
pirits.54,59 These studies found that the change was asso-
iated with a small (2.3%) increase in the prevalence of
ny drinking, and larger increases in measures of exces-
ive alcohol consumption, specifıcally binge drinking
3.4%) and heavy drinking (9.3%). It is also noteworthy
hat the most marked increases in spirits consumption
ccurred among young men.
In summary, most studies that were included in this re-

iew found that higher taxes or prices were associated with
eductions in alcohol consumption in general and excessive
lcohol consumption in particular. Although these effects
ere not restricted to a particular demographic group, there
s someevidence that theymaybemorepronouncedamong
roups with a higher prevalence of excessive alcohol con-
umption (e.g., youngmen).

lcoholpriceortaxesandalcohol-relatedharms. Twenty-
wo studies in the review evaluated the effects
f changes in alcohol price28,44,51,61,72,83,93,100 or ta-
es24–26,29–31,66,69,85–87,98,101,103 on various alcohol-
elated harms. The most common outcomes evaluated
ere motor-vehicle crashes (including crash fatalities),
arious measures of violence, and liver cirrhosis. The
tudies were primarily conducted in the U.S., using
tate-level data.

otor-vehicle crashes and alcohol-impaired driv-
ng. Eleven studies evaluated the effects of alcohol
rice44,72,93,100 or taxes24,26,29,30,86,98,103 onmotor-vehicle
rashes (Table 3). These studies found that the relation-
hip between alcohol prices or taxes and injuries and
eaths due to motor-vehicle crashes was generally signif-
cant and of a comparable magnitude to the relationship
etween these variables and alcohol consumption. The
umeric values of the reported elasticities are substan-
ially higher for studies that assessed the effects of alcohol
rices than for those that assessed changes in alcohol
axes. This reflects the fact that taxes represent a relatively
mall proportion of the total purchase price of alcoholic
everages, so a larger proportional increase in taxes is
ecessary to achieve the same effect on the fınal purchase
rice of alcoholic beverages as a smaller proportional
ncrease in the price itself. The reported elasticities were
lso generally higher for studies that assessed outcomes
ore directly attributable to alcohol consumption (e.g.,
lcohol-related crashes) than to those for which the rela-
ionship to alcohol consumption was less direct (e.g., all

rash fatalities).
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Three studies evaluated
herelationshipbetweenal-
ohol prices44,61 or taxes66

nd self-reported alcohol-
mpaired driving. These
tudies consistently found
hat alcohol-impaired driv-
ng was inversely related to
hepriceof alcoholicbever-
ges. The estimated price
lasticities were similar for
amples of Canadian44 and
.S.61 adults (range of
0.50 to �0.81; all p�
.05). The U.S. study stra-
ifıed their sample by
ge in addition to gender,
nd reported price elastici-
iesof�1.26to�2.11(both
ith p�0.05) for men and
omen aged 18–21 years,
espectively.61 The esti-
ated tax elasticities from

he remaining study were
ubstantially larger for
omen than men (�0.29
s �0.06), but neither esti-
atewas signifıcant.66

on–motor-vehicle
ortality outcomes. Six studies evaluated the effects of
lcohol price25,28,72,83,93 or taxes31 on nontraffıc deaths.
espite substantial variability in their individual effect
stimates, all six studies found that higher alcohol prices
ere associated with decreased mortality.
Five studies evaluated the relationship between alcohol
rices and deaths from liver cirrhosis.25,28,72,83,93 The two
tudies that reported results as elasticities produced sub-
tantially different elasticity estimates for this outcome,
0.90 (p�0.05)93 and �0.01 (p�0.05).28 Results of an-
ther study indicated that a $1 increase in the spirits tax
ould lead to a 5.4% decrease in cirrhosis (p�0.05).25

nother found a nonsignifıcant effect in the expected
irection.72 The fınal study found a strong correlation of
0.87 between alcohol prices and cirrhosis deaths.83 Al-

hough all of these studies indicate a consistent relation-
hip between higher prices and lower cirrhosis mortality,
here are substantial differences in the estimated strength
f this relationship, which may be due to methodologic
ifferences among studies.
One of the studies that evaluated cirrhosis mortality

lso assessed the relationship between alcohol price and

Table 3. Results of studies
and motor-vehicle crashes

Study Ind
vari

Price elasticity studies

Cook (1981)93 Etha

Adrian (2001)44 Etha

Sloan (1994)72 Etha

Whetten-Goldstein
(2000)100

Etha

Tax elasticity studies

Chaloupka (1993)26 Bee

Bee

Evans (1991)86 Bee

Ruhm (1996)30 Bee

Saffer (1987)42 Bee

Ruhm (1995)29 Bee

Mast (1999)98 Bee

Dee (1999)24 Bee

aAverage price per ounce of eth
everal other causes of death.72 The researchers found t
hat there was a signifıcant (p�0.05) inverse relationship
etween the price of alcoholic beverages and deaths from
lcohol-related cancers (e.g., breast cancer) and suicide,
nd a nonsignifıcant (p�0.05) relationship between alco-
ol prices and deaths from homicides, falls, fıres/ burns,
nd other injuries. Although these fındings are surprising
iven the stronger relationship between alcohol con-
umption and intentional and unintentional injuries, the
ındings were robust across several regression models.
One study assessed all-cause mortality using a two-

tage process.31 In the fırst stage, the authors assessed the
elationship between alcohol taxes and sales, and found
hat a one-cent increase in taxes per ounce of ethanol (a
ax increase of approximately 10%) would be expected to
esult in a 2.1% decrease in sales. In the second stage, they
ound that a 1% decrease in alcohol sales was associated
ith a 0.23% decrease in all-cause mortality rates
p�0.05).

iolence outcomes. Three additional studies found that
igher alcohol taxes are associated with decreased vio-
ence.69,85,101 When the differences among tax and price
lasticities are taken into account, the strength of the rela-
ionships reported in these studies were comparable to

luating the relationship between alcohol prices or taxes

dent Dependent variable Elasticity
(p-value)

pricea Fatalities �0.70 (NR)

pricea Alcohol-related crashes �1.20 (�0.05)

pricea Fatalities �0 (�0.05)

pricea Alcohol-related fatalities �0 (�0.05)

Alcohol-related fatalities, all ages �0.097 (�0.05)

Alcohol-related fatalities, youth
aged 18–20 years

�0.156 (�0.05)

Single-vehicle nighttime fatalities �0.12 (�0.05)

Nighttime fatalities, youth aged
15–24 years (by age)

�0.18 (�0.05)

Fatalities, youth aged 15–24 years
(by age)

�0.18 to –0.27
(all �0.05)

Fatalities �0 (�0.05)

Fatalities �0 (�0.05)

Nighttime fatalities, youth aged
18–20 years

�0 (�0.05)

cross beer, wine, and spirits
eva

epen
able

nol

nol

nol

nol

r tax

r tax

r tax

r tax

r tax

r tax

r tax

r tax
hose found for alcohol consumption outcomes. The fırst
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tudy estimated that beer tax elasticities on violent crime
ates in the U.S. were �0.03 (p�0.05) for homicide;
0.03 (p�0.05) for assault;�0.13 (p�0.05) for rape; and
0.09 (p�0.05) for robbery.101 The other two studies
ssessed the relationship between beer taxes and violence
oward children, with different methods using overlap-
ing samples. In the fırst analysis,69 tax elasticities were
0.12 (p�0.05) for any violence toward children and
0.16 (p�0.10) for severe violence toward children. The
ubsequent analysis found that these results appeared to
e due to an influence of taxes on violence by women but
ot by men.85

ther outcomes. Two studies evaluated the association
etween alcohol prices and two other health-related out-
omes: alcohol dependence and sexually transmitted dis-
ases. The fırst estimated an alcohol price elasticity for
lcohol dependence of �1.49 (p�0.05).51 The second
sed multiple methods of evaluating the effect of tax
hanges on sexually transmitted diseases, and found ro-
ust effects on rates of both gonorrhea and syphilis.87

pplicability

he Law of Demand4 states that the inverse relationship
etween the price of a commodity and the quantity de-
anded is almost universal, and that only the strength of

his relationship will vary across commodities or popula-
ion groups. Consistent with these expectations, esti-
ates of price elasticity for societal levels of alcohol con-
umption were robust across the various high-income
conomies in North America, Europe, and the Western
acifıc Region evaluated in the studies in this review.
lthough results for harms related to excessive consump-
ion came primarily from the U.S. and Canada, these
ındings are likely to be broadly applicable across high-
ncome countries.
One important factor hypothesized to affect the

trength of price elasticities for alcohol across different
opulation groups is disposable income. Specifıcally,
roups with less disposable income, such as underage
rinkers,may be expected to bemore sensitive to changes
n alcohol prices than those with more disposable in-
ome.104 Unfortunately, based on the studies in this re-
iew, it was not possible to determine whether alcohol
rice elasticities differ signifıcantly on the basis of age or
ncome. Furthermore, although the reviewed studies pro-
ided evidence that changes in alcohol prices affect exces-
ive consumption (e.g., the prevalence and frequency of
inge drinking), the available data were not adequate to
ssess potential differences in price elasticities based on
rinking pattern (i.e., between excessive and nonexces-

ive drinkers). n

ebruary 2010
conomic Efficiency

ur systematic economic review identifıed two studies
hat estimated the cost effectiveness of alcohol tax inter-
ention based on modeling.10,105 The fırst study105 as-
essed the costs and outcomes of 84 injury prevention
nterventions for theU.S. and found that an alcohol tax of
0% of the pretax retail price offered net cost savings (i.e.,
he savings outweigh the costs) even after taking into
ccount the adverse economic impact of reduced alcohol
ales. The second study10 analyzed the comparative cost
ffectiveness of alternative policies to reduce the burden
f hazardous alcohol use for 12 WHO subregions and
ound that taxation was the most effective and cost-
ffective intervention in populations with a 5% or greater
revalence of heavy drinkers. The costs associated with
his intervention included the cost of passing the legisla-
ion itself, and the cost of administering and enforcing the
aws once they are passed. Effectiveness was assessed
sing disability-adjusted life-years (DALYs), a standard
easure of global health impact that considers the impact
f an intervention on healthy years of life lost as a result of
ither death or disability. For the Americas A region,
onsisting of the U.S., Canada, and Cuba, which is the
egionmost relevant to this review, the intervention costs
or current taxation were $482,956 (converted to 2007
ollars using the Consumer Price Index) per 1 million
opulation per year, based on a 10-year implementation
eriod and discounted at 3% per year to reflect the time
alue of money. The cost was assumed to stay the same
hen the tax was increased by 25% or 50%. Current taxes
ere estimated to prevent 1224 DALYs per 1 million
opulation per year, yielding an average cost-effective-
ess ratio for this intervention of approximately $395 per
ALY averted. This is much less than the average annual
ncome per capita in these three countries, a threshold for
n intervention to be considered very cost effective that
as proposed by the Commission on Macroeconomics
ndHealth.106 The DALYs averted increased to 1366 and
489 per 1 million population per year when taxes were
ncreased by 25% and 50%, respectively. Because these
ncremental DALYs averted could be achieved without
ny increase in costs, these increases in taxes improve
ost-effectiveness estimates relative to the current tax
cenario. To obtain country-specifıc estimates of the
ALYs saved per country as a result of this intervention,
he regional analysis needs to be adjusted using country-
pecifıc data. Such estimates are limited by the assump-
ions made and the data available.

arriers to Implementation

he level of taxation of alcoholic beverages has eco-

omic effects on several groups, including federal,
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tate, and local governments; affected industry groups;
nd the general population of alcohol consumers.
hereas raising alcohol taxes may provide an impor-

ant source of revenue for governments, such tax in-
reases may be resisted by some industry groups and
onsumers. However, public support for increased al-
ohol taxes increases substantially when tax revenues
re specifıcally directed to fund prevention and treat-
ent programs instead of being used as an unre-
tricted source of general revenue.107

ther Benefits or Harms

n addition to the direct public health outcomes evaluated
n this review, the primary benefıt of increased alcohol
xcise taxes is that they can provide a source of revenue to
upport programs to prevent and treat alcohol problems.
hey also can provide some compensation for the societal
osts associated with excessive alcohol consumption that
re not borne by the drinker (i.e., “external” costs). Eco-
omic analyses suggest that alcohol taxes would need to
e increased substantially to address adequately such ex-
ernal costs as crime, alcohol-related crashes, domestic
iolence, and productivity losses.18,108

A potential concern is that increases in alcohol taxes
ay have a greater proportional economic impact on
eople with lower incomes (i.e., alcohol taxes may be
egressive). However, alcohol taxes constitute a minor
roportion (i.e., �1%) of the tax burden of Americans,
ncluding those with low incomes. As such, concerns
bout the regressive nature of such taxes could be readily
ddressed by compensatory changes in other elements of
he tax system. In addition, the amount of tax paid is
irectly related to the amount of alcohol consumed, and
hus increases in alcohol excise taxes will be dispropor-
ionately paid by excessive drinkers, who also experience
ost of the alcohol-related harms and thus generatemost
lcohol-attributable economic costs. Furthermore, the
enefıcial economic results of reducing excessive alcohol
onsumption and related harms may also be dispropor-
ionately greater for people with low incomes. Lower-
ncome people may be particularly vulnerable to the harm-
ul consequences of excessive alcohol consumption—
onsumed by themselves or others—because of factors
uch as lower rates of health insurance coverage, which
ay result in lack of or incomplete treatment for alcohol-
elated illness or injuries. Increasing alcohol excise taxes
ould also directly benefıt low-income populations if the
evenue generated from these taxes is used to help im-
rove the availability of healthcare services for uninsured

nd other vulnerable populations.
ummary
he reviewed studies provide consistent evidence that
igher alcohol prices and alcohol taxes are associated
ith reductions in both excessive alcohol consumption
nd related, subsequent harms. Results were robust
cross different countries, time periods, study designs
nd analytic approaches, and outcomes. According to
ommunity Guide rules of evidence,19 these studies pro-
ide strong evidence that raising alcohol taxes is an effec-
ive strategy for reducing excessive alcohol consumption
nd related harms.
Most of the studies that were included in this review

ssessed the relationship between alcohol prices and the
utcomes of interest using price elasticities. Alcohol-
elated harms that were well represented in the literature
eviewed included alcohol-impaired driving, motor-
ehicle crashes, various measures of violence, and liver
irrhosis. For the largest body of evidence in this review—
hat is, societal levels of alcohol consumption—the ma-
ority of estimates of price elasticity fell within the range
f approximately �0.30 to �1.00, indicating that a 10%
ncrease in alcohol prices would be expected to result in a
% to 10% decrease in alcohol consumption. These re-
ults indicate that alcohol consumption is responsive to
rice, and suggest that the impact of a potential tax in-
rease is likely to be proportional to its size. It would also
e reasonable to expect that alcohol price elasticities may
ary across population groups by age and disposable in-
ome, among other factors, but assessment of such group
ifferenceswas not possible using results from the studies
n this review.

esearch Gaps

he volume and consistency of the evidence reviewed
ere suggests little need for additional research on the
asic questions of whether changes in alcohol taxes and
rice affect excessive alcohol consumption and related
arms. Nonetheless, studies published subsequent to the
005 cutoff date for this review continue to indicate the
ublic health benefıts that accrue from increasing alcohol
axes. For example, a recent meta-analysis found very
imilarmean price elasticities for alcohol consumption as
ere found in this review.109 Similarly, a recent study of
lcohol-related disease mortality found that substantial
lcohol tax increases in Alaska in 1983 and 2002 resulted
n estimated reductions of 29% and 11%, respectively.110

However, additional research is needed to assess:

. Whether changes in alcohol prices differentially affect
drinking behavior and health outcomes for important
subgroups of the population, such as underage young

people.

www.ajpm-online.net
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. The relative benefıts of increasing taxes on all alcoholic
beverages simultaneously, versus selectively increasing
taxes on specifıc beverage types. This evaluation should
be considered in light of known differences in the bev-
erage preferences of binge drinkers, historic changes in
tax rates across beverage types, and the effect of infla-
tion on real tax rates by beverage type.
. The impact of different approaches to taxing alcoholic
beverages on excessive alcohol consumption and re-
lated harms. Specifıc emphasis should be placed on the
impact of alcohol sales taxes, where taxes are calculated
as a proportion of the total beverage price; the potential
impact of standardizing alcohol taxes across beverage
types based on alcohol content; and the potential im-
pact of alcohol taxes levied by local governments on a
per-drink basis in on-premise, retail alcohol outlets
(i.e., tippler taxes).
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Menarche, the onset of first menstruation in girls, indicates the 
 attainment of reproductive capacity and is a widely used marker of 
pubertal timing. Age at menarche varies widely between girls and is 
highly dependent on nutritional status1. Early menarche is associ-
ated with several adverse health outcomes, including breast cancer2, 
endometrial cancer3, obesity4, type 2 diabetes5 and cardiovascu-
lar disease6, as well as shorter adult stature4. Studies of twins and 
extended families, although largely performed in populations free of 
nutritional deprivation, estimate that around 50% of the variance in 
menarche timing is attributable to genetic factors in such settings7.

Recently, common variants in LIN28B were associated with age 
at menarche in four independent genome-wide association studies 
(GWAS)8–11. LIN28B is a human homolog of lin-28 in Caenorhabditis 
elegans, which controls the rate of progression from larval stages 
to adult cuticle formation, indicating the possible conservation of 
 specific micro-RNA regulatory mechanisms involved in develop-
mental timing9. A second menarche locus was identified in an inter-
genic region at 9q31.28,10. These two loci together explained only 
0.6% of the variance in age at menarche8. We anticipated that a much 
larger GWAS would substantially increase the yield of loci associated 
with age at menarche.

Here we report a much expanded meta-analysis of GWAS for age 
at menarche. By combining data from the previous studies8–11, plus 
several further studies to form the ReproGen Consortium, we iden-
tified at least 30 previously unidentified loci associated with age at 
menarche at genome-wide significance levels. Our findings show a 
close link between the genetic regulation of energy homeostasis and 
pubertal timing and suggest the presence of other diverse pathways.

RESULTS
Genome-wide association for age at menarche
This expanded GWAS includes data from 32 cohorts of European 
ancestry (N = 87,802). In most studies, age at menarche was deter-
mined by self recall, and the mean age at menarche in individual studies  
ranged from 12.4 to 13.6 years, excluding individuals with menarche 

<9 years and >17 years (Online Methods, Supplementary Table 1 and 
Supplementary Note). Genome-wide SNP genotyping was performed 
using a variety of different platforms (Supplementary Table 2 and 
Supplementary Note). Therefore, after applying standard quality  
control measures, we imputed the genotypes for ~2.5 million auto-
somal SNPs in the HapMap European CEU sample using Build 35 or 
36 to allow inverse variance meta-analysis of additive genetic asso-
ciation results from each study. We also meta-analyzed results from 
X-chromosome SNPs in studies which had this data available (N = 
52,781). Test statistics from each cohort were adjusted using genomic 
control to avoid inflation of results due to population stratification.

There was strong deviation from the uniform distribution of  
P values expected under the null hypothesis (Supplementary Fig. 1).  
This deviation was attenuated, but persisted, following removal of 
those signals associated with the two previously identified loci. In 
total, 945 SNPs representing 45 loci (r2 < 0.05 based on HapMap in a 
750-kb region) were associated with age at menarche at genome-wide 
significance levels (P < 5 × 10−8) (Fig. 1 and Supplementary Fig. 2). 
None of these loci were located on the X chromosome. These 45 loci 
included three apparent second signals (defined as two genome-wide 
significant SNPs in low linkage disequilibrium (LD) (r2 < 0.05) in the 
same 750-kb region) at 2q33.1, 6q21 and 14q32.2. The second signal 
at 6q21 (rs314279) had a low minor allele frequency (MAF = 6%)  
and was not present in many studies. We therefore genotyped this 
SNP de novo in the InCHIANTI cohort and found it was in LD with 
the top chromosome 6 signal (rs7759938, r2 = 0.3). In HapMap, the 
r2 between the two chromosome 6 SNPs was 0.015, but the D was 
1.0. To verify the independence of additional loci, we performed a 
conditional analysis and a meta-analysis of all 32 studies using the 
top SNPs at all the 42 genome-wide significant regions as covariates 
(in addition to birth year). In these conditional analyses, the possi-
ble second signals on chromosomes 2 and 14 showed strong but not 
genome-wide significant associations with age at menarche (P < 7.1 × 
10−6), suggestive of, but not confirming, second independent signals 
in these two regions (Fig. 1 and Supplementary Table 3).

Thirty new loci for age at menarche identified by a  
meta-analysis of genome-wide association studies

A full list of authors and affiliations appear at the end of the paper.
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To identify loci for age at menarche, we performed a meta-analysis of 32 genome-wide association studies in 87,802 women  
of European descent, with replication in up to 14,731 women. In addition to the known loci at LIN28B (P = 5.4 × 10−60) and 
9q31.2 (P = 2.2 × 10−33), we identified 30 new menarche loci (all P < 5 × 10−8) and found suggestive evidence for a further  
10 loci (P < 1.9 × 10−6). The new loci included four previously associated with body mass index (in or near FTO, SEC16B,  
TRA2B and TMEM18), three in or near other genes implicated in energy homeostasis (BSX, CRTC1 and MCHR2) and three in or 
near genes implicated in hormonal regulation (INHBA, PCSK2 and RXRG). Ingenuity and gene-set enrichment pathway analyses 
identified coenzyme A and fatty acid biosynthesis as biological processes related to menarche timing.
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The two most significant loci for age at menarche confirmed 
the previously reported associations at LIN28B (rs7759938,  
P = 1.6 × 10−58) and 9q31.2 (rs2090409, P = 4.4 × 10−33) (Table 1 
and Supplementary Fig. 3). In addition, there were genome-wide 
significant signals for a further 40 possible previously unidentified 
loci, of which 30 survived a second more stringent correction for the 
overall genomic control in the stage 1 cohorts (λ = 1.173) (Table 1, 
Fig. 1 and Supplementary Fig. 3).

Replication studies
We sought confirmation of the 40 possible new menarche loci in up 
to 14,731 women from 16 additional studies with in silico GWAS data 
and new genotyping data from one cohort (Supplementary Tables 
4 and 5). This replication sample was substantially smaller than our 
stage 1 sample and was therefore underpowered to confirm individual 
SNP associations (Supplementary Fig. 4). Nonetheless, 37 of the 40 
possible newly associated loci showed directionally consistent asso-
ciations in both stages (Table 1; binomial sign test P = 9.7 × 10−9). 
A combined meta-analysis of the more stringent second genomic 
control–corrected stage 1 results and replication cohorts gave con-
firmatory evidence for 30 new menarche loci, leaving 10 unconfirmed 
possible menarche loci (Table 1 and Fig. 1).

Based on the combined stage 1 and replication results, the estimated 
magnitudes of per-allele effects for the new menarche loci ranged from 
4.5 to 2.1 weeks per allele (Table 1) and had an inverse relationship 
with MAF (Supplementary Fig. 5). Among the four largest in silico 
replication cohorts (each comprising >800 women), the variance in age 
at menarche explained by all 42 known, confirmed and possible new 
menarche loci ranged from 3.6% to 6.1% (Supplementary Table 6).

Candidate genes at new loci
The strongest new menarche signal was for rs1079866 (3.9 weeks per 
minor allele; 95% CI 2.9–5.0, P = 5.5 × 10−14) located approximately 
250 kb downstream of INHBA, which encodes the protein subunit 
Inhibin beta A. Heterodimers of Inhibin beta A and the Inhibin alpha 
subunit form the female reproductive hormone Inhibin A12. Inhibin A,  
produced by granulosa cells in the ovary, increases dramatically during 
pubertal development in girls13,14 and is involved in negative feedback 
regulation by inhibiting production of follicle stimulating hormone 
by the pituitary and secretion of gonadotrophin releasing hormone 
from the hypothalamus15. Conversely, homodimers of Inhibin beta 
A form the hormone Activin A, which stimulates pituitary follicle 

stimulating hormone production and also exhibits a wide range of 
biological activities, including the regulation of cellular proliferation 
and differentiation16.

The second strongest new signal was for rs466639 (P = 1.3 × 
10−13); this SNP is intronic in RXRG, which encodes retinoid X 
receptor gamma, a nuclear receptor that forms dimers with the 
receptors for retinoic acid, thyroid hormone and vitamin D, increas-
ing both DNA binding and transcriptional function on their respec-
tive response elements17.

Four new loci for menarche were previously identified by GWAS 
for adult body mass index (BMI)18–20: rs9939609 (in or near FTO,  
P = 3.1 × 10−8), rs633715 (SEC16B, P = 2.1 × 10−8), rs2002675 (TRA2B 
and ETV5, P = 1.2 × 10−9) and rs2947411 (TMEM18, P = 1.7 × 10−8). 
Apart from rs2002675, these menarche signals were either identical 
to or in tight LD (r2 > 0.9) with those BMI loci, and in all cases, the 
BMI-increasing allele was associated with earlier menarche. Variants 
at these four loci have also been associated with childhood BMI18–20, 
and these findings support a likely causal effect of childhood BMI on 
earlier pubertal timing.

Three new menarche loci were found in or near further genes 
implicated in the regulation of energy homeostasis and body weight 
in animal models: rs6589964 (P = 1.9 × 10−12) lies ~18 kb from BSX, 
rs10423674 (P = 5.9 × 10−9) is intronic in CRTC1, and rs4840046  
(P = 2.4 × 10−8) lies ~160 kb from MCHR2. BSX encodes a DNA-
 binding protein and transcriptional activator. In mouse, Bsx is 
expressed specifically in the pineal gland, telencephalic septum, 
hypothalamic pre-mammillary body and arcuate nucleus and is nece-
ssary for postnatal growth, locomotory behavior, expression of the 
genes Npy and Agrp, and for the hyperphagic phenotype in leptin  
deficiency21. CRTC1 encodes the CREB-regulated transcription 
coactivator 1, an activator of cellular gene expression. Crtc1−/− mice 
are hyperphagic, obese and infertile, and Crtc1−/− females have low 
circulating luteinizing hormone levels22. Leptin potentiates the 
effects of Crtc1 transcriptional activity, and Crtc1 overexpression in 
hypothalamic cells increases expression of Kisspeptin, which in turn 
activates secretion of the gonadotrophin releasing hormone. MCHR2 
encodes the melanin concentrating hormone receptor 2, an orphan 
G protein–coupled receptor which shows high affinity binding to 
the hypothalamic neuropeptide melanin-concentrating hormone 
(MCH), which regulates nutrient intake and energy homeostasis 
through MCHR123. Furthermore, MCH directly inhibits gonado-
trophin releasing hormone neurons and thereby links energy balance 
to reproduction24.

rs852069 (P = 3.3 × 10−8) lies ~84 kb from PCSK2, which encodes 
proprotein convertase subtilisin/kexin type 2, an enzyme that cleaves 
latent precursor proteins, such as proinsulin and proopiomelano-
cortin, into their biologically active products. Although rare delete-
rious mutations and common variants in PCSK1 are known to 
influence obesity risk, it is notable that PCSK2 differs from PCSK1 
in that it additionally cleaves pro-luteinizing hormone-releasing 
hormone and could therefore have a more direct influence on the 
reproductive hormone axis.

Pathway analyses
Remaining new menarche loci were found in or near genes that 
are involved in a seemingly diverse range of biological functions 
(Supplementary Table 7). We used ingenuity pathway analysis (IPA) 
to identify potential biological pathways common to these identified 
loci. Based on direct interactions only, we identified two functional 
networks containing 16 and 11 genes, respectively, of those genes 
nearest to the new menarche loci (Supplementary Fig. 6). Network 1,  

45 loci associated with age at menarche
P < 5 × 10–8 in stage 1 meta-analysis (N = 87,802 women)

30 confirmed new menarche loci
P < 5 × 10–8 on meta-analysis of

2nd GC-corrected stage 1 and
replication cohorts

10 possible new menarche loci
P < 5 × 10–8 on initial stage 1 meta-analysis,

but not genome-wide significant on final
combined meta-analysis

2 previously known menarche loci
at LIN28B and 9q31.2

40 possible new menarche loci from stage 1,
30 of which survived 2nd genomic control correction

3 possible second signals in the same region
6q21 shown to be non-independent
2q33.1 and 14q32.2 not confirmed

in conditional analyses

Figure 1 Flow diagram of the discovery and confirmation of new loci for 
age at menarche. GC, genomic control.
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related to ‘gene expression, cellular growth and proliferation, and 
cellular function and maintenance’, covers a wide and nonspecific 
range of biological pathways. Functions in network 2 relate to ‘lipid 
metabolism, small molecule biochemistry and molecular transport’ 
(Supplementary Table 8). Central to network 2 are RXRG and several 

genes involved in fatty acid biosynthesis, including several fatty  
acid–binding proteins and ACSL1, which encodes an enzyme that 
converts free long-chain fatty acids into fatty acyl-CoA esters.

To identify potential further biological pathways that influence 
menarche timing, we used a gene set enrichment analysis (GSEA) 

table 1 stage 1 and replication results for 42 known, confirmed or possible new loci for age at menarche

SNP
Nearest  
gene(s)

Distance  
from  

gene (kb) Chr.
Position  

(Build 36) MAFa Allelesb

Stage 1 Replication Stage 1 and replication

Phet
c Pd P e 2-GC n P f βg s.e. Directionh P i

Previous menarche loci
rs7759938j LIN28B ~26 kb 6 105,485,647 0.32 C/T 0.04 1.6 × 10−58 4.3 × 10−50 14,185 4.6 × 10−11 6.4 0.4 +/+ 5.4 × 10−60

rs2090409 TMEM38B ~400 kb 9 108,006,909 0.31 A/C 0.05 4.4 × 10−33 2.3 × 10−28 14,708 2.7 × 10−6 –4.7 0.4 –/– 2.2 × 10−33

30 novel menarche loci
rs1079866 INHBA ~250 kb 7 41,436,618 0.15 G/C 0.81 1.9 × 10−16 2.7 × 10−14 14,731 1.9 × 10−1 3.9 0.5 +/+ 5.5 × 10−14

rs466639 RXRG Intronic 1 163,661,506 0.13 T/C 0.80 7.8 × 10−15 8.9 × 10−13 14,279 3.1 × 10−2 –4.2 0.6 –/– 1.3 × 10−13

rs6438424 3q13.32 Intergenic 3 119,057,512 0.50 A/C 0.99 8.4 × 10−14 4.6 × 10−12 8,634 6.7 × 10−3 –2.7 0.4 –/– 1.4 × 10−13

rs1398217 FUSSEL18 Intronic 18 43,006,236 0.43 G/C 0.33 5.7 × 10−13 2.5 × 10−11 14,344 2.3 × 10−3 –2.7 0.4 –/– 2.3 × 10−13

rs12617311 PLCL1 ~195 kb 2 199,340,810 0.32 A/G 0.90 2.6 × 10−13 1.2 × 10−11 14,007 1.1 × 10−2 –3.0 0.4 –/– 6.0 × 10−13

rs9635759 CA10 ~94 kb 17 46,968,784 0.32 A/G 0.43 2.0 × 10−13 1.5 × 10−11 14,002 1.1 × 10−2 3.0 0.4 +/+ 7.3 × 10−13

rs6589964 BSX ~18 kb 11 122,375,893 0.48 A/C 0.89 8.8 × 10−14 4.3 × 10−12 13,754 8.3 × 10−2 –2.7 0.4 –/– 1.9 × 10−12

rs10980926 ZNF483 Intronic 9 113,333,455 0.36 A/G 0.65 2.2 × 10−13 9.2 × 10−12 14,227 3.8 × 10−1 2.5 0.4 +/+ 4.2 × 10−11

rs17268785 CCDC85A Intronic 2 56,445,587 0.17 G/A 0.82 6.8 × 10−11 2.0 × 10−9 14,233 1.5 × 10−2 3.2 0.5 +/+ 9.7 × 10−11

rs13187289 PHF15 ~12 kb 5 133,877,076 0.20 G/C 0.99 2.0 × 10−10 3.6 × 10−9 14,303 1.4 × 10−2 3.0 0.5 +/+ 1.9 × 10−10

rs7642134 VGLL3 ~70 kb 3 86,999,572 0.38 A/G 0.65 2.3 × 10−9 4.3 × 10−8 14,205 2.1 × 10−3 –2.4 0.4 –/– 3.5 × 10−10

rs17188434 NR4A2 ~84 kb 2 156,805,022 0.07 C/T 0.59 3.4 × 10−11 9.1 × 10−10 14,356 2.2 × 10−1 –4.5 0.7 –/– 1.1 × 10−9

rs2002675 TRA2B,  
ETV5

~4 kb,  
~135 kb

3 187,112,262 0.42 G/A 0.94 3.9 × 10−9 4.7 × 10−8 14,334 6.6 × 10−3 2.2 0.4 +/+ 1.2 × 10−9

rs7821178 PXMP3 ~181 kb 8 78,256,392 0.34 A/C 0.38 6.7 × 10−10 1.2 × 10−8 14,151 8.0 × 10−2 –2.4 0.4 –/– 3.0 × 10−9

rs1659127 MKL2 ~28 kb 16 14,295,806 0.34 A/G 0.19 3.0 × 10−9 4.5 × 10−8 14,021 2.5 × 10−2 2.4 0.4 +/+ 4.0 × 10−9

rs10423674 CRTC1 Intronic 19 18,678,903 0.35 A/C 0.79 1.1 × 10−9 1.7 × 10−8 13,543 1.1 × 10−1 2.3 0.4 +/+ 5.9 × 10−9

rs10899489 GAB2 Intronic 11 77,773,021 0.15 A/C 0.16 2.4 × 10−10 4.7 × 10−9 14,201 2.5 × 10−1 3.1 0.5 +/+ 8.1 × 10−9

rs6575793 BEGAIN Intronic 14 100,101,970 0.42 C/T 0.51 1.7 × 10−10 3.7 × 10−9 13,899 4.6 × 10−1 2.3 0.4 +/+ 1.2 × 10−8

rs4929923 TRIM66 3′UTR 11 8,595,776 0.36 T/C 0.99 2.4 × 10−8 2.2 × 10−7 8,510 1.6 × 10−2 2.3 0.4 +/+ 1.2 × 10−8

rs6439371 TMEM108,  
NPHP3

~146 kb,  
~170 kb

3 134,093,442 0.34 G/A 0.35 1.5 × 10−8 1.6 × 10−7 8,581 3.0 × 10−2 2.3 0.4 +/+ 1.3 × 10−8

rs900145 ARNTL ~5 kb 11 13,250,481 0.30 C/T 0.35 7.7 × 10−9 1.1 × 10−7 8,649 6.5 × 10−−2 2.3 0.4 +/+ 1.6 × 10−8

rs6762477 RBM6 Intronic 3 50,068,213 0.44 G/A 0.22 1.4 × 10−9 2.4 × 10−8 12,447 1.5 × 10−1 2.5 0.4 +/+ 1.6 × 10−8

rs2947411 TMEM18 ~53 kb 2 604,168 0.17 A/G 0.27 2.1 × 10−8 2.6 × 10−7 8,657 1.9 × 10−2 2.8 0.5 +/+ 1.7 × 10−8

rs1361108 C6orf173,  
TRMT11

~98 kb,  
~407 kb

6 126,809,293 0.46 T/C 0.76 2.6 × 10−9 3.0 × 10−8 14,126 6.0 × 10−2 –2.1 0.4 –/– 1.7 × 10−8

rs1364063 NFAT5 ~10 kb 16 68,146,073 0.43 C/T 0.05 4.4 × 10−8 4.8 × 10−7 8,669 7.1 × 10−3 2.1 0.4 +/+ 1.8 × 10−8

rs633715 SEC16B ~44 kb 1 176,119,203 0.20 C/T 0.45 1.5 × 10−9 2.3 × 10−8 14,274 1.9 × 10−1 –2.6 0.5 –/– 2.1 × 10−8

rs4840086 PRDM13,  
MCHR2

~145 kb,  
~160 kb

6 100,315,159 0.42 G/A 0.98 8.2 × 10−9 1.2 × 10−7 8,669 7.5 × 10−2 –2.1 0.4 –/– 2.4 × 10−8

rs7617480 KLHDC8B Intronic 3 49,185,736 0.22 A/C 0.64 1.8 × 10−9 2.7 × 10−8 14,341 2.4 × 10−1 2.4 0.4 +/+ 2.8 × 10−8

rs9939609 FTO Intronic 16 52,378,028 0.40 A/T 0.17 3.3 × 10−11 1.1 × 10−9 8,665 5.3 × 10−1 –2.1 0.4 –/+ 3.1 × 10−8

rs852069 PCSK2 ~84 kb 20 17,070,593 0.37 A/G 0.47 1.1 × 10−9 2.0 × 10−8 14,306 3.3 × 10−1 –2.1 0.4 –/– 3.3 × 10−8

10 possible menarche locik

rs757647 KDM3B Intronic 5 137,735,214 0.22 A/G 0.23 1.4 × 10−9 2.0 × 10−8 14,326 4.4 × 10−1 –2.4 0.4 –/– 5.4 × 10−8

rs9555810 C13orf16,  
ARHGEF7

~185 kb,  
~223 kb

13 110,979,438 0.28 G/C 0.68 6.7 × 10−10 1.4 × 10−8 14,266 4.9 × 10−1 2.3 0.4 +/+ 5.6 × 10−8

rs16938437 PHF21A Intronic 11 46,009,151 0.09 T/C 0.32 1.4 × 10−9 2.2 × 10−8 14,330 3.8 × 10−1 –3.7 0.7 –/– 5.9 × 10−8

rs2687729 EEFSEC Intronic 3 129,377,916 0.27 G/A 0.36 1.0 × 10−8 1.4 × 10−7 8,669 3.2 × 10−1 2.3 0.4 +/+ 1.3 × 10−7

rs1862471 OLFM2 Intronic 19 9,861,322 0.47 G/C 0.17 4.6 × 10−10 8.3 × 10−9 13,470 9.4 × 10−1 2.0 0.4 +/– 1.5 × 10−7

rs12472911 LRP1B Intronic 2 141,944,979 0.20 C/T 0.65 3.9 × 10−8 3.9 × 10−7 8,585 1.4 × 10−1 2.5 0.5 +/+ 1.5 × 10−7

rs3914188 ECE2 3′ UTR 3 185,492,742 0.27 G/C 0.54 2.3 × 10−9 3.2 × 10−8 14,085 7.9 × 10−1 –2.2 0.4 –/– 2.6 × 10−7

rs2243803 SLC14A2 ~238 kb 18 41,210,670 0.40 A/T 0.89 2.8 × 10−8 3.3 × 10−7 8,659 3.9 × 10−1 2.0 0.4 +/+ 3.4 × 10−7

rs3743266 RORA 3′ UTR 15 58,568,805 0.32 C/T 0.24 2.6 × 10−8 2.9 × 10−7 8,666 7.8 × 10−1 –2.0 0.4 –/– 8.0 × 10−7

rs7359257 IQCH Intronic 15 65,489,961 0.45 A/C 0.82 3.9 × 10−9 4.7 × 10−8 14,303 6.0 × 10−1 1.7 0.4 +/– 1.9 × 10−6

UTR, untranslated region. 
aMinor allele frequency. bMinor/major allele. cP value for effect heterogeneity between studies. dP value from stage 1 meta-analysis with genomic control applied to individual studies (up to 
87,802 women from 32 studies). eP value from stage 1 meta-analysis with additional adjustment for overall genomic control. fP value from in silico replication studies (up to 14,731 women). 
gPer allele change in age at menarche (weeks) obtained from a meta-analysis of stage 1 and replication cohorts. hDirection of minor allele association with age at menarche in stage 1/replication 
cohorts. iP value from meta-analysis of stage 1 (second genomic-control–corrected estimates) and replication cohorts. jrs314276 was used as a proxy in the ALSPAC replication sample. kThese 
loci reached genome-wide significance in stage 1 but not in the final analysis with second genomic-control correction and combination with replication cohorts.
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approach in meta-analysis gene-set enrichment of variant associations 
(MAGENTA), in which each gene in the genome is assigned an 
adjusted score that represents its association with age at menarche, 
and predefined pathways are tested for enrichment of multiple asso-
ciations (Online Methods). The most significant pathway (P = 4.9 × 
10−3) was the biosynthesis of coenzyme A, which is a carrier of acyl 
groups and is necessary for pyruvate oxidation and fatty acid synthesis 
and oxidation (Supplementary Table 9).

Functional SNP and structural assessment
We explored the potentially functional impacts of our new menarche 
loci in order to identify their likely genetic mechanisms. In addi-
tion, by particularly focusing on those groups of SNPs that have 
been identified as functional, we aimed to identify possible further 
menarche loci which did not reach genome-wide significance in our 
primary meta-analysis.

Copy number variation. Using data from a recent genomic map 
of copy number variation (CNV)25, we established that none of the 
42 known, confirmed or possible new menarche loci were related 
to CNVs. Next, we explored the 1,052 CNV-tagging SNPs for asso-
ciation with age at menarche in our GWAS sample. Only one tag 
SNP was associated with age at menarche after Bonferroni correction 
(rs3101336, P = 3 × 10−7; Supplementary Fig. 7). This SNP tags a 
CNV near the NEGR1 gene locus, which has been previously associ-
ated with body mass index20.

Non-synonymous SNPs. None of the 42 known, confirmed or 
 possible new menarche variants were amino acid changing. However, 
two were in strong LD (r2 ≥ 0.8) with non-synonymous variants. 
rs1862471 (intronic in OLFM2 at 19p13.2) is in LD (r2 = 0.8) with 
rs2303100, which encodes an arginine to glutamine residue change in 
OLFM2. Second, rs4929923 (in the 3 untranslated region of TRIM66 
at 11p15.4) is in LD (r2 = 0.92) with rs11042023, which encodes a 
histidine to arginine residue change in TRIM66.

To identify possible further menarche loci, we then explored the set 
of 12,062 non-synonymous SNPs for association with age at menarche 
in our GWAS sample. Outside of the already associated regions, three 
non-synonymous SNPs were associated with age at menarche after 
correction for multiple testing (the Bonferroni threshold for 12,062 
independent tests was P < 4.1 × 10−6). These non-synonymous SNPs 
were rs1254319 in C14orf39 (P = 1.9 × 10−7), rs7653652 in C3orf38  
(P = 1.4 × 10−6) and rs913588 in JMJD2C (P = 3.3 × 10−6).

Expression QTLs. Three of the forty-two known, confirmed or 
 possible new menarche variants were highly significantly cis associ-
ated with mRNA expression (P < 1 × 10−6 for mRNA transcript abun-
dance) based on publicly available data from lymphoblastoid cell lines 
of 400 children (mRNA by SNP Browser). These transcripts were in 
GAB2 (associated with rs10899489), RBM6 (rs6762477) and NARG2 
(rs3743266) (Supplementary Table 10). As these genomic loci included 
a number of genes (Supplementary Fig. 3), these specific transcript 
associations inform the likely functional gene at each locus.

table 2 Associations between known obesity-related sNPs and age at menarche

Nearby gene SNPa Chr.
Obesity  
phenotype

Menarche β  
(weeks per allele) Menarche s.e. Menarche P

Obesity-susceptibility  
allele

Menarche-decreasing 
allele

FTO rs9939609 16q12 BMI 2.5 0.4 3.3 × 10−11 A A

SEC16B rs10913469 1q25 BMI 2.6 0.5 2.4 × 10−8 C C

GNPDA2 rs10938397 4p13 BMI 2.1 0.4 8.7 × 10−8 G G

NEGR1 rs2815752 1p31 BMI 1.9 0.4 5.9 × 10−7 A A

TMEM18 rs6548238 2p25 BMI 2.7 0.5 7.1 × 10−7 C C

FAIM2 rs7138803 12q13 BMI 1.8 0.4 1.7 × 10−6 A A

BDNF rs4923461 11p14 BMI 1.7 0.5 3.1 × 10−4 A A

KCTD15 rs11084753 19q13 BMI 1.4 0.4 5.9 × 10−4 G G

TRA2B, ETV5 rs7647305 3q27 BMI 1.2 0.5 9.0 × 10−3 C C

TFAP2B rs987237 6p12 WHR 1.6 0.5 7.8 × 10−4 G G

MSRA rs7826222 8p23 WHR 1.8 0.8 2.4 × 10−2 G G

BMI, body mass index; WHR, waist-hip ratio.  
aSelected SNPs at each locus are those published for association with BMI, WHR or obesity (rather than those with the strongest signal for age at menarche). SNPs listed are those with a significant 
association (P < 0.05) with age at menarche. A full version of this table including SNPs related to adiposity traits but not reaching significance for menarche can be found in supplementary table 13.

table 3 Associations between known height sNPs and age at menarche

Gene SNPa Chr. Position
Menarche β  

(weeks per allele) Menarche s.e. Menarche P
Height-increasing  
allele

Menarche-increasing  
allele

LIN28B rs314277 6 105,514,355 6.9 0.6 2.1 × 10−35 A A

PXMP3 rs7846385 8 78,322,734 2.5 0.4 1.9 × 10−9 C T

C6orf173 rs4549631 6 127,008,001 1.8 0.4 4.9 × 10−7 C T

SCMH1 rs6686842 1 41,303,458 –1.1 0.4 3.3 × 10−3 T C

Histone cluster 1 rs10946808 6 26,341,366 1.1 0.4 6.4 × 10−3 A A

NOG rs4794665 17 52,205,328 –0.9 0.4 1.1 × 10−2 A G

HMGA2 rs1042725 12 64,644,614 –0.8 0.4 2.0 × 10−2 C C

TBX2 rs757608 17 56,852,059 –0.9 0.4 2.2 × 10−2 A G

HLA Class III rs2844479 6 31,680,935 –0.9 0.4 2.4 × 10−2 A C

ZBTB38 rs6440003 3 142,576,899 0.8 0.4 3.5 × 10−2 A A

CABLES1 rs4800148 18 18,978,326 –1.0 0.5 3.7 × 10−2 A G

χ2 = 7.02, P = 0.008 for 11 out of 44 height-associated SNPs also associated with age at menarche (at P < 0.05) compared to the 2.2 expected by chance. However, seven 
height-increasing SNPs are associated with earlier menarche and four are associated with later menarche. Menarche P values are derived from our stage 1 meta-analysis of 32 
studies with genomic control applied to individual studies.
aSelected SNPs at each locus are those published for association with height (rather than those with the strongest signal for age at menarche). SNPs listed are those with a significant association 
(P < 0.05) with age at menarche. A full version of this table including SNPs associated with adult height but not reaching significance for menarche can be found in supplementary table 14.
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Given the likely close biological interaction between the regulation 
of age at menarche and adiposity, we hypothesized that adipose tissue 
expressed SNPs (eSNPs) might show a preponderance of associations 
with age at menarche. Of the 5,184 adipose eSNPs identified in the 
Icelandic Family Adipose cohort26, 23 were significantly associated 
with age at menarche after correction for multiple testing (using a 
1/n P value threshold for 5,184 independent tests (P < 1.9 × 10−4)) 
(Supplementary Table 11). Of these adipose eSNPs, rs10835211 
(menarche P = 9.4 × 10−6) is near BDNF, which is a BMI locus and 
is implicated in eating behavior and body weight regulation27,28. 
rs7160413 (menarche P = 2.2 × 10−5) is near DLK1, a gene impli-
cated in early onset puberty29. rs133934508 (menarche P = 3.6 × 10−5) 
is associated with expression of PITX1, which encodes a pituitary 
 transcriptional regulator30.

Candidate gene assessment
Candidate gene studies for age at menarche have largely focused 
on genes involved in sex steroid-hormone biosynthesis and meta-
bolism, highlighted through animal models or human cases with 
extreme delayed puberty or hypogonadotrophic hypogonadism31. 
We examined 8,770 SNPs in 16 candidate genes31–33 and their sur-
rounding regions (±300 kb) for association with age at menarche 
in our GWAS meta-analysis sample (Supplementary Table 12). 
SNPs in the regions of TAC3R (top hit, rs17034046, P = 3.4 × 10−7,  
~19 kb upstream of TAC3R) and ESR1 (top hit, rs9383922, P = 2.2 ×  
10−6, 110 kb upstream of ESR1) were significantly associated with 
age at menarche after correction for multiple testing (the Bonferroni 
 threshold for 8,770 independent tests was P < 5.7 × 10−6). Rare delete-
rious mutations in TAC3R, encoding a receptor for Neurokinin B, and 
in its ligand TAC3 have been found in families affected by hypogo-
nadotropic hypogonadism and pubertal failure31. ESR1 encodes an 
estrogen receptor that is essential for sexual development and repro-
ductive function, and polymorphisms in ESR1 have previously been 
nominally associated with age at menarche33.

Overlapping heritability of body size and menarche timing
Family studies have suggested a substantial coinheritance of the tim-
ing of puberty and BMI34, and this is supported by our finding of four 
established BMI variants among our new menarche loci. We therefore 
systematically assessed whether established loci for adiposity-related 
traits (BMI, waist-hip ratio (WHR) and obesity) and adult height were 
also associated with age at menarche. Nine of the twelve BMI loci and 
two of the four WHR loci tested were associated with age at menarche 
(Table 2 and Supplementary Table 13). In all cases, the BMI- or 
WHR-increasing allele was associated with earlier menarche, which 
is consistent with the direction of association in epidemiological stud-
ies35. Eleven of the forty-four adult height loci were associated with 
age at menarche (Table 3 and Supplementary Table 14). However, 
for seven of these loci, the adult height-increasing allele was associ-
ated with earlier menarche, which is in the opposite direction to the 
association in individual-level epidemiological studies35.

We then assessed the relevance of our new menarche loci to adult BMI 
and height by exploring in silico data from the GIANT consortium. Nine 
of the forty-two menarche loci were associated with adult BMI (at P < 
0.05; N = 32,530); in all cases, the allele associated with higher BMI was 
associated with earlier menarche (Supplementary Table 15). Eighteen 
of the menarche loci were associated with adult height (at P < 0.05;  
N ~ 130,000); although for three of these loci, the direction of effect was 
opposite to that predicted from epidemiological studies (Supplementary 
Table 16). Despite these joint associations with body size, in Avon 
Longitudinal Study of Parents and Children (ALSPAC) mothers, the 

combined influence of the menarche loci on age at menarche appeared 
to be completely unattenuated following adjustment for adult height 
and BMI (Supplementary Table 17), suggesting that in general, these 
menarche loci have direct effects on age at menarche. However, we 
acknowledge that further large studies with childhood growth data are 
needed to establish the causal directions of effect of these loci.

DISCUSSION
In a large GWAS meta-analysis comprising over 87,000 women, 
we identified 30 new loci for the timing of menarche and provide 
 evidence for a further ten possible new loci. These loci were in or 
near genes associated with cellular development, body weight regula-
tion, hormonal regulation and a wide variety of other biological func-
tions. Previous studies comprising up to 17,510 women had detected 
only one or two genome-wide significant signals8–11. We now show 
that those earlier signals at LIN28B and 9q31.2 represented the ‘low-
 hanging fruit’ with particularly large effect sizes relative to their MAF 
(Supplementary Fig. 5). The list of functions of those genes nearest 
to the menarche loci (Supplementary Table 7) and the results of 
pathway analyses indicate a wide diversity of biological processes that 
regulate the timing of female pubertal maturation.

Among the confirmed new menarche loci were several loci impli-
cated in body weight regulation, including four loci with estab-
lished associations with BMI (in or near FTO, SEC16B, TRA2B and 
TMEM18). Furthermore, our systematic analysis of established BMI-
related SNPs showed that the majority of alleles related to higher 
BMI and WHR also showed at least nominal associations with earlier 
menarche (Table 2). It is noteworthy that three new menarche loci are 
in or near genes implicated in energy homeostasis in animal models 
(BSX, CRTC1 and MCHR2). In the GIANT consortium data, we did 
not detect any associations between these loci and adult BMI, however 
the BSX and MCHR2 loci were nominally associated with adult height. 
In order to robustly investigate whether menarche loci have pleiotropic 
effects on growth or whether the association with menarche timing is 
driven through increased adiposity, measures of body fatness before 
menarche or even before the onset of puberty would be required but 
were unavailable in most studies. Further functional studies of these 
new menarche loci may also help to clarify the biological mechanisms 
linking these traits. In addition to influencing the timing of pubertal 
initiation, sufficient adiposity is also required for the maintenance of 
normal hypothalamic-pituitary-gonadal function through signaling 
by adipocytokines such as leptin36. Our pathway analyses highlighted 
coenzyme A and fatty acid biosynthesis as biological pathways related 
to menarche timing. Hypothalamic levels of long-chain fatty acyl 
coenzyme As have been shown to regulate rodent feeding behavior 
and glucose homeostasis37, and genetic variants in this pathway could 
therefore potentially alter central nutrient sensing.

Earlier age at menarche is related to shorter adult stature in large epi-
demiological studies35. We found that several adult height-increasing 
alleles were also associated with age at menarche (Table 3), but at differ-
ent loci, these alleles were associated with either earlier or later menarche. 
These paradoxical associations suggest a complex interplay between 
growth and pubertal timing. Earlier menarche is associated with taller, 
rather than shorter, childhood height, and there are likely separate causal 
effects of rapid linear growth on earlier puberty and of earlier pubertal 
maturation on earlier growth plate fusion and cessation of growth.

Although our pathway analyses strongly identified potential new 
biological pathways involved in pubertal timing, we acknowledge 
that the ability to assign putative functions to these menarche loci is 
substantially limited by the lack of identification of the causal variant 
at each locus. Many of the strongest associated SNPs were located 
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hundreds of kilobases distant to the nearest gene, and some menarche 
loci contained several plausible genes. Indeed, none of the top signals 
represented non-synonymous SNPs and only two SNPs were in LD 
with such variants (in OLFM2 and TRIM66). Use of eQTLs helped to 
identify the likely causal genes (GAB2, RBM6 and NARG2) at three 
menarche loci that spanned multiple genes. However, much future 
work will be required to identify the causal variants and implicated 
genes related to these menarche loci.

Despite the large size of our meta-analysis and the substantial 
increase in the number of menarche loci, these together explained 
between 3.6%–6.1% of the variance in age at menarche, equivalent to 
7.2%–12.2% of its heritability. The majority of menarche loci had esti-
mated effect sizes of between 2 and 3 weeks per allele. Assuming the 
presence of many true menarche SNPs with an effect size of 2 weeks 
per allele, even our large meta-analysis would only have had sufficient 
power to detect half of those SNPs with a MAF of 50% and only one in 
ten of those SNPs with MAF of 10% (Supplementary Fig. 8).

We corrected for population stratification by applying the genomic 
control method38 to each of the individual study results. When we applied 
a more stringent second correction for the overall genomic control infla-
tion factor across all 32 studies, 10 of the 40 possible new menarche vari-
ants fell below genome-wide significance (Fig. 1 and Table 1). However, 
our subsequent finding of confirmatory evidence (P < 0.05) even in 
our limited replication studies for four of these ten variants (in or near 
TRIM66, TMEM108, TMEM18 and NFAT5) suggests that the second 
correction for genomic control is likely to be overconservative.

Our identification of strong associations with SNPs near the can-
didate genes TAC3R and ESR1 supports the likely presence of fur-
ther menarche loci which did not meet the genome-wide significance 
threshold. Systematic assessment of functional genetic variants identi-
fied several further putative menarche loci. rs3101336, which tags a 
CNV near the BMI locus NEGR1, showed strong, but not genome-
wide significant, association with age at menarche (P = 3 × 10−7). 
Exploration of adipose tissue eQTLs also identified further putative 
menarche loci related to genes implicated in eating behavior (BDNF), 
precocious puberty (DLK1) and pituitary function (PITX1). It has been 
suggested that lower levels of statistical significance may be applied 
to variants with prior biological candidacy, however this must be bal-
anced against the desire to avoid false positives, and we suggest that 
these putative menarche loci require confirmation in further studies.

Notably all of the top menarche variants had MAF ≥ 7%. Although 
it has been suggested that low-frequency variants have larger effects 
than common variants39, our study was clearly underpowered to 
detect low-frequency variants (MAF < 5%) with modest effect sizes. It 
is also possible that rare variants are not well captured using genome-
wide chips. Future imputation using deep sequencing data from the 
1000 Genomes Project may identify additional low frequency hits as 
well as refine the location of possible functional variants.

In the majority of studies contributing to this report, age at 
menarche was recalled several years later and often to the near-
est completed whole year. Although recalled age at menarche is a 
valid measure40 and is unlikely to show systematic bias by genotype, 
any nondifferential error would lead to reduced statistical power. 
Menarche indicates the completion of puberty in females, and it 
is unclear whether our new menarche loci also influence timing of 
other pubertal phenotypes. The known menarche locus in LIN28B 
was shown to also influence the onset of breast development in girls, 
the timing of pubic hair development and voice breaking in boys9 
and the timing of the pubertal growth spurt in both boys and girls41. 
Although our new menarche loci might also regulate such wider 
pubertal processes, it is plausible that some (for example, INHBA) 

might have sex-specific effects. Our study was restricted to cohorts 
of European ancestry and our results are therefore not generalized to 
other groups. African-American girls tend to show earlier pubertal 
maturation compared to girls of European ancestry42, and genetic 
studies in such populations might reveal different menarche loci.

In summary, we identified at least 30 new loci for age at menarche. 
Our findings demonstrate the role of genes which regulate energy 
homeostasis and hormone pathways and illustrate the complexity of 
the regulation of the timing of puberty.

URLs. KBiosciences, http://www.kbioscience.co.uk; MACH, http://
www.sph.umich.edu/csg/abecasis/MaCH/; METAL, www.sph.umich.
edu/csg/abecasis/metal; mRNA by SNP Browser, http://www.sph.
umich.edu/csg/liang/asthma/; MAGENTA, http://www.broadinstitute.
org/mpg/magenta/; PANTHER, http://www.pantherdb.org/.

METhODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturegenetics/.

Note: Supplementary information is available on the Nature Genetics website.
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ONLINE METhODS
Stage 1 GWAS populations. Thirty-two studies contributed to the stage 1 
GWAS meta-analysis, comprising 87,802 women of European ancestry. The 
consortium was made up of populations from the Age, Gene/Environment 
Susceptibility Study (AGES, n = 1849), the Amish population (Amish, n = 557), 
the Atherosclerosis Risk in Communities study (ARIC, n = 4247), the British 
1958 Birth Cohort (B58C-T1DGC and B58C-WTCCC, n = 1584), CoLaus  
(n = 2797), deCODE (n = 15,864), the Danish National Birth Cohort (DNBC,  
n = 1748), the Estonian Genome Center, University of Tartu (EGCUT, n = 987), 
the European Prospective Investigation into Cancer and Nutrition (EPIC-
obesity cases and cohort, n = 1840), the Erasmus Rucphen Family Study (ERF, 
n = 1103), the Framingham Heart Study (FHS, n = 3801), the Helsinki Birth 
Cohort (HBCS, n = 976), the Health 2000 study (Health 2000 cases and con-
trols, n = 922), InCHIANTI (n = 597), the Indiana University premenopausal 
Caucasian women peak BMD study (Indiana, n = 1497), the Nurse’s Heath 
Studies (NHS, n = 5360), the Northern Finland Birth cohort (NFBC, n = 2648), 
the Netherlands Twin Register (NTR, n = 1051), the Queensland Institute of 
Medical Research (QIMR, n = 3528), the Rotterdam studies (RS1, RS2 and 
RS3, n = 5406), the Study of Addiction: Genetics and Environment (SAGE,  
n = 1376), the SardiNIA study (n = 2158), Twins UK I, II and III (n = 3962), 
and the Women’s Genome Health Study (WGHS, n = 22,028). Full details can 
be found in the Supplementary Note. All studies were approved by local ethics 
committees and all participants provided written informed consent.

Phenotype measurement and inclusion criteria. Age at menarche recalled 
by the participant was recorded in each study. Specific questions asked can be 
found in Supplementary Table 1. Only women of European ancestry with a 
valid age at menarche between 9 and 17 years were included in this analysis, 
as this represents the normal physiological range. Information on birth year 
was also collected in each study.

Genotyping. The 32 stage 1 studies were genotyped using a variety of 
Affymetrix (6.0, GeneChip 500K, 250K, MIP50K and 10K) and Illumina 
(HumanHap 550K, 318K, HumanHap 300K, HumanHap 370K CNV, 
HumanHap610 quad, Human660W-Quad BeadChip, 6K and Human 1Mv1_C)  
genotyping arrays. Genotyping call rate cutoffs were at least 90%, and SNPs 
were filtered for those with a minor allele frequency of greater than 1%. More 
details on the filtering criteria for genotypes in each individual study can be 
found in Supplementary Table 2.

Genotype imputation. In order to increase genomic coverage and allow the 
evaluation of the same SNPs across as many study populations as possible, 
each study imputed genotype data based on the HapMap CEU Build 35 or 36. 
Algorithms were used to infer unobserved genotypes in a probabilistic manner 
in either MACH, IMPUTE43, or software that was developed by the research-
ers. As a quality control measure, we excluded non-genotyped SNPs with an 
imputation quality less than 0.3 (for observed versus expected variance in 
MACH) or 0.4 (for IMPUTE’s proper info statistic) from the meta-analysis.

Association testing. Each study performed genome-wide association test-
ing for age at menarche across approximately 2.5 million SNPs based on 
linear regression under an additive genetic model. Analyses were adjusted 
for birth year in order to remove the effect of the temporal decline in age at 
menarche. Studies used PLINK, ProABEL, MACH2QTL, SNPTEST, R pack-
ages or MERLIN-fastassoc for the association testing. The results from indi-
vidual studies were corrected by their respective genomic inflation factors (λ) 
(Supplementary Table 1) according to the genomic control method to correct 
for population stratification38.

Meta-analysis. We used an inverse-variance meta-analysis to test the effects 
of each genetic variant on age at menarche across the 32 studies. Fixed effects 
models were used, although in the absence of significant heterogeneity, 
choice of model has little impact on the results. In order to correct for poten-
tial relatedness between two Icelandic cohorts (AGES and deCODE), the 
 corrected association results for these cohorts were first meta-analyzed and 
the genomic-control method was reapplied to the results of the combined 
sample. These results were then meta-analyzed with the remaining 30 studies. 

We also displayed further results following a second correction for genomic 
control using the overall genomic inflation factor calculated from the meta-
analysis of all 32 studies. All meta-analyses were conducted using the METAL 
software package. We considered P values < 5 × 10−8 to indicate genome- 
wide significance.

We also meta-analyzed results from X-chromosome SNPs in a subset of 
studies with this data available. This included seven imputed datasets and 
one directly genotyped dataset. Total sample size was ~60% of the autosomal 
meta-analysis (N = 52,781) and the same statistical model was tested.

Conditional analysis. In order to establish whether genome-wide significant 
SNPs with low LD in the same chromosomal region (defined as r2 < 0.05 in a 
750-kb region) were independent loci, we carried out a conditional analysis. 
Each study performed a genome-wide analysis for age at menarche using linear 
regression adjusting for the top signal at each of the 42 associated regions to 
determine whether potential second signals remained significant even after 
adjusting for these variants. Birth year was also included as a covariate. Results 
from each individual study were meta-analyzed to determine whether these 
potential second signals were truly independent (that is, if P < 5.0 × 10−8).

Replication studies. In order to confirm our possible new menarche loci, we 
tested our 42 top hits for in silico association with age at menarche in 8,669 
women from 16 studies with GWAS data and which were not included in the first 
stage meta-analysis (Supplementary Table 4). In addition, new genotype data 
was generated for 30 of the 42 menarche loci and tested for association with age at 
menarche in up to 6,118 women from the Avon Longitudinal Study of Parents and 
Children (ALSPAC). Genotyping was performed by KBiosciences (Hoddesdon, 
UK) using their own unique system of fluorescence-based competitive allele-
 specific PCR (KASPar). As in stage 1, analyses were restricted to women reporting 
age at menarche between 9 and 17 years and adjustment was made for birth year. 
Mean age at menarche ranged from 12.4 to 13.5 years, consistent with studies 
in the stage 1 meta-analysis. Linear regression was used to test the association 
between each variant and age at menarche in an additive genetic model. These 
results were then meta-analyzed with genomic control–adjusted statistics from 
our stage 1 meta-analysis using inverse-variance fixed effects models.

In order to calculate the overall variance explained by these menarche loci 
in each of the replication cohorts, we calculated the r2 value from a model 
including all 42 known, confirmed and possible new menarche variants and 
birth year and compared this to a model including birth year alone. We only 
included cohorts with >800 women in their full model analyses, as sample 
sizes smaller than this may give spurious results.

Pathway analysis. Ingenuity pathway analysis (IPA) Knowledge Base 8.5 
(Ingenuity Systems) was used to explore the functional relationship between pro-
teins encoded by the 42 known, confirmed and possible new menarche loci. The 
IPA Knowledge Base contains millions of findings curated from the literature. 
Genes or nearest genes to the 42 loci (Table 1) were entered into the Ingenuity 
database. These ‘focus genes’ were analyzed for direct interactions only. Networks 
were generated with a maximum size of 35 genes and shown as graphical rep-
resentations of the molecular relationships between genes and gene products. 
Proteins are depicted as nodes in various shapes representing the functional 
class of the protein. The biological relationships between nodes are depicted by 
lines. To determine the probability of the analyzed gene to be found together in a 
network from Ingenuity Pathways Knowledge Base due to random chance alone, 
IPA applies a Fisher’s exact test. The network score or P value represents the sig-
nificance of the focus gene enrichment. There are 25 diseases and disorders cat-
egories and 32 molecular and cellular function categories in the IPA Knowledge 
Base. Enrichment of focus genes to these diseases and functional categories was 
also evaluated. The P value, based on a right-tailed Fisher’s exact test, considers 
the number of identified focus genes and the total number of molecules known 
to be associated with these categories in the IPA knowledge database.

MAGENTA was used to explore pathway-based associations in the full 
GWAS dataset. MAGENTA implements a GSEA-based approach, the metho-
dology of which has been previously described44. Briefly, each gene in the 
genome is mapped to a single index SNP with the lowest P value within a 110 kb 
upstream, 40 kb downstream window. This P value, representing a gene score, 
is then corrected for confounding factors such as gene size, SNP density and 
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LD-related properties in a regression model. Genes within the HLA region were 
excluded from analysis due to difficulties in accounting for gene density and LD 
patterns. Each mapped gene in the genome is then ranked by its adjusted gene 
score. At a given significance threshold (95th and 75th percentiles of all gene 
scores), the observed number of gene scores in a given pathway, with a ranked 
score above the specified threshold percentile, is calculated. This observed sta-
tistic is then compared to 1,000,000 randomly permuted pathways of identical 
size. This generates an empirical GSEA P value for each pathway. Significance 
was determined when an individual pathway reached a false discovery rate < 
0.05 in either analysis (Supplementary Table 9). In total, 2,529 pathways from 
Gene Ontology, PANTHER, KEGG and Ingenuity were tested for enrichment 
of multiple modest associations with age at menarche.

eQTLs. We tested the association between 5,184 adipose tissue eSNPs 
 identified in the Icelandic Family Adipose (IFA) cohort (n = 673) with age at 
menarche in our stage 1 meta-analysis sample. The IFA cohort dataset included 
the expression of 23,720 transcripts representing 84% of the 20,060 protein-
coding genes annotated in the Ensembl database (v 33)26.

43. Marchini, J., Howie, B., Myers, S., McVean, G. & Donnelly, P. A new multipoint 
method for genome-wide association studies by imputation of genotypes. Nat. Genet. 
39, 906–913 (2007).

44. Segrè, A.V. et al. Common inherited variation in mitochondrial genes is not enriched 
for associations with type 2 diabetes or related glycemic traits. PLoS Genet. 6, 
e1001058 (2010).
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Abstract

Background: Genome-wide association studies have found type 2 diabetes-associated variants in the HNF1B gene to exhibit
reciprocal associations with prostate cancer risk. We aimed to identify whether these variants may have an effect on cancer
risk in general versus a specific effect on prostate cancer only.

Methodology/Principal Findings: In a collaborative analysis, we collected data from GWAS of cancer phenotypes for the
frequently reported variants of HNF1B, rs4430796 and rs7501939, which are in linkage disequilibrium (r2 = 0.76, HapMap
CEU). Overall, the analysis included 16 datasets on rs4430796 with 19,640 cancer cases and 21,929 controls; and 21 datasets
on rs7501939 with 26,923 cases and 49,085 controls. Malignancies other than prostate cancer included colorectal, breast,
lung and pancreatic cancers, and melanoma. Meta-analysis showed large between-dataset heterogeneity that was driven by
different effects in prostate cancer and other cancers. The per-T2D-risk-allele odds ratios (95% confidence intervals) for
rs4430796 were 0.79 (0.76, 0.83)] per G allele for prostate cancer (p,10215 for both); and 1.03 (0.99, 1.07) for all other
cancers. Similarly for rs7501939 the per-T2D-risk-allele odds ratios (95% confidence intervals) were 0.80 (0.77, 0.83) per T
allele for prostate cancer (p,10215 for both); and 1.00 (0.97, 1.04) for all other cancers. No malignancy other than prostate
cancer had a nominally statistically significant association.

Conclusions/Significance: The examined HNF1B variants have a highly specific effect on prostate cancer risk with no
apparent association with any of the other studied cancer types.
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Introduction

A large number of epidemiological studies have suggested

correlations between type 2 diabetes (T2D) and various can-

cers[1,2,3]. Most evidence suggests an inverse correlation between

T2D and prostate cancer[4,5,6] although not all studies agree on

this[7]. Several studies also suggest positive correlations between

other cancers and T2D[1,2,3]. It is unclear whether these

correlations, if true, represent casual relationships and whether they

may also reflect some shared genetic background. Recently, with the

advent of genome-wide association studies (GWAS), a large number

of genetic variants have been identified that confer susceptibility to

T2D or specific types of cancer[8]. An interesting observation has

been that specific variants in the HNF1B gene (formerly TCF2) have

been demonstrated to be associated both with the risk of prostate

cancer[9,10,11] and the risk of T2D[9,12] with the effects being in

the opposite direction for these two phenotypes.

HNF1B was previously known to be mutated in individuals with

maturity-onset diabetes of the young type 5 (MODY 5)[13], but a

biological explanation of the impact of the identified common

variation on T2D and prostate cancer risk remains elusive. The

identified genetic effects are small in magnitude even for prostate

cancer and T2D, representing odds ratios [ORs] per allele in the

range of 1.2 [9,11] and 0.9 [9,12], respectively. Therefore, small

effects for other cancer types would not be readily detectable,

unless very large studies were performed or data were combined

from several studies.

A definitive answer on whether HNF1B variants modulate also

the risk of other malignancies, or show specificity for prostate

cancer, requires large sample sizes. Here we present the results of a

large collaborative meta-analysis of HNF1B, rs4430796 and

rs7501939, which have the most consistent associations with both

prostate cancer and T2D. Relevant data were collected on the two

variants from GWAS on cancer phenotypes in Caucasian

populations in order to examine whether they have an effect on

cancer risk in general, on few specific cancers, or only on prostate

cancer.

Results

Database of contributed information
All the originally contacted investigators of cancer-related GWA

studies agreed to participate in this collaborative analysis, with the

exception of the investigators of 3 GWA studies [14,15,16] (1 on

breast cancer, 1 on colorectal cancer and 1 on neuroblastoma), 1 of

which had no data on the requested variants, as they had used a

Affymetrix platform[15]. Investigators who agreed to participate in

the collaborative analysis contributed data on 13 datasets for

rs4430796 and 19 datasets for rs7501939 [11,17,18,19,

20,21,22,23,24,25,26,27,28,29,30,31,32,33]. For 5 datasets, data

were available only for the latter polymorphism either because the

polymorphism was not available on the platform used or the SNP

failed quality control criteria.

The contributing teams and datasets are shown in Table 1 with

data on the number of cases and controls for each polymorphism

and for each type of cancer. Datasets from the Framingham

cohort contained imputed data for both polymorphisms since an

Affymetrix platform had been used, rs4430796 data from the

M.D. Anderson Cancer Center was imputed since this SNP had

not been directly genotyped, and melanoma data from AMFS and

Q-MEGA contained counts from pooling experiments, otherwise

all other datasets had direct genotyping on individual participants.

Detailed demographic and other characteristics of the study

populations can be found in the respective primary publications of

these GWA studies [14,15,16,17,18,20,21,22,23,24,25,26,27,28,

29,30,31,32,34].

Overall, the collaborative analysis included data on rs4430796

for 19,640 cancer cases and 21,929 controls; for prostate cancer

there were 11,145 cases and 9,650 controls, while for all other

cancers there were 8,495 cases and 12,279 controls. The collected

data on rs7501939 included 26,923 cases and 49,085 controls; for

prostate cancer there were 12,898 cases and 40,371 controls,

while for the other cancers there were 14,025 cases and 43,893

controls. Malignancies other than prostate cancer in these

datasets included colorectal, breast, lung and pancreatic cancers,

and melanoma (Table 1). deCODE contributed data on 4

different cancers and had a common population control group for

all 4 of them. The Framingham Heart Study (FHS) contributed

data on 4 different cancers and had a common population

control group (subjects $65 years at the last contact who are not

nuclear family member of the cancer cases) for all 4 studies with

the exception of prostate and breast cancer which used male and

female only controls respectively. The common control groups

for deCODE and FHS are only counted once in the total sample

sizes above.

The meta-analysis of all datasets (Table 2, Figure 1) showed a

per T2D risk allele association with both rs4430796 (G allele OR

0.91 [95% CI: 0.88, 0.94] p = 3610210) and rs7501939 (T allele
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OR 0.91 [95% CI: 0.88, 0.94] p = 5v10210) according to fixed

effects calculations, while by random effects calculations there was

nominal significance (OR 0.94 [95% CI: 0.88, 1.00], p = 0.033 for

rs4430796 and 0.93 [95% CI: 0.86, 1.01], p = 0.07 for rs7501939).

The reason for this diversity is that there was very large between-

study heterogeneity in the effect sizes (I2 of 82% [95% CI: 73-

89%] and 80% [95% CI: 70-86%], respectively, for the two

polymorphisms; Q-test p-value ,0.001 for both polymorphisms),

and this makes the fixed effects calculations less reliable. Results

were qualitatively similar when we increased the variance in

deCODE, FHS, and IARC estimates to account for the

overlapping control group (not shown).

The heterogeneity was largely driven by the diversity in the

effect sizes between prostate cancer and all other cancers. A meta-

analysis limited to prostate cancer datasets gave consistent

associations with both rs4430796 (OR per copy of T2D risk allele

(A) 0.79 [95% CI: 0.76, 0.83], p,10215 by fixed effects and 0.79

[95% CI: 0.74, 0.84] p = 10213 by random effects), and rs7501939

(OR per copy of T2D risk allele (T) 0.80 [95% CI: 0.77, 0.83]

p,10215 by fixed effects and 0.79 [95% CI: 0.74, 0.85],

p = 2610211 by random effects) (Table 2). There was some

residual between-study heterogeneity even within the prostate

cancer datasets (I2 of 42% [95%CI: 0–79%] and 56% [95% CI:

0–82%], respectively, for the two polymorphisms; Q-test p-value

0.037 and 0.14, respectively), although the heterogeneity pertained

only to the exact magnitude of the genetic effects and a nominally

statistically significant association was seen in each of the datasets

except for the Framingham study where the number of prostate

cancer cases was more limited.

Conversely, the results for all other cancers suggested no

significant association and results were consistent across studies.

The summary OR was 1.03 and 1.00 for the two polymorphisms

respectively (p = 0.14 and 0.81 by fixed effects) and the 95% CIs

excluded ORs deviating more than 7% from the null (OR = 1.00)

for rs4430796 and more than 4% from the null for rs7501939

(Table 2). The Q-test p-value was 0.99 and 0.45 for the two

polymorphisms respectively and random effects estimates were

thus identical to fixed effects estimates.

There was also no convincing evidence for an association

between either of the two polymorphisms and any of the other

cancers (besides prostate cancer), when each cancer type was

evaluated separately. Point estimates were in the opposite direction

(odds ratio 1.03–1.05) for pancreatic and lung cancer, but were not

nominally statistically significant (Table 2). The difference between

the prostate cancer and other cancers’ effect estimates was beyond

chance (p,0.05) for both polymorphisms.

Table 1. Characteristics of datasets included in the collaborative meta-analysis.

Study Centre Cancer Genotyping platform(s)
rs4430796
#cases

rs4430796
#controls

rs7501939
#cases

rs7501939
#controls

*ARCTIC colorectal[23] Sequenom homogenous
MassExtend (in house)

1,079 1,089 1,075 1,087

*AMFS melanoma[17,24] Illumina 550K (pooled) 490 p 427 p 490 p 427 p

Cambridge breast [33] Perlegen 387 363 387 363

*CGEMS prostate[11,25] Illumina 550K 4,960 5,021 4,869 4,930

*CAPS prostate[26] Sequenom (in house) 2,874 1,708 2,865 1,707

*CORGI colorectal[27] Illumina 550K n/a n/a 900 908

deCODE breast[28] Illumina 300K n/a n/a 1,815 30,742

deCODE colorectal[29] Illumina 300K n/a n/a 988 30,742

deCODE lung[29,30] Illumina 300K n/a n/a 651 30,742

deCODE prostate[9,31,32] Illumina 300K n/a n/a 1619 30,742

*FHS breast[34] Affymetrix 500K and MIPS 50K
combined

182i 852 i 182 i 852 i

*FHS colorectal[34] Affymetrix 500K and MIPS 50K
combined

108 i 1,498 i 108 i 1,498 i

*FHS lung[34] Affymetrix 500K and MIPS 50K
combined

90 i 1,498 i 90 i 1,498 i

*FHS prostate[34] Affymetrix 500K and MIPS 50K
combined

190 i 646 i 190 i 646 i

*IARC lung[20,21] Illumina 300K 641 2,435 1,797 2,378

*JHH prostate[26] Sequenom (in house) 1,512 478 1,521 479

*MDACC lung[22] Illumina 317K 1,152 i 1,137 i 1,152 1,137

*PANSCAN pancreatic Stage 1[19,48] Illumina 550K and 610K 1,754 1,796 1,757 1,796

*PANSCAN pancreatic Stage 2[19,48] Illumina 550K and 610K 1,748 1,818 1,769 1,841

*Q-MEGA melanoma[24] Illumina 550K (pooled) 864p 864 p 864 p 864 p

*UKGPCS prostate[18] Illumina 550K 1,609 1,797 1,834 1,867

Unless otherwise indicated all data is from direct genotyping. *ARCTIC (Assessment of Risk for Colorectal Tumors in Canada), AMFS (Australian Melanoma Family Study),
CGEMS (Cancer Genetics Markers of Susceptibility), CAPS (Cancer of the Prostate in Sweden), CORGI (Colorectal Tumour Gene Identification), FHS (Framingham Heart
Study), IARC (International Agency for Research on Cancer), JHH (Johns Hopkins Hospital), MDACC (M.D. Anderson Cancer Center, Texas), PANSCAN (Pancreatic Cancer
Cohort Consortium), Q-MEGA (Queensland study of Melanoma: Environment and Genetic Associations), UKGPCS (UK Genetic Prostate Cancer Study). n/a: no available
data; i: imputed; p: pooled.
doi:10.1371/journal.pone.0010858.t001
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Discussion

The current collaborative analysis documents that both

rs4430796 and rs7501939 have robust support for association

with prostate cancer, while we did not observe any convincing

evidence for an association of any of the other cancers examined

with either polymorphism. When data from all other cancers,

excluding prostate cancer, were combined the summary effects

had 95% CIs that excluded even subtle associations. Apart from

prostate cancer, when other datasets for each individual cancer

type was combined, the 95% CIs consistently excluded associa-

tions with modest effects. This would suggest that the effects

mediated by these polymorphisms are specific to T2D and prostate

cancer and they do not involve any other cancer types.

The HNF1B gene encodes a transcription factor and it was

initially identified as a MODY gene[13]. Subsequent studies have

suggested that mutations in this gene may also be related to renal

disease[35] and chromophobe renal cell carcinoma[36]. No

GWAS evaluating kidney cancer were included in our analysis,

and no kidney cancer GWAS has been published to-date. The

expression profile of the gene shows a tissue-specific pattern. It is

essential for embryonic survival and is expressed in the gut, kidney,

liver, lung, pancreas, prostate, thymus and genital tract [37,38]. It

could be speculated that the lack of association with some cancers

studied here may be due to the low or absent expression of this

gene in those tissues (for example breast cancer). We did not have

data on liver cancer, thymoma or genital tract cancer, but data on

lung, pancreatic, and colorectal cancer showed no association,

with point estimates very near to the null.

The two variants that we assessed are not necessarily the

functional culprits. GWA studies typically derive markers of

phenotypes that are probably linked with the functional genetic

variation[39]. However, identifying the functional variants is

difficult. Even if they could be identified, it is unlikely that

substantially large genetic effects for other cancers would exist, if

the tagging variants have so consistently null effects. Another

caveat is that we only examined populations of Caucasian

descent. This reduces the heterogeneity that could be due to

different LD patterns in populations of different ancestry.

However, it would be worthwhile to investigate the associations

of the HNF1B variants for T2D, prostate cancer, and other

cancers, also in non-Caucasian populations. Preliminary data

suggest that both of the examined variants had consistent

associations with T2D in Caucasian, Asian (Hong Kong), and

West African ancestry participants[9], while the association of

rs4430796 with prostate cancer risk was found to be even

stronger in the Japanese than in Caucasian populations[40].

Moreover, it would be useful to dissect associations with specific

disease subsets. Even within the analyzed Caucasian-descent

populations, we observed some modest between-study heteroge-

neity in the strength of the association between the HNF1B

variants and prostate cancer. This may be due to different

associations in different sub-phenotypes. For example, some data

suggest that the rs4430796 A allele may primarily increase the

risk for early-onset (,50 years) prostate cancer rather than later-

onset disease[41].

In conclusion, while the two examined HNF1B variants

conclusively have pleiotropic effects on both T2D and prostate

cancer, the pleiotropy apparently does not extend to other cancer

types. Genetic effects may offer a way to dissect comorbidity

between specific cancers and metabolic phenotypes. Besides

HNF1B, other gene loci have started appearing where variants

are identified that modulate susceptibility to both T2D and some

malignancy, e.g. prostate cancer for the JAZF1 locus gene [11,42]

and melanoma for the CDKN2A locus [43], although different,

unlinked variants are implicated in the susceptibility to the

malignancy and T2D, respectively. The elucidation of correlated

pleiotropic effects on diverse phenotypes will require very large

studies, given the generally subtle effects involved. Collaborative

efforts between multiple teams, as in the current study, may offer a

suitable approach to answer such questions.

Methods

Eligible GWA investigations and data
We used the NHGRI catalogue of published GWA studies[44],

a comprehensive database of GWA investigations to identify GWA

studies on cancer phenotypes published as of May 20, 2008. We

also performed additional PubMed searches to identify whether

any additional GWA studies on cancer phenotypes had been

published until then. We focused on solid cancers, excluding

hematologic malignancies. Given that these GWAS did not

include any studies on pancreatic cancer (of special interest, given

the association with T2D), we also identified GWAS on pancreatic

cancer that had not been published by that time, so as to ensure

their inclusion.

Table 2. Summary of results for association between rs4430796 and rs7501939 and diverse cancer types.

rs4430796 rs4430796 rs4430796 rs7501939 rs7501939 rs7501939

Cancer type
Studies (cases,
controls) OR (95% CI) I2 (95% CI)

Studies (cases,
controls) OR (95% CI) I2 (95% CI)

All cancers 16 (19,640, 21,929)* 0.91 (0.88, 0.94) 82 (73, 89) 21 (26,923, 49,085)* 0.92 (0.90, 0.95) 80 (70, 86)

Prostate 5 (11,145, 9,650) 0.79 (0.76, 0.83) 42 (0, 79) 6 (12,898, 40,371) 0.80 (0.77, 0.83) 56 (0, 82)

All Others 11 (8,495, 12,279)* 1.03 (0.99, 1.07) 0 (0, 60) 15 (14,025, 43,893)* 1.00 (0.97, 1.04) 0 (0, 54)

Breast 2 (569, 1,215) 1.00 (0.84, 1.20) n/a 3 (2,384, 31,957) 0.97 (0.91, 1.04) 0 (0, 90)

Lung 3 (1,883, 5,070) 1.05 (0.98, 1.13) 0 (0, 90) 4 (3,690, 35,755) 1.03 (0.96, 1.10) 0 (0, 85)

Colorectal 2 (1,187, 2,587) 1.01 (0.90, 1.14) n/a 4 (3,071, 34,235) 1.01 (0.94, 1.08) 0 (0, 85)

Melanoma 2 (1,354, 1,291) 0.98 (0.87, 1.01) n/a 2 (1,354, 1,291) 1.01 (0.90, 1.13) n/a

Pancreatic 2 (3,502, 3,614) 1.04 (0.98, 1.11) n/a 2 (3,526, 3,637) 1.03 (0.97, 1.10) n/a

OR: odds ratio, CI: confidence interval, n/a: not applicable (heterogeneity I2 confidence intervals are not calculated when there are only 2 studies). Odds ratios are based
on fixed effects calculations. When point estimates or confidence intervals differ by over 1% in random effects calculations, random effects results are mentioned in the
text. * the common control groups of deCODE and FHS are counted only once.
doi:10.1371/journal.pone.0010858.t002
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Figure 1. Association of rs4430796 and rs7501939 with diverse cancer types. Panel A shows results for rs4430796 and panel B shows
results for rs7501939. Each study is shown by its odds ratio and 95% confidence intervals). Prostate cancer studies appear on the top and other cancer
studies follow in alphabetical order. For the abbreviations of the names of the studies see Table 1. The summary diamond at the bottom corresponds
to the fixed effects summary. Weight indicates the relative proportion of the total evidence found in each study (the weight is inversely proportional
to the variance).
doi:10.1371/journal.pone.0010858.g001

HNF1B Variants and Cancer Risk

PLoS ONE | www.plosone.org 5 May 2010 | Volume 5 | Issue 5 | e10858



We communicated with the corresponding and principal

investigators of all of these studies to request their participation

in the collaborative meta-analysis. The investigators of these

studies were asked to contribute relevant data on genotype

frequencies in cancer cases and non-cancer controls for the

HNF1B variants, rs4430796 and rs7501939. The risk alleles for

prostate cancer are A and C for rs4430796 and rs7501939

respectively. The risk alleles for T2D are G and T for rs4430796

and rs7501939 respectively. The two SNPs have modestly high

LD in Caucasians, but low LD in Africans (r2 = 0.77 and 0.22 in

CEU and YRI, respectively). Investigators were requested to

provide all GWA data that they had obtained for evaluation of any

cancer phenotype, including any additional unpublished datasets.

Additional genotyping for the two specific variants was encour-

aged, when a GWA platform had been used that did not directly

genotype these polymorphisms (e.g. Affymetrix or Perlegen rather

than Illumina). When a study had data on more than one cancer

type, data were requested to be provided separately for each

cancer type. Investigators were asked to provide also information

and clarifications about the design of their studies, and to ensure

that population stratification and cryptic relatedness had been

appropriately addressed and appropriate quality controls were

available for the genotyping. All GWAS investigations that

contributed data on these SNPs used stringent QC standards (as

described in detail in their original publications) and the two SNPs

fulfilled these standards. Approval from local institutional review

boards and steering committees was obtained, as deemed

necessary for each study by its investigators. The contributed data

were checked for completeness and with logical queries and any

missing or unclear information was clarified through communi-

cation with the contributing investigators.

Meta-analysis
For each SNP, we performed meta-analyses including the data

from all eligible cancer studies (regardless of the specific cancer

phenotype addressed) and also subgroup meta-analyses, with each

subgroup limited to studies addressing a specific cancer phenotype.

A separate analysis compared the results of the association for

prostate cancer versus the association for all other cancers

combined.

All analyses followed the per allele (log-additive) model of

inheritance with effect sizes expressed in the odds ratio (OR) scale

using both fixed and random effects models[45]. Heterogeneity

testing used the Q statistic (considered statistically significant at

p,0.10), and the I2 metric[46] and its 95% CIs [47]. Analyses

excluding data from studies with pooled genotyping gave similar

results (not shown).

Based on the accumulated total sample size and given the minor

allele frequencies of these two polymorphisms in HapMap CEU

(47% for rs4430796 A allele and 47% for rs7501939 T allele), the

meta-analysis had 95% or higher power to detect an association of

OR = 1.10 at alpha = 0.05 with each of the two polymorphisms for

overall cancer risk, prostate cancer risk, or other cancer risk.

Reported p-values are two-tailed. Analyses were performed in

STATA 10.0 (College Station, Texas).
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Periaortic Fat Deposition Is Associated With Peripheral
Arterial Disease

The Framingham Heart Study

Caroline S. Fox, MD, MPH; Joseph M. Massaro, PhD; Christopher L. Schlett, MD;
Sam J. Lehman, MBBS; James B. Meigs, MD, MPH; Christopher J. O’Donnell, MD, MPH;

Udo Hoffmann, MD, MPH; Joanne M. Murabito, MD, ScM

Background—Central obesity is associated with peripheral arterial disease, suggesting that ectopic fat depots may be
associated with localized diseases of the aorta and lower-extremity arteries. We hypothesized that persons with greater
amounts of periaortic fat are more likely to have clinical PAD and a low ankle-brachial index.

Methods and Results—We quantified periaortic fat surrounding the thoracic aorta using a novel volumetric quantitative
approach in 1205 participants from the Framingham Heart Study Offspring cohort (mean age, 65.9 years; women, 54%);
visceral abdominal fat also was measured. Clinical peripheral arterial disease was defined as a history of intermittent
claudication, and ankle-brachial index was dichotomized as low (�0.9) or lower-extremity revascularization versus
normal (�0.9 to �1.4). Regression models were created to examine the association between periaortic fat and
intermittent claudication or low ankle-brachial index (n�66). In multivariable logistic regression, per 1 SD increase in
periaortic fat, the odds ratio for the combined end point was 1.52 (P�0.004); these results were strengthened with
additional adjustment for body mass index (odds ratio, 1.69; P�0.002) or visceral abdominal fat (odds ratio, 1.67;
P�0.009), whereas no association was observed for visceral abdominal fat (P�0.16). Similarly, per SD increase in body
mass index or waist circumference, no association was observed after accounting for visceral abdominal fat (body mass
index, P�0.35; waist circumference, P�0.49).

Conclusions—Periaortic fat is associated with low ABI and intermittent claudication. (Circ Cardiovasc Imaging. 2010;
3:515-519.)

Key Words: obesity � atherosclerosis � peripheral vascular diseases

Peripheral arterial disease (PAD) affects �12% of adults
in the United States and is strongly associated with

multiple cardiovascular disease risk factors.1,2 PAD is asso-
ciated with an increased risk of cardiovascular disease and
all-cause mortality,3,4 highlighting the need for a better
understanding of the pathogenesis of PAD.

Clinical Perspective on p 519

Although traditional cardiovascular disease risk factors
such as smoking and diabetes also are strong risk factors for
PAD,5 only central obesity, but not generalized obesity, has
been shown to be associated with PAD.6,7 In this context,
body fat distribution is an important factor in determining
overall cardiometabolic risk.8,9 Ectopic fat depots, defined as
fat depots in nonclassical locations,10 typically are believed to
exert systemic effects on cardiometabolic risk. However,

locally acting ectopic fat depots may contribute to obesity-
mediated vascular disease.10,11 In particular, perivascular fat,
or fat that surrounds blood vessels, is a physiological modu-
lator of vascular tone and adipocyte hypertrophy that can lead
to hypoxia, inflammation, and oxidative stress.12 Further,
recent experimental work suggests that perivascular fat may
provide a mechanistic link between metabolic signals and
vessel wall inflammation13 and vascular smooth muscle cell
proliferation.14

We have developed a reproducible protocol to quantify
periaortic fat15 in order to examine whether perivascular fat
may mediate diseases of the aorta. Because prior findings
demonstrated an association of central but not generalized
obesity with PAD, we hypothesized that persons with greater
amounts of periaortic fat will have a higher prevalence of low
ankle-brachial index (ABI) values and clinical PAD.
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Methods

Study Sample
In 1971, the Framingham Offspring Study enrolled children and
spouses of the original Framingham Heart Study cohort. Participants
for the current analysis took part in the multidetector CT substudy.
From the Framingham Offspring Study, 1422 participants underwent
chest and abdominal multidetector CT from 2002 to 2005. Of these,
1397 were analyzed for perivascular fat, and 1295 had nonmissing
ABI �1.4. Of these, 1205 had nonmissing covariates and were
included in the analysis.

The institutional review boards of Boston University Medical
Center and Massachusetts General Hospital approved the study
protocol. Written informed consent was provided by all participants.

Multidetector CT Scan Protocol
Scans of the abdomen and chest were performed with 8-slice
multidetector CT. In the chest cavity, a series of 2.5-mm slices were
acquired from the level of the carina to the diaphragm during an
inspiratory breath-hold using prospective ECG triggering (120 kVp,
320 mA). In the abdomen, 2.5-mm slices (120 kVp, 320 mA) were
obtained from the upper edge of the S1 vertebrae and 125 mm
superiorly.

Measurement of Periaortic Fat Volume
Image analyses were performed on a dedicated workstation.15 Using
a semiautomated method, adipose tissue quantification was per-
formed, which required manually defining the tissue borders. To
calculate adipose tissue volumes, CT attenuation thresholds (window
width, �195 to �45 Hounsfield units; window center, �120
Hounsfield units) were used. The anatomic borders to define thoracic
periaortic fat were (1) anterior (indicating the area immediately
surrounding the thoracic aorta), which was defined by a line drawn
horizontally through the esophagus that connected to the left costo-
vertebral joint, and (2) posterior, which was defined by the right
lateral border of the vertebral body and the anterior edge of the
vertebral body. These definitions resulted in a 6.75-cm column of fat
(27 slices) surrounding the thoracic aorta. The Figure shows the
region that was quantified. We also defined a measure consisting of
abdominal periaortic fat, which consisted of tracing 5-mm rings
calibrated to the vessel diameter. However, technical limitations,
including the inherent relationship with the vessel diameter and the
inability to visualize the retroperitoneal lining, limit the interpreta-
tion of these data, and hence, they are not included in the current
analysis. Reproducibility was excellent for intra- and interreader
measurements of the thoracic periaortic fat (intraclass correlation
coefficient, 0.99 and 0.98, respectively).15

We quantified visceral abdominal fat (VAT) as previously de-
scribed.17 Briefly, the reader manually traced the abdominal muscular
wall separating the subcutaneous from the VAT depot. Semiauto-
matic quantification of fat volumes was facilitated with a window
width of �195 to �45 Hounsfield units.

ABI and PAD Assessment
At examination 8 (2005 to 2008), ankle and brachial blood pressures
were routinely measured on all participants. Participants rested for a
minimum of 5 minutes in the supine position on the examining table
before blood pressure measurement. Blood pressure cuffs were
applied to bare ankles with the midpoint of the bladder over the
posterior tibial artery approximately 3 cm above the medial malle-
olus. Systolic blood pressure was obtained using a 9.6-MHz Doppler
pen probe and an ultrasonic Doppler flow detector. For each limb,
the cuff was inflated rapidly to the maximal inflation level and
deflated at a rate of 2 mm Hg per second until the systolic blood
pressure became audible. Measurements were obtained in the fol-
lowing order: right arm, right ankle, left ankle, left arm. All limb
blood pressures were repeated in reverse order. Measurement was
obtained from the dorsalis pedis artery only if the posterior tibial
pulse could not be located by palpation or with the Doppler pen
probe.

The ABI was calculated for each leg as the ratio of the average
systolic blood pressure in the ankle divided by the average systolic
blood pressure in the arm. The higher arm mean was used to
calculate the ABI for each leg. The lower of the ABIs from the 2 legs
was used for analysis.

As part of routine Framingham Heart Study research examina-
tions, a physician-administered medical history interview was con-
ducted that included queries about lower-extremity revasculariza-
tion. Medical records were obtained to verify self-report of all
revascularization procedures. The physician also used a standardized
questionnaire to query the participant about symptoms of intermit-
tent claudication (IC).2 IC was defined as exertional discomfort in
the calf that appeared sooner with uphill or more rapid walking pace
and was relieved with rest. An end point review panel of 3 senior
investigators made the final determination of the presence of IC. The
mean time between CT scan acquisition and ABI measurement was
2.5 years.

Risk Factor Assessment
Cardiometabolic risk factors also were quantified during the exam-
ination 8. Body mass index (BMI) was defined as the weight (kg)
divided by height (m2). Waist circumference (WC) was ascertained
at the umbilicus. Fasting morning blood samples were collected for
blood glucose and lipids. Diabetes was defined as a fasting plasma
glucose of at least 126 mg/dL or hypoglycemic treatment. Current-
smokers were defined as participants who smoked at least 1 cigarette
per day in the year prior to their eighth examination. The definition
of hypertension used was systolic blood pressure of at least
140 mm Hg, diastolic blood pressure of at least 90 mm Hg, or
antihypertensive therapy.

Circulating fasting plasma levels of resistin and adiponectin were
quantified by ELISA. Intraassay coefficients of variation were 9.0%
for resistin and 5.8% for adiponectin.

Statistical Analysis
Thoracic periaortic fat and VAT volumes were normally distributed.
ABI was dichotomized at �0.9; participants with a history of

Figure. A, The upper boundaries of peri-
aortic fat in an axial CT image. B, The
corresponding 3D reconstruction. Periaor-
tic fat, as measured by CT, was defined
as any pixel of attenuation between �195
and �45 Hounsfield units within the
region of interest.
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lower-extremity surgery were considered in the low ABI category.
Participants with an ABI �1.4 were excluded because none had any
IC symptoms or a prior revascularization procedure. Low ABI and
IC were combined as the primary analysis (n�66). Analyses were
modeled with periaortic fat and VAT as exposures, and low ABI and
IC were combined as outcomes. BMI and WC also were modeled as
separate exposures; all adipose tissue data are presented per 1 SD
increase. The multivariable logistic regression model included the
covariates of age, sex, smoking, diabetes, hypertension, total and
high-density lipoprotein cholesterol, lipid treatment, and log triglyc-
erides. Additional models with periaortic fat included BMI or VAT
as covariates. Analyses were performed with SAS version 9.1.3.
P�0.05 was considered statistically significant.

Results
Study Sample Characteristics
The mean age of the study sample was 65.8 years, and 53.7%
were women (Table 1). Overall, 45 participants had an ABI

�0.9, 35 had a history of IC, and 66 had either a low ABI or
IC. Thoracic periaortic fat was strongly associated with VAT
(r�0.74; P�0.001).

Association Between Periaortic Fat and Combined
Low ABI and IC
In minimally adjusted models per SD increase in periaortic fat,
the odds ratio (OR) for low ABI or IC was 1.79 (95% CI, 1.40
to 2.30; P�0.001) (Table 2). Further adjustment for clinical
covariates modestly affected the OR (1.52; P�0.004). Similarly,
additional adjustment for BMI or VAT did not materially affect
the results (BMI-adjusted OR, 1.69; VAT-adjusted OR, 1.67). In
contrast, VAT was associated with low ABI or IC in minimally
adjusted models (OR, 1.44; 95% CI, 1.12 to 1.87; P�0.005), but
these findings were attenuated after adjustment for standard
covariates (OR, 1.23; P�0.16).

We also examined the associations between BMI and WC
with low ABI or IC (Table 2). BMI was not associated with
the combined end point in minimally adjusted models (OR,
1.19; P�0.18), whereas WC was modestly associated with
low ABI or IC in age- and sex-adjusted models (OR, 1.37;
P�0.02), which was attenuated on adjustment for VAT (OR,
1.14; P�0.49).

Association Between Periaortic Fat and Low ABI
or IC
Results for low ABI or IC as separate outcomes were similar
to the combined outcome models (Table 3).

Secondary Analysis
In secondary analyses of a subset of participants (n�975), we
also adjusted our primary model of VAT as a correlate for

Table 1. Study Sample Characteristics Among Participants
(n�1205)

Characteristic Value

Age, y 65.9�8.9

Women 647 (53.7)

BMI, kg/m2 28.4�5.3

WC, cm 99.1�13.5

Triglycerides, mg/dL* 102 (73–144)

Total/HDL cholesterol, mg/dL 3.52�1.05

Lipid treatment 518 (42.9)

Hypertension 688 (57.1)

Diabetes mellitus 97 (8.1)

Current-smoker 106 (8.8)

Former-smoker 647 (53.7)

Adiponectin, �g/mL† 9.9�6.0

Resistin, ng/mL† 14.6�8.2

Thoracic periaortic fat, cm3 16.3�9.1

VAT, cm3 2089.9�1099.9

ABI �0.9 45 (3.8)

IC 35 (2.9)

Lower-extremity revascularization‡ 7 (0.6)

Data are presented as mean�SD or no. (%), unless otherwise indicated.
HDL indicates high-density lipoprotein.

*Median with 25th to 75th percentiles.
†In a subsample of 975 participants.
‡Seven participants with lower-extremity revascularization were part of the

66 participants with IC or low ABI; 3 also had prevalent IC, 1 had an ABI �0.9,
1 had both IC and abnormal ABI, and 2 had neither.

Table 2. Multivariable-Adjusted Regressions for Periaortic Fat and the Combined End Point of IC and Low ABI (n�66)

Thoracic Periaortic Fat VAT BMI WC

OR (95% CI) P OR (95% CI) P OR (95% CI) P OR (95% CI) P

Age, sex 1.79 (1.40–2.30) �0.001 1.44 (1.12–1.87) 0.005 1.19 (0.92–1.52) 0.18 1.37 (1.06–1.77) 0.02

Age, sex, MV 1.52 (1.15–2.02) 0.004 1.23 (0.92–1.65) 0.16 1.03 (0.78–1.36) 0.85 1.23 (0.93–1.65) 0.15

Age, sex, MV�BMI 1.69 (1.22–2.34) 0.002 1.40 (0.95–2.06) 0.09 … … 1.64 (1.03–2.62) 0.04

Age, sex, MV�VAT 1.67 (1.14–2.45) 0.009 … … 0.83 (0.57–1.22) 0.35 1.14 (0.78–1.67) 0.49

Data are presented as per 1 SD increase of thoracic abdominal fat, VAT, BMI, or WC. The multivariable was adjusted for smoking, diabetes, hypertension, total
and high-density lipoprotein cholesterol, lipid treatment, and log triglycerides. MV indicates multivariable.

Table 3. Multivariable-Adjusted Regressions for Periaortic Fat
and Low ABI and IC Individually

Low ABI (n�45) IC (n�35)

Model OR (95% CI) P OR (95% CI) P

Age, sex 1.89 (1.42–2.52) �0.001 1.90 (1.39–2.59) �0.001

Age, sex, MV 1.78 (1.27–2.48) �0.001 1.54 (1.08–2.19) 0.02

Age, sex, MV�BMI 2.07 (1.41–3.04) �0.001 1.62 (1.09–2.41) 0.02

Age, sex, MV�VAT 1.98 (1.25–3.13) 0.004 1.69 (1.05–2.72) 0.03

Data are presented as per 1 SD increase of periaortic fat. The multivariable
was adjusted for smoking, diabetes, hypertension, total and high-density
lipoprotein cholesterol, lipid treatment, and log triglycerides. MV indicates
multivariable.
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low ABI or IC for adiponectin and resistin. The results were
not materially different (OR, 1.73; P�0.01).

Discussion
Principal Findings
In our community-based sample of participants from the
Framingham Heart Study, we demonstrated that periaortic fat
is associated with low ABI and IC. We did not observe a
similar association with BMI, WC, or VAT. Our findings
suggest a potential role for periaortic fat in the pathogenesis
of PAD.

In the Context of Current Literature
The association between BMI and PAD has been inconsis-
tent.18,19 Some studies demonstrate a linear association be-
tween BMI and ABI level,20 whereas others showed no
association5 or an association with the highest BMI in
participants within the lowest ABI category21 or in those with
a high ABI (�1.3).18 Central obesity, but not BMI, has
previously been associated with PAD in a cohort of elderly
men.6 Similarly, in a study of elderly participants from the
Osteoporotic Fractures in Men study, waist-to-hip ratio, but
not BMI, was associated with low ABI.7 In the German
cohort of the Reduction of Atherothrombosis for Continued
Health registry, 50% of patients with PAD had abdominal
obesity.22 Obesity previously has been associated with the
severity of PAD.23 Obese patients report more calf pain than
the general population, and obese patients who undergo
surgical treatment for obesity have a lower risk of developing
calf pain.24 Taken together, the literature suggests that body
composition, particularly for persons with increased central
fat, may indicate increased risk for PAD. The present study
extends these findings by identifying an association between
periaortic fat and PAD.

Potential Mechanisms
Experiments in rat aorta demonstrate that periaortic adipose
tissue releases growth factors that stimulate smooth muscle
cell proliferation that is enhanced in aged rats and rats fed a
high-fat diet.14 These findings suggest that perivascular adi-
pose tissue may promote vascular disease through dysfunc-
tion of smooth muscle cells. Adipocytes secrete numerous
other factors, including proinflammatory cytokines and adi-
pokines, that also may promote development of vascular
disease.13 Recent in vitro work demonstrated that under basal
conditions, human perivascular adipocytes show evidence of
a proinflammatory state and reduced adipocyte differentia-
tion. Thus, perivascular adipocytes may contribute to adven-
titial inflammation and, in turn, the development of athero-
sclerosis. Greenstein et al12 isolated perivascular adipose
tissue from small arteries taken from gluteal fat biopsy
samples and demonstrated that the adipocytes secrete adi-
ponectin, a physiological modulator of vascular tone. On
further examination of perivascular fat from obese subjects,
the investigators noted a loss of this vasodilatory effect due to
adipocyte hypertrophy, leading to inflammation and oxidative
stress. In the obese Zucker rat, hind limb blood flow was
reduced with concomitant stiffer vessels, and this was inde-
pendent of muscle mass and physical activity,25 providing a

potential mechanism for which obesity can lead to PAD. The
pathophysiologic mechanisms by which local adipose tissue
influences development of vascular disease remain to be
determined and represent an exciting area of active research.

Clinical and Research Implications
These findings highlight the potential toxic role of periaortic
fat on the peripheral vasculature and suggest a potential
mechanism whereby obesity might lead to the development
of PAD. Further research is necessary to uncover the specific
mechanisms of disease. Whether reduction of periaortic fat
can lead to reduced PAD or PAD progression requires further
examination.

Strengths and Limitations
The strength of the present analysis was the detailed charac-
terization of ectopic fat depots, which allowed us to examine
the associations between thoracic periaortic fat and VAT with
low ABI and IC. Important covariates were routinely col-
lected, limiting any potential for recall bias. Some limitations
warrant mention. First, the participants were white, limiting
generalizability to other races/ethnicities. Second, our mea-
sure of abdominal periaortic fat is not reliable, limiting our
ability to directly quantify this fat depot in the abdomen. We
used thoracic periaortic fat as a proxy measure of perivascular
fat through the entire arterial tree because we were unable to
quantify perifemoral artery fat. Further research is necessary
to better understand the distribution of periaortic fat through
the vascular territory. Ectopic fat depots are hypothesized to
primarily have systemic effects, such as VAT,8 or local
effects, such as pericardial fat or periaortic fat. The results
from the present study suggest that only periaortic fat and not
BMI, WC, or VAT are associated with PAD, rendering a
systemic effect of periaortic fat unlikely. However, this study
is cross-sectional; therefore, causation cannot be inferred.
Smoking was defined as cigarette smoking within the past 12
months; thus, some degree of misclassification may occur
among participants who stopped smoking within this time
interval.
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CLINICAL PERSPECTIVE
Central obesity is associated with peripheral arterial disease, suggesting that ectopic fat depots may be associated with
localized diseases of the aorta and lower-extremity arteries. We hypothesized that persons with greater amounts of
periaortic fat are more likely to have clinical peripheral arterial disease and a low ankle-brachial index. We found that
periaortic fat is associated with peripheral arterial disease and low ABI, whereas no association with body mass index, waist
circumference, or visceral abdominal fat was observed. Periaortic fat is associated with low ABI and intermittent claudication.
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The Mixed Evidence for Brief Intervention in Emergency

Departments, Trauma Care Centers, and Inpatient

Hospital Settings: What Should We Do?

Craig A. Field, Janette Baird, Richard Saitz, Raul Caetano, and Peter M. Monti

Background: This qualitative review is based on a symposia presented at the 2009 annual
conference of the Research Society on Alcoholism (Baird et al., 2009; Field et al., 2009; Monti
et al., 2009; Saitz et al., 2009a). The purpose is to describe the mixed evidence supporting brief
interventions in the emergency department, trauma care, and in-patient medical care settings;
examine potential moderators of treatment outcome in light of the mixed evidence; and identify
methods to move the research and practice of brief interventions beyond their current state.

Methods: By drawing upon existing reviews and selected individual studies, we provide examples
that reflect the current complexity of research in this area and propose steps for advancing the field.

Results: Emergency departments, inpatient hospital settings, and trauma care settings represent
three unique contexts within which brief interventions have been tested. While the general efficacy
of brief alcohol interventions in these settings has been recognized, the evidence is increasingly
mixed. Recent studies investigating potential moderators of treatment outcomes suggest that a
more sophisticated approach to evaluating the effectiveness of brief interventions across varying
patient populations is needed to further understand its effectiveness.

Conclusions: Current dissemination efforts represent a significant advance in broadening the
base of treatment for alcohol problems by providing an evidence-based intervention in health care
settings and should not be curtailed. However, additional research is required to enhance treat-
ment outcomes, refine current practice guidelines, and continue to bridge the gap between science
and practice. Given the current state of research, a multisetting clinical trial is recommended to
account for potential contextual differences while controlling for study design.

Key Words: Brief Intervention, Emergency Departments, Inpatient Hospital Settings, Review,
Trauma Centers.

T HE PURPOSE OF this qualitative review of the scien-
tific literature on brief intervention is to (i) describe the

mixed evidence supporting brief interventions in the emer-
gency department, trauma care, and inpatient medical care
settings; (ii) examine potential moderators of treatment

outcome in light of the mixed evidence; and (iii) identify meth-
ods to move the research and practice of brief interventions
beyond their current state. The intent is not to carry out a
systematic review or meta-analysis of screening and brief
intervention. Rather, the aim is to draw upon existing reviews
and selected individual studies to provide examples that reflect
the current complexity of research in this area and propose
steps for advancing the field. The review is a product of a
symposium presented at the 2009 annual conference of the
Research Society on Alcoholism (Baird et al., 2009; Field
et al., 2009; Monti et al., 2009; Saitz et al., 2009a,b), which
focused on the moderating factors of brief interventions
provided to adults in the emergency department, trauma care
setting, and inpatient hospital setting.
Emergency departments, inpatient hospital settings, and

trauma care settings represent 3 unique contexts within which
brief interventions have been tested. In emergency depart-
ments, physicians provide care to patients with acute medical
and surgical problems including injuries. Emergency depart-
ment patients with more severe conditions are admitted to the
hospital for inpatient care. Inpatient acute care hospital set-
tings are staffed by doctors in medical and surgical specialties
and serve a range of patients with diverse acute illnesses and
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chronic comorbidities. Trauma centers are staffed by trauma
surgeons and coexist with emergency departments and other
inpatient hospital settings but have a separate accreditation
process from emergency departments and hospitals. Trauma
centers provide care to severely injured patients most of
whom are hospitalized following acute medical treatment for
the trauma. This qualitative review distinguishes between
these settings given the different contexts in which brief inter-
vention is provided and the differences in patient characteris-
tics presenting to these medical settings. The overarching
characteristic these contexts have in common is that they are
appropriate settings for opportunistic interventions. Opportu-
nistic interventions are provided to patients with at-risk drink-
ing, alcohol abuse, or dependence who are not seeking
treatment for alcohol problems, per se. Brief opportunistic
interventions are short, face-to-face conversations regarding
drinking, motivation to change, and options for change which
are provided during a window of opportunity or potentially
teachable moment occasioned by a medical event.

THE CASE FOR BRIEF INTERVENTION

Previous studies have demonstrated the general effective-
ness of BI for alcohol problems among patients with trauma.
For example, Gentilello and colleagues (1999) showed that
adult injured patients with moderate alcohol problems who
received BI after being admitted to a Level 1 trauma center
decreased alcohol consumption significantly at 12 months,
although there was substantial loss to follow-up. Gentilello
and colleagues (1999) also observed a statistically nonsignifi-
cant reduction in injury requiring treatment in the emergency
department or readmission to the trauma center. In an
adjusted analysis, Schermer and colleagues (2006) determined
that BI significantly reduced arrests for driving under the
influence of alcohol (DUI) at 3-year follow-up such that for
every 9 interventions provided, there was a reduction in 1
DUI arrest. Finally, Gentilello and colleagues (2005) con-
ducted a cost–benefit analysis based, in part, on the efficacy
data of the original clinical trial (Gentilello et al., 1999) and
found that for every dollar spent, there was $3.81 saved in
direct injury-related medical costs. Therefore, if BI were
offered to every eligible injured person in the United States,
the resulting savings from health care costs alone would be
approximately $1.82 billion annually. On the basis of this evi-
dence, the American College of Surgeons (ACS) mandated
that all Level I and Level II trauma centers have a mechanism
to identify patients with alcohol problems, and all Level I
trauma centers have a mechanism to provide an intervention
for patients identified as problem drinkers (Committee on
Trauma, 2006). Coinciding with the ACS mandate, the evi-
dence for the efficacy of BI in the trauma care setting became
increasingly mixed.
In one of the earliest randomized controlled trials of

BI conducted with adult emergency department patients,
Longabaugh and colleagues (2001) showed that patients who
received the BI in the ED along with a follow-up booster BI

showed a significant decrease in alcohol-related negative con-
sequences compared to a standard care group. However,
there was no significant difference in reduction between the
group receiving a single BI and the standard care group nor
were there significant reductions in drinking associated with
the BI with booster. More recently, in a quasi-experimental,
nonrandomized study, the Academic ED SBIRT (Screening,
Brief Intervention and Referral to Treatment in the Emer-
gency Department) Collaborative reported a short-term
reduction of 3.25 drinks per week versus controls across 14
ED sites, with 28% of the intervention group no longer
exceeding drinking guidelines versus 18% of controls (Aca-
demic ED SBIRT Research Collaborative, 2007). In contrast,
Daeppen and colleagues (2007), in a randomized trial that
included a BI group and 2 control conditions (assessment
only and no assessment), found no differential reduction
between these 3 groups in terms of alcohol use or health care
utilization. Another large randomized trial (D’Onofrio et al.,
2008) also showed no significant differences in average vol-
ume per week or binge drinking episodes. It is worth noting
that both of these negative studies had high follow-up rates.
In conclusion, results of research on brief intervention in the
emergency department setting are no less ambiguous than
those conducted in the trauma center.
A recent review of 14 studies of brief intervention con-

cluded that, in general, there was an effect of brief interven-
tion on reduced alcohol consumption, hazardous use of
alcohol, and alcohol-related injuries in comparison with usual
emergency department care (Nilsen et al., 2008). However, 5
of the 14 studies found no effect of brief intervention on these
outcomes, and even among the studies that found a treatment
effect, the BI did not influence similar outcomes. That is, stud-
ies that reported a significant effect of BI tended to report
either a reduction in alcohol consumption or a reduction
in alcohol-related negative consequences, but not both. In
almost all of these studies, the control or standard care group
also showed decreases in either alcohol consumption or
alcohol-related negative consequences that was either coinci-
dent with or related to the ED visit.
The general lack of consistency among studies regarding

the effectiveness of BI in emergency and trauma departments
or the nonspecific effect that BI has on varied alcohol-related
outcomes raises questions about the optimal application of
BI in these settings. While a substantial amount of research
pertaining to the effectiveness of brief intervention has accu-
mulated, inconsistencies in results and the potential impact of
various moderators remain unreconciled. Moderators that
may be related to patient characteristics, treatment dosing or
fidelity factors, or site specific factors (e.g., the context for
the intervention) may eliminate, attenuate, or amplify the
effects of BI. Future research exploring these aspects may
help determine what types of interventions are most effective
and what types of patients benefit most. This research would
enhance the overall effectiveness of these strategies and ⁄or
targeting of interventions to patients who are most likely to
benefit.

THE MIXED EVIDENCE FOR BRIEF INTERVENTION 2005



MODERATORS AFFECTING TREATMENT
OUTCOMES: THE USUAL SUSPECTS

One potential explanation for the mixed findings dis-
cussed earlier is that, while brief intervention is sometimes
effective, certain patient and ⁄or setting characteristics (i.e.,
context bound effects) are moderators of treatment out-
comes following brief interventions. By moderators, we not
only mean variation in levels of treatment (e.g., amount or
intensity) or in other aspects of treatment (e.g., differences
in intervention components or context) but also in partici-
pants’ predispositions. These cannot be randomized but
have to be statistically accounted for as potential sources of
variation in treatment outcomes. In a recent systematic
review, Nilsen and colleagues (2008) pointed out that mod-
erator analyses of BI effectiveness for reducing alcohol use
or alcohol-related negative consequences among trauma or
emergency department patients have been empirically evalu-
ated in too few studies to allow for definitive conclusions
regarding their influence. However, a number of recent
studies have begun to explore potential moderators of treat-
ment outcome following brief intervention in the emergency
department.
Monti and colleagues (2009) recently reported differences

in treatment outcomes among patients with higher initial
motivation to change and those recruited from a trauma unit
(in contradistinction to those recruited from emergency
department). These patients showed greater reductions in
drinking and alcohol-related consequences, but they were not
moderators of brief intervention. In their evaluation of mod-
erating effects, Barnett and colleagues (2010) found that
drinking at the time of the injury and attribution of the injury
to alcohol moderated intervention effects. Participants who
were not drinking prior to their injury and those with low or
medium attributions and received brief intervention showed
lower alcohol use at 12 -month follow-up. In contrast, those
who were drinking at the time of their injury and those high
in attribution did not show intervention group differences in
alcohol use. In contrast, Walton and colleagues (2008) found
that patients who received intervention and attributed their
injury to alcohol use drank less and had fewer heavy drinking
episodes than those who made no attribution of their injury
to their alcohol use.
While these studies represent significant strides, they are

perhaps no more definitive than studies regarding the main
effect of brief intervention. As a result, research on modera-
tors remains essential because, given the mixed findings
regarding the main effects of brief intervention, it is essential
to delineate subgroups of patients who may differentially ben-
efit from brief intervention. For this review, we have chosen
to focus on 2 commonly investigated moderators including
severity of alcohol problems and readiness to change. The
results of studies examining moderators of behavior change
and the mixed findings from these studies further illustrate the
challenge of reaching definitive conclusions from existing
studies.

Readiness to change alcohol use and severity of alcohol
problems have been the most commonly evaluated moder-
ators in studies of BI. Walton and colleagues (2008) found
that readiness to change alcohol use and self-efficacy for
changing drinking behavior did not moderate effects of BI
on alcohol consumption among adult emergency depart-
ment patients. In contrast, Barnett and colleagues (2010)
found that patients in the emergency department with low
or medium readiness to change (vs. high) did evidence
greater reductions in alcohol use after receiving BI. But, in
the inpatient hospital setting, readiness did not appear to
moderate the effects of brief intervention (Saitz et al.,
2009a,b). Stein and colleagues (2009), in a secondary anal-
ysis of the data from the Longabaugh and colleagues
(2001) study, found that readiness mediated the effect of
treatment on alcohol-related consequences only for those
highly motivated to change prior to the intervention but
not for those with low pre-intervention motivation. Thus,
the observed treatment effect on drinking-related conse-
quences was due, in part, because it helped enhance or
maintain readiness to change among those already highly
motivated to change. Given that the BI in the Longabaugh
study was based on the principles of motivational inter-
viewing, which is intended to increase patient motivation
change, the findings of Stein and colleagues (2009) are
counterintuitive because ED patients who were less moti-
vated to change (vs. those highly motivated to change) did
not benefit from brief intervention. As both Longabaugh
and colleagues (2001) and Stein and colleagues (2009) note,
a BI delivered in the ED to nontreatment seeking patients
may in itself lack the robustness to instigate change
without some pre-existing recognition for the need and
desire to change alcohol use behaviors among this patient
population.
With regard to alcohol severity, a recent study conducted

in the trauma care setting by Field and Caetano (2010)
determined that brief intervention was effective among
admitted injured patients who met DSM-IV criteria for
alcohol dependence. This finding is noteworthy because BI
has generally been targeted toward nondependent drinkers
with the assumption that it was less effective among
patients with alcohol dependence. Based on these clinical
recommendations, many studies have included indicators of
alcohol dependence (e.g., recent history of substance abuse
treatment or prior diagnosis) as exclusion criteria. As a
result, the findings from Field and Caetano (2010) are par-
ticularly important because they may help shed light on
recent null findings (most notably, Daeppen et al., 2007;
Soderstrom et al., 2007 and Sommers et al., 2006) from
well-designed studies that excluded participants who were
most likely to meet criteria for alcohol dependence. Mello
and colleagues (2008) reporting on the 3-month results from
a randomized control trial in which injured emergency
department patients received standard care or 2 telephone
BI’s, found that only those patients who received BI and
who had the most severe baseline alcohol scores (as mea-
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sured by an Alcohol Use Disorders Identification Test or
AUDIT score of 8 or more) showed significant reductions
in alcohol-impaired driving. In contrast to the findings of
Field and Caetano (2010) and Mello and colleagues (2008),
Saitz and colleagues (2009a,b) recently reported that brief
intervention was associated with improved outcomes among
nondependent drinkers but not among those with alcohol
dependence.
These initial studies of potential moderators suggest that

BI may not be universally effective across settings and con-
texts, and that the medical care setting of a hospital emer-
gency department, trauma center, or medical inpatient
setting may differ from one another. For example, in the
emergency department, there may be numerous interruptions
to provide medical care. This may be the reason why
Longabaugh found that to produce treatment effects, the
participants needed to have received a booster session that
took place outside of the emergency department. In contrast,
the inpatient setting may present fewer interruptions, but the
severity of the patient’s medical condition, particularly
among patients with trauma, may be a limiting factor to the
provision of brief intervention. In addition to the provider’s
ability to conduct brief intervention, the severity of the medi-
cal condition may also influence the patient’s receptivity to
brief intervention. For example, brief intervention in the
trauma department or emergency department may be more
effective than inpatient hospital settings because of the sal-
iency of the medical event. Alternatively, the saliency of the
event may obviate the need for BI if the medical event itself
is sufficient to prompt self-change. In general, differences
with regard to findings pertaining to moderating effects may
also be a function of different inclusion criteria, intervention
conditions, differences in patient population (e.g., age,
race ⁄ethnicity, socioeconomic status etc.), or other methodo-
logical differences between the studies.
One common criticism of brief intervention studies con-

ducted in the trauma care setting is the apparent inability
to account for the impact of the injury event on subsequent
drinking behavior. Mello and colleagues (2005) investigated
type of injury as a potential moderator and found that brief
intervention was effective among those in a motor vehicle
collision as opposed to other unintentional or intentional
injuries. However, this does not account for the psychologi-
cal impact of the injury per se that may vary within
patients from a particular setting and across treatment con-
texts. For example, some medical inpatients may have con-
tinued to drink despite the development of a symptomatic
condition that leads to hospitalization, while others may be
provided care for medical problems unassociated with their
drinking. Thus, patient receptivity to brief intervention may
also vary across hospital settings. Additional efforts to
account for individual differences in response to the medical
event are particularly important because patient characteris-
tics and context factors may help explain the differential
effectiveness of brief intervention across various medical
settings.

WHAT IS BRIEF INTERVENTION IN THE MEDICAL
SETTING?

While studies in diverse patient populations increase gener-
alizability, the variation in setting and patient population
across studies may be an important piece of the puzzle which
is often disregarded in systematic reviews, meta-analyses and
commentaries or editorials, which attempt to synthesize the
results of studies conducted across medical settings as if they
were uniform. Nilsen and colleagues (2008) noted that the
studies included in their systematic review were conducted in
3 types of medical settings including outpatient emergency
departments, inpatient hospitals or trauma centers, and out-
patient clinics. This, in and of itself, creates significant prob-
lems in terms of deriving general statements about the
effectiveness of BI and condensing the results of these studies
to yield definitive conclusions. This is due in part because
patient characteristics and contextual factors may influence
the effectiveness of brief interventions. A meaningful synthesis
of current studies also requires greater uniformity in the use
of brief intervention, a common approach for identifying
patients who receive brief intervention, and increased similar-
ity in both operationalizing and measuring outcomes and
consistency in statistical approaches for analyzing those out-
comes (Nilsen et al., 2008). Given fundamental differences in
these methodologies, we are far from being able to reach
definitive conclusions based on the current body of research.
The research on brief intervention in the medical care

setting also conflates several distinct types of interventions.
For example, brief advice, brief intervention, and brief inter-
ventions with multiple visits are all referred to as brief
intervention. In a recent meta-analysis of brief intervention in
the emergency department setting, 14 studies were identified
for inclusion (Moyer et al., 2002). Ten studies evaluated a
single session, 8 incorporated principles of motivational inter-
viewing, and 8 provided a handout that included generic
advice, personalized advice or feedback based on blood alco-
hol concentration at the time of admission. In studies that
reported the length of the session, the length of the session
varied from 5 to 60 minutes. Six studies reported that for the
majority of participants, the intervention took place in the
emergency department; 2 reported that the majority of ses-
sions took place on an outpatient basis, and 2 studies reported
that missed participants were scheduled to return for a visit,
and 2 did not indicate the location of the intervention. Beich
and colleagues (2003), Emmen and colleagues (2004), and
Nilsen and colleagues (2008) reported similar variability in
duration, approach, content as well as target population and
provider characteristics. As noted by Nilsen and colleagues
(2008), the general lack of methodological detail in many
studies of brief intervention makes it difficult to discern
whether 1 treatment approach or a range of treatment
approaches is being evaluated.
While efforts to standardize brief interventions are essen-

tial to ongoing research and dissemination, 1 approach for
addressing differences in intervention protocols across studies
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is to test the underlying theory of brief intervention. Apodaca
and Longabaugh (2009), in a recent meta-analysis, evaluated
the results of 19 studies and found that limited attention had
been given to testing the underlying theory. The most consis-
tent evidence found during their review was that client change
talk and client experience of discrepancy were related to better
outcomes, and clinician behavior inconsistent with motiva-
tional interviewing was related to worse outcomes. Further-
more, the use of a decisional balance exercise showed the
strongest association with better outcomes. This initial review
of early evidence pertaining to mechanisms of change may
provide a starting point for future research investigating the
active ingredients and mechanisms of behavior change under-
lying brief interventions in various medical settings.

RESEARCH ON BRIEF INTERVENTION: NEITHER
HERE NOR THERE

Clinical trials are often categorized as either efficacy or
effectiveness research that generally focuses on either internal
or external validity, respectively. Advancement in clinical
research typically proceeds from establishing efficacy in well-
controlled clinical trials to testing the generalizability of those
findings in effectiveness trials. More recently, alternative con-
ceptualizations to this dichotomy have emerged. Specifically,
the terms hybrid research, translational research, practical or
pragmatic trials have emerged as similar concepts reflecting
the merging of efficacy and effectiveness trials (Woolf, 2008).
Brief interventions in the medical setting reflect the shades of
gray in hybrid research. Hybrid trials attempt to control some
of the parameters that affect outcome while allowing others
to vary (Carroll and Rounsaville, 2003). On the one hand,
clinical trials of brief intervention in medical settings, includ-
ing the emergency department and trauma center, have well-
established procedures for ensuring adherence to the study
protocol such as standardized screening procedures, clearly
defined inclusion and exclusion criteria, treatment protocol
manuals and ensuring that those conducting assessments are
blind to treatment condition. On the other hand, these clinical
trials have involved a wide range of patients recruited from
diverse settings to evaluate multiple outcomes of interest and
diverse approaches to BI. To refer to BI in these settings as
either efficacy or effectiveness studies is a misnomer that fails
to capture the complexity of conducting clinical trials in these
settings.
With regard to behavioral trials including brief intervention

in the medical setting, the spectrum may be better be reflected
by the framework described by Westfall and colleagues
(2007). These authors describe a continuum of research that
includes hybrid research as a stage beyond efficacy and effec-
tiveness research but prior to implementation and dissemina-
tion. Between these stages of research development, Westfall
and colleagues (2007) describe practice-based research, which
is necessary before distilled knowledge can effectively be put
into practice. Such research focuses on how beneficial and
cost effective the treatment is in practice as well as questions

about the optimal application and use of the treatment or
intervention. This type of research more accurately reflects
the challenge of conducting research on brief interventions in
medical settings and reaching definitive conclusions regarding
their effectiveness. In short, an efficacy study is an unachiev-
able ideal in the medical setting and additional trials to
attempt to establish the efficacy of brief intervention in vari-
ous medical setting without accounting for differences in
the treatment context and unique patient characteristics are
unlikely to resolve current discrepancies in findings. In addi-
tion to testing BI in specific contexts, what is needed is a more
sophisticated approach to determining when and how brief
intervention is effective in an effort to enhance positive treat-
ment outcomes in various patient populations identified as
at-risk drinkers in different treatment contexts.

THEN WHAT SHOULD WE DO? DO NOT THROW
THE BABY OUT WITH THE BATHWATER

While not precluding continuing efforts to implement
screening and brief intervention, the emergence of mixed evi-
dence should lead to a more careful consideration of the
potential strengths and limitations of brief interventions
from a research perspective. Given the hybrid nature of the
research, highly controlled efficacy trials are not feasible in
the emergency department, trauma care, and inpatient medi-
cal settings. To date, most studies of brief intervention have
evaluated the general effectiveness of brief intervention and
have supported the view that some patients do benefit from
this approach to reduce at-risk drinking and its consequences.
While such studies are an essential first step, similar investiga-
tions in the future are unlikely to clarify current ambiguities
in the research. For future research to enhance the current
knowledge base addressing differences in effects of BI, a sys-
tematic approach to evaluating effectiveness is required to
continue to support and enhance efforts to effectively imple-
ment this evidence-based intervention strategy and to confi-
dently advocate for its widespread dissemination in various
medical settings.
As represented in this brief review, research on screening

and brief intervention in the medical setting is undoubtedly in
a transition period. The current status of research on brief
interventions is by no means unique in the investigation of
behavioral interventions (see for example, Crits-Christoph,
1997; Kendall, 1998; and Rounsaville and Carroll, 2002). For
instance, in Longabaugh and Morgenstern’s reviews of
cognitive behavioral therapy (CBT), they noted that numer-
ous studies failed to identify which components of CBT acc-
ounted for its effectiveness and that many more studies
suggested that CBT’s effectiveness was limited to specific
treatment contexts or specific patient subgroups (Longabaugh
andMorgenstern, 1999; Morgenstern and Longabaugh, 2000).
Similarly, the most likely explanation for the mixed evi-
dence reported herein is that brief intervention sometimes
reduces alcohol use and its associated consequences among
certain types of patients in particular treatment contexts.
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The mixed results may be a function of the heterogeneity in
the patient population, the characteristics of the intervention
itself, the setting in which they are provided or differences
in research methodology across studies. While single-site
randomized trials currently being conducted will undoubt-
edly prove informative and further enhance the current
knowledge base, they are unlikely to disentangle the issues
discussed in this qualitative review. Nevertheless, existing
research can help determine a path for building on current
knowledge to clarify remaining ambiguities. To date, only
peripheral or post hoc consideration has been given to the
components of the intervention, which are most effective,
the therapeutic processes that lead to improved outcomes,
the characteristics of patients who respond most favorably
to intervention, and contextual factors that may influence
the effectiveness of brief intervention. Studies of these
factors may help determine if and when these interventions
should be offered and thus have important clinical impli-
cations that will guide clinical practice and ensure the
efficient use of limited resources by targeting patients who
are most likely to benefit from intervention and referral for
treatment.

A POTENTIAL SOLUTION: ONE PROTOCOL TO
RULE THEM ALL

To continue making progress in our understanding of the
effectiveness of brief interventions and ensure ongoing dis-
semination efforts, a more refined approach to its evalua-
tion is required. This review identified 3 core factors which
may be influencing our ability to reach definitive conclu-
sions. These include the context in which the intervention is
being carried out, the characteristics of patients within these
contexts and research methodology including the interven-
tion protocol, measurement, and statistical analysis of data.
Traditionally a multisite is considered beneficial, when mul-
tiple single-site RCT’s are inconclusive because there is suffi-
cient heterogeneity among their results and incongruity in
study procedures (Kraemer, 2000). Multisite trials are par-
ticularly useful when initial positive findings from well-
designed studies are not consistently replicated (Weinberger
et al., 2001). A multisite trial would confer numerous bene-
fits above and beyond the current body of single-site studies
but would introduce site as a potential confounder to inter-
preting the findings. Thus, a large multisite trial may not
yet be warranted and may not resolve current discrepancies
in findings.
An alternative approach to advancing this line of research

is to conduct a single-site, multisetting trial of brief interven-
tion. Such a study might further establish the effectiveness of
brief intervention, investigate its effectiveness across settings,
begin to account for potential moderators unique to the
medical setting and differences in patient population, and
explore the underlying mechanisms of change. This novel
approach would have the advantage of utilizing a single-study
methodology, which would standardize the inclusion ⁄

exclusion criteria, intervention protocol, assessment proce-
dures, and statistical analysis of the findings. Based on current
research, such a study should carefully assess patient charac-
teristics that may influence the effectiveness of brief interven-
tion. Furthermore, the study should also formally test the
theoretical mechanism of change underlying brief intervention
based on motivational interviewing. Finally, a process evalua-
tion and organizational assessment may help characterize
differences between the emergency department, trauma care,
and inpatient medical setting, which may influence the
delivery of brief intervention and its effectiveness in these set-
tings. Differences between these contexts are perhaps the most
difficult and least often studied aspect of conducting behav-
ioral interventions in medical settings. This nontraditional
approach to behavioral research may help resolve some of the
current discrepancies highlighted in this review by standardiz-
ing study procedures across settings and addressing the most
likely factors accounting for variations in study findings.
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Abstract—Methodological challenges arise when one uses vari-
ous Veterans Health Administration (VHA) data sources, each 
created for distinct purposes, to characterize length of stay (LOS). 
To illustrate this issue, we examined how algorithm choice affects 
conclusions about mental health condition (MHC)-related differ-
ences in LOS for VHA patients with diabetes nationally (n = 
784,321). We assembled a record-level database of all fiscal year 
(FY) 2003 inpatient care. In 10 steps, we sequentially added 
instances of inpatient care from various VHA sources. We pro-
cessed databases in three stages, truncating stays at the beginning 
and end of FY03 and consolidating overlapping stays. For 
patients with MHCs versus those without MHCs, mean LOS was 
17.7 versus 13.6 days, respectively (p < 0.001), for the crudest 
algorithm and 37.2 versus 21.7 days, respectively (p < 0.001), for 
the most refined algorithm. Researchers can improve the quality 
of data applied to VHA systems redesign by applying method-
ological considerations raised by this study to inform LOS algo-
rithm choice.

Key words: algorithms, databases, Department of Veterans 
Affairs, episode of care, healthcare disparities, health services 
research, human, length of stay, mental disorders, outcome and 
process assessment, patient discharge, physician’s practice pat-
terns, rehabilitation, reproducibility of results, veterans, veter-
ans hospitals.

INTRODUCTION

Health services researchers often use administrative 
data for characterizing length of stay (LOS) to address a 
range of objectives. For example, they may examine how 
LOS (as a dependent variable) varies as a function of 
patient characteristics (e.g., age, race, insurance status, 
presence of comorbidity), processes of care (e.g., speed of 
emergency department response, types of medications 
administered or interventions applied, discharge proto-
cols, etc.), or institutional characteristics (e.g., teaching 
hospital, mental health facility, etc.) [1–7]. Alternatively, 

Abbreviations: DEpiC = Diabetes Epidemiology Cohort, DSS = 
Decision Support System, EXT = extended care, FY = fiscal year, 
ICD-9 = International Classification of Diseases-9th Revision, 
LOS = length of stay, MHC = mental health condition, OBS = 
observation, OPAT = outpatient file, VHA = Veterans Health 
Administration.
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they may examine LOS as a potential explanatory vari-
able for predicting other outcomes [8] or they may restrict 
their cohort to patients meeting specific LOS criteria [9]. 
Furthermore, accurate identification of intervals of inpa-
tient care is required for studies using an episodes-of-care 
approach [10].

The concept of LOS is simple: time from admission to 
discharge. However, a number of methodological consider-
ations arise when Veterans Health Administration (VHA)
data are used for calculating LOS. First, goals of the project 
must be carefully considered, because this will influence the 
algorithm selected. Is the focus on acute or long-term care, 
on medical-surgical or mental health stays? Is the objective 
to examine total LOS across multiple years or LOS during a 
particular interval of study? Second, the algorithm must 
account for technical, data-quality issues. These include 
duplicate records, overlapping or sequential inpatient stays, 
transfers between different inpatient units, and inpatient
stays that are recorded in a subsequent year.

Despite that numerous studies focus on LOS, these 
subtleties of LOS calculation have received little attention. 
This oversight could have serious implications: algorithm 
choice can influence conclusions in health services studies 
[11–13], although to our knowledge this possibility has not 
been studied in the specific case of LOS. As VHA leader-
ship increasingly seeks to obtain accurate estimates of 
healthcare costs and use evidence to guide strategic plan-
ning decisions, it is critical that the evidence base support-
ing those decisions be as accurate as possible.

One example of a clinical scenario wherein LOS algo-
rithm choice could influence conclusions is mental health 
condition (MHC)-related differences in inpatient care use. 
Prior studies both within and outside the VHA have docu-
mented that, compared with patients without MHCs,
patients with MHCs tend to use more inpatient care [6,14–
19]. Thus, patients with MHCs represent a particularly
high-intensity, high-cost group likely to merit special 
attention by VHA policy makers. However, some charac-
teristics of the way patients with MHC receive inpatient 
care may make their VHA records disproportionately sus-
ceptible to variation in algorithm choice. For example, 
patients with MHC might be more likely to experience 
more complex patterns of inpatient care (e.g., transferring 
between a medical unit and a psychiatric unit during the 
course of a single hospitalization episode), or to receive 
care in extended-care settings, where stays can be long and 
can span multiple fiscal years (FYs). Such factors could 

potentially influence LOS calculations differently for 
patients with MHC versus those without MHC.

We used VHA administrative data to examine how 
application of incrementally more refined algorithms for 
calculating LOS during 1 year of care affected conclu-
sions about mean LOS in a national cohort of VHA 
patients with diabetes. Then, as an illustrative example of 
the practical implications of such methodological deci-
sions, we examined whether the magnitude of observed 
mental illness-related disparities in mean LOS varied as a 
function of LOS algorithm applied.

METHODS

Study Context
This work is part of a larger study examining the effect 

of MHC on processes of outpatient diabetes care in FY03. 
Because the focus of that study is on outpatient care, we 
wished to identify (and ultimately exclude from the larger 
study) patients who were institutionalized (i.e., on inpa-
tient status) for the majority of FY03. Therefore, our goal 
was to identify, for each patient in our cohort, all days in 
FY03 during which the patient was on inpatient status 
(acute care or extended care). We were not seeking to char-
acterize total LOS for the patients in our cohort (which 
could have spanned multiple years), but only those inpa-
tient days that occurred during FY03. The process of creat-
ing our LOS variable and the effect of algorithm choice on 
conclusions about MHC-related differences in LOS is the 
focus of the present study.

Subjects
The cohort was drawn from the FY02 Diabetes Epi-

demiology Cohort (DEpiC), a census of patients with 
diabetes in VHA nationally. DEpiC is used extensively 
for VHA epidemiological and health services research 
[20]. DEpiC identifies patients with diabetes based on the 
presence of at least one instance of an antiglycemic pre-
scription or at least two instances of a diabetes Interna-
tional Classification of Diseases-9th Revision (ICD-9) 
code in inpatient or outpatient records. Among the 
911,451 FY02 DEpiC members who were veterans, used 
VHA outpatient care at least once in FY02, and were alive 
as of the first day of FY03, we selected the 784,321 whose 
MHC status could be verified, as described next (in sub-
sidiary analyses, we included the full 911,451 subjects, 
including those with “MHC Possible” status).
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Steps to Assemble Raw Record-Level Database of 
Inpatient Stays

We started by creating a record-level file containing 
every instance of inpatient care recorded in any inpatient 
database available in centralized VHA files. We selected 
only records that contained at least 1 day of inpatient care 
in FY03. We also deleted duplicate records. In 10 sequen-
tial “steps,” we pulled all nonduplicate inpatient records 
containing any FY03 inpatient care for patients in our 
cohort from the following FY03 files:

Step 1. Bedsection file, which represents acute care 
hospital stays.

Step 2. OBS (Observation) file, which represents 
short (e.g., overnight) acute care stays during which the 
patient is observed regarding the potential need for 
admission to an acute care bed.

Step 3. EXT (Extended Care) file, which represents 
long-term care stays (such as rehabilitation stays or nurs-
ing home stays).

Step 4. Census file (for Bedsection, OBS, and EXT), 
which include records for all patients who still held inpa-
tient status on the last day of the FY, and thus for whom a 
discharge date was not available when the files for that 
FY were created.

Step 5. Non-VHA file.
Step 6. Fee basis file.
(These latter two files reflect care received outside of 

VHA but with funding for the care provided by VHA.)
We then searched FY04 and FY05 files for any 

records that included some FY03 care:
Step 7. Sources 1 through 5, FY04.
Step 8. Fee basis FY04 file (presented separately 

from other FY04 files to emphasize that fee basis files are 
more likely to contain “late entry” records from prior 
years).

Step 9. Sources 1 through 5, FY05.
Step 10. Fee basis FY05 file.

Stages of Processing Record-Level Database of Inpatient 
Stays

Next, we processed this raw database in sequential 
“stages.” Stage A represented the raw file at any given step. 
In stage B, we deleted pre-FY03 and post-FY03 care. Spe-
cifically, for records with an admission date earlier than the 
first day of FY03, we deleted any days preceding FY03 
(i.e., we modified the record to begin on the first day of 
FY03), because we were interested in days of care during 
FY03, not total LOS for the patient across multiple years. 

Similarly, for records with a discharge date later than the 
last day of FY03, we modified the record to end on the last 
day of FY03.

In stage C, we addressed overlapping stays. Several 
types of overlap were observed, as illustrated in Figure 1.
In some cases, the entire stay (admission date through dis-
charge date) was contained within the time interval of 
another record. This might happen, for example, if a 
patient in a rehabilitation unit was temporarily transferred 
to an acute care observation bed for an intercurrent illness 
like pneumonia. If the patient was not formally discharged 
from the rehabilitation facility prior to the transfer, then 
the time interval of the short-term stay (appearing in the 
OBS file) could be bracketed by the interval of the long-
term stay (appearing in the EXT file). In other cases an 
overlap occurred (e.g., the admission date of one record 
fell between the admission and discharge dates of a subse-
quent record, or the discharge date of a record fell 
between the admission and discharge date of a subsequent 
record). In other cases, contiguous admissions occurred 
(i.e., the discharge date of one record was the same as the 
admission date of a subsequent record). For all these over-
lap cases (which could involve a pair of records or even 
three or more records), we created a single contiguous 
episode of FY03 inpatient care by assigning the admission 
date to be the first admission date in FY03 among the 
overlapping records and the discharge date to be the last 
discharge date in FY03 among the overlapping records. 
The resulting file at step 10, stage C, was our final record-
level file of inpatient stays.

Variables
We calculated LOS for each record as the number of 

days from its start through end dates. At each step/stage, 
we calculated a cumulative LOS for each patient by add-
ing the record-level LOS for all records included in that 
step/stage.

To identify patients with MHC, we used the Agency 
for Health Research and Quality’s Clinical Classifica-
tions Software (with minor modifications) to generate a 
list of ICD-9 codes indicating the presence of MHC [21]. 
A patient was assigned a “Yes” for MHC status if he/she 
had at least one instance of an MHC ICD-9 code in any 
inpatient record or outpatient face-to-face clinic visit at 
baseline (FY01–02) and at least one confirmatory ICD-9 
in the study period (FY03). If he/she had no instance of 
an MHC ICD-9 in FY01 through 03, then he/she was 
assigned MHC status “No.” Otherwise, MHC status was 
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considered “Possible.” That is, the MHC Possible group 
represents those patients who had an MHC diagnosis in 
the baseline period or in the study period, but not both. 

Cases with MHC Possible status were excluded from 
main analyses; this allowed us to compare LOS in two 
more sharply defined groups (MHC Yes vs MHC No).

Analysis
We tabulated the number of records and calculated 

mean LOS within each cell of a 10 × 3 matrix represent-
ing the steps and stages of database development. Next, 
in each cell, we calculated mean LOS as a function of 
MHC status. We then calculated the difference () in 
mean LOS among patients with MHC versus those with-
out MHC and compared mean LOS for the MHC Yes 
versus MHC No groups using a two-sample t-test. We 
applied Bonferroni correction for compounding of Type I 
error across multiple comparisons. Results of hypothesis 
tests are declared statistically significant for p < 0.05 
after Bonferroni correction.

RESULTS

Among the 784,321 patients with diabetes in the full 
cohort, 152,591 were identified as having evidence of an 
MHC diagnosis (MHC Yes). Among the subset of 92,255 
patients who received any inpatient care in FY03 (based on 
step 10, stage C), 39,452 had MHC Yes. Table 1  presents 
the age, sex, Physical Comorbidity Index score (a count 
from 0–35, developed for case mix adjustment in VHA 
patients [22–23]), and primary care use in the full cohort 
and in the subset who used inpatient care, by MHC status.

Table 2  catalogs the number of records and LOS at 
each step/stage in the database assembly process. The 
cumulative number of patients who are identified as hav-
ing received inpatient care in FY03 (based on stage C) 
increases progressively from step 1 to step 10 (as do the 
number of records). For example, when the OBS file was 
added to the Bedsection file, an additional 10,660 records 
were added for stays that did not perfectly duplicate a 
Bedsection file stay for that patient. This is expected, 
because additional evidence of inpatient care is added at 
each step. More noteworthy is that some steps contribute 
more records than others.

The number of records does not change at stage B 
(compared with stage A), because this processing step 
truncates records (to include only inpatient days during 
FY03) but does not delete records. However, at stage C 
(record consolidation), the number of records drops sub-
stantially, because overlapping stays are merged into a 
single, longer stay.

Figure 1.
Patterns I–V of overlap between pairwise records of an individual 
patient and record-level frequency of each pattern at step 10, stage C.
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Consistent with these observations, mean LOS at 
stage C increased progressively with sequential steps 
(i.e., as more sources of data were added), except at step 
2 (where patients with short OBS stays were added) and 
at step 5 (where patients with non-VHA stays were 
added). Similarly, mean LOS decreased progressively 
with sequential stages. That is, mean LOS decreased 
from stage A to stage B as non-FY03 days were deleted 
(which would be relevant to a study like ours that focuses 
on care received in a single FY). Mean LOS also 
decreased from stage B to stage C as overlapping days 
were deleted (which would be relevant to the accuracy of 
the LOS estimate in any study design). Across the 10 × 3 
matrix, mean LOS ranged from 13.8 to 74.9 days.

Table 3  presents LOS by MHC status at every step/
stage in the database assembly process. The calculated dif-
ference () in mean LOS between the MHC Yes and the 
MHC No groups varied markedly by algorithm and was 
statistically significant (p < 0.001) at every step/stage. Cor-
rection for multiple comparisons did not statistically affect 
any findings significantly. As illustrated in Figure 2, step 
1,  = 4.1 at stage A and 3.8 at stage C. In contrast, at step 
10,  = 57.8 at stage A and 15.5 at stage C (p < 0.01 for 
both between-algorithm comparisons of the values of ).

To obtain the LOS in stage C, for each pair of overlap-
ping records, we generated a single record by setting the 
FY03 admission date as the earliest of the two admission
dates and the FY03 discharge date as the latest of the two 

Table 1.
Characteristics of cohort by mental health condition (MHC) status (full cohort and subset who used Veterans Health Administration inpatient 
care).

Characteristic Full Cohort, n = 784,321 Inpatient Users,* n = 92,255
MHC Yes MHC No MHC Yes MHC No

n 152,591 631,730 39,452 52,803
Age (years, mean ± SD) 62.1 ± 11.6 69.6 ± 10.3 61.4 ± 11.9 69.1 ± 10.5
Male (%) 96.4 98.5 96.1 98.4
Physical Comorbidity Index (mean ± SD) 3.6 ± 2.4 2.8 ± 2.0 4.6 ± 2.8 4.5 ± 2.7
Used Primary Care in FY03 (%) 93.6 86.8 90.6 91.7
*Inpatient user cohort selected from step 10, stage C.
FY = fiscal year, SD = standard deviation.

Table 2.
Effect of sequential data assembly steps and data cleaning stages on number of patients identified as having received inpatient care and on count 
of inpatient records and mean length of stay (LOS).

Step Patients*

(n)

Records 
Added in 
Step (n)

Number of Records LOS (days), Mean ± SD

Stage A Stage B Stage C Stage A Stage B Stage C
  1. Bedsection FY03 77,817 173,707 173,690 173,690 127,566 15.3 ± 21.1 14.8 ± 20.1 14.2 ± 19.4
  2. OBS FY03 81,489 10,660 184,350 184,350 135,398 14.9 ± 22.8 14.4 ± 19.8 13.8 ± 19.2
  3. EXT FY03 85,198 14,844 199,194 199,194 140,283 27.3 ± 103.8 21.7 ± 37.8 20.7 ± 36.1
  4. Census FY03 86,990 6,990 206,184 206,184 143,193 37.6 ± 198.4 26.7 ± 53.1 25.6 ± 51.2
  5. Non-VHA FY03 89,135 5,438 211,622 211,622 146,723 37.2 ± 196.2 26.5 ± 52.8 25.4 ± 50.9
  6. Fee FY03 90,558 15,107 226,729 226,729 148,721 40.4 ± 198.8 29.8 ± 61.9 27.7 ± 56.2
  7. FY04 Records 90,689 5,898 232,627 232,627 148,905 58.3 ± 370.4 35.7 ± 91.2 28.0 ± 57.4
  8. Fee FY04 92,068 6,829 239,456 239,456 151,891 58.4 ± 368.5 36.1 ± 93.0 28.3 ± 58.9
  9. FY05 Records 92,181 1,569 241,025 241,025 151,980 74.9 ± 518.8 39.4 ± 113.4 28.4 ± 59.3
10. Fee FY05 92,255 293 241,318 241,318 152,157 74.8 ± 518.6 39.4 ± 113.4 28.4 ± 59.3
Note: To create table, we started with step 1 and completed cells across each stage sequentially. Then, for the step 2 analyses, we started with records from steps 1 
and 2 and completed cells across each stage sequentially. Analyses for each subsequent step similarly included records from all prior steps. Stages were stage A 
(original record), stage B (delete days prior to first day of FY03 and after last day of FY03), and stage C (consolidate overlapping stays).
*Reflects cumulative number of patients who received inpatient care in FY03 at each step at stage C. Inpatient records were drawn from patients in analytical cohort 
(n = 784,321).
EXT = extended care, FY = fiscal year, OBS = observation, SD = standard deviation, VHA = Veterans Health Administration.
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discharge dates. We repeated this process iteratively until 
all pairwise overlaps were addressed. This data processing 
stage was the most involved, because it needed to account 
for multiple potential overlap patterns, as illustrated sche-
matically in Figure 1. The most common overlap pattern 
(pattern I) was contiguous records, i.e., where the dis-
charge date of one record was the admission date of the 
following record. This pattern would happen, for example, 

if a patient were admitted to one bed section (e.g., to the 
Psychiatry Department for suicidal ideation) and then 
transferred to another bed section (e.g., to General Medi-
cine for a hospital-acquired infection). Of note, we used 
the Bedsection files for these analyses. VA Bedsection files 
create a new record each time a patient transfers to a differ-
ent clinical service (“bedsection”) during a hospital stay. 
This is in contrast to the VA Main files, which create a new 
record for each stay; all contiguous bedsection stays are 
combined in a single record. Had we used the Main file 
instead of the Bedsection file, we expect that we would not 
have encountered this particular form of overlap. Other 
overlap patterns were also observed, as Figure 1  shows. 
Of note, step 10, stage B, yielded LOSs of more than 365 
days for 3.2 percent of the MHC Yes group and 1.4 percent 
of the MHC No group, clearly representing a residual 
problem with the algorithm; in contrast, no patient had 
LOS greater than 365 days at stage C. This finding sup-
ports the importance of the stage C processing.

In a subsidiary analysis, we found that both the admis-
sion and discharge dates fell within FY03 for 91 percent of 
records at step 10, stage A. In those instances, the full LOS 
for that episode of care was captured and no truncation 
was required.

Our main analyses excluded patients who had MHC 
Possible status (i.e., those patients who had an MHC diag-
nosis in the baseline period or in the study period, but not 
both). In another subsidiary analysis (see online Appen-
dix), we repeated the main analysis in the initial cohort 

Table 3.
Effect of sequential data assembly steps/data cleaning stages on fiscal year (FY) 2003 length of stay (LOS) calculations by mental health 
condition (MHC) status.

Step Stage A Stage B Stage C
MHC Yes MHC No  MHC Yes MHC No  MHC Yes MHC No 

  1. Bedsection FY03 17.7 13.6 4.1 17.0 13.2 3.8 16.4 12.6 3.8
  2. OBS FY03 17.3 13.1 4.2 16.6 12.8 3.8 16.0 12.2 3.8
  3. EXT FY03 36.6 20.4 16.2 27.5 17.4 10.1 26.4 16.5 9.9
  4. Census FY03 51.6 27.2 24.4 34.0 21.3 12.7 32.7 20.3 12.4
  5. Non-VHA FY03 51.0 26.9 24.1 33.7 21.1 12.6 32.4 20.1 12.3
  6. Fee FY03 56.1 28.6 27.5 39.1 22.9 16.2 36.2 21.3 14.9
  7. FY04 Records 82.1 40.5 41.6 47.1 27.3 19.8 36.7 21.5 15.2
  8. Fee FY04 82.3 40.5 41.8 47.8 27.4 20.4 37.1 21.6 15.5
  9. FY05 Records 108.0 50.2 57.8 52.5 29.6 22.9 37.3 21.7 15.6
10. Fee FY05 107.9 50.1 57.8 52.4 29.6 22.8 37.2 21.7 15.5
Note: Every difference () between mean LOS for MHC Yes vs MHC No in this table is statistically significant at p < 0.001. Stages were stage A (original record), 
stage B (delete days prior to first day of FY03 and after last day of FY03), and stage C (consolidate overlapping stays). Two sample t-tests were conducted for two 
key comparisons in this table: comparing within step 1 for stage A vs stage C and within step 10 for stage A vs stage C (p < 0.01 for both comparisons).
 = mean LOS (MHC Yes) minus mean LOS (MHC No), EXT = extended care, OBS = observation, VHA = Veterans Health Administration.

Figure 2.
Effect of sequential data assembly steps and data cleaning stages on 
fiscal year 2003 number of inpatient days. MHC = mental health 
condition,  = mean length of stay (LOS) (MHC Yes) – mean LOS 
(MHC No).

http://www.rehab.research.va.gov/jour/10/478/pdf/frayneappen.pdf
http://www.rehab.research.va.gov/jour/10/478/pdf/frayneappen.pdf
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(n = 911,451), calculating mean LOS as a function of MHC 
as a three-way variable (MHC Yes, MHC Possible, MHC 
No). Mean LOS for the MHC Possible group was consis-
tently intermediate between that for the MHC Yes and 
MHC No groups. For example, for the MHC Possible 
group, mean LOS was 16.2 at step 1, stage A; 15.1 at step 
1, stage C; 90.3 at step 10, stage A; and 34.4 at step 10, 
stage C.

DISCUSSION

Choices about what algorithm to use when identify-
ing episodes of inpatient care substantially alter conclu-
sions about the overall intensity of inpatient use and 
about MHC-related disparities in LOS. Not searching 
across all appropriate sources of data can lead to failure 
to capture a substantial amount of inpatient care, thus 
leading to underestimates of LOS. Decisions about how 
to process records can likewise influence calculated LOS. 
While other studies have documented that algorithm 
choice can influence conclusions drawn from VHA data 
[11–13], we are not aware of this result having been pre-
viously documented for LOS.

Researchers have access to many sources of data about 
VHA patients’ nonambulatory care. Indeed, the large num-
ber of sources can bewilder investigators new to VHA 
administrative data, who may be unsure which files to 
select. Fortunately, the technical manuals developed by the 
Department of Veterans Affairs Information Resource Cen-
ter (available at http://www.virec.research.va.gov/) and the 
Department of Veterans Affairs Health Economics Resource 
Center (available at http://www.herc.research.va.gov/) 
explain these files in detail. Our data provide further empiric 
information to help guide these decisions. First, our results 
confirm that adding more data sources identifies more inpa-
tient days. Second, our results indicate that the EXT and 
Census files are especially important sources of incremental 
days of inpatient care. Third, our results indicate that adding 
more data sources also changes conclusions about the mag-
nitude of effect (though not the direction of effect) of MHC 
on LOS. The step at which this has a particularly pro-
nounced effect is the addition of EXT files, indicating that, 
compared with patients with no MHC, patients with MHC 
have disproportionately more frequent or prolonged stays in 
the long-term care setting.

Investigators using any VHA database need to exam-
ine data closely to determine whether data processing steps 

are necessary. In the case of inpatient files, our data indi-
cate that in addition to the standard procedure of deleting 
pure duplicate records, investigators must account for
overlapping stays (wherein a single day can be counted 
twice) and, for studies such as ours that focus on a single 
year of care, to truncate days falling before or after the FY 
of interest. Such pitfalls could, in some cases, reflect data 
quality problems, such as a data-entry error in admission 
or discharge date. However, in many cases, they may not 
represent deficits in the quality of VHA administrative
data, but instead may reflect VHA clinical/administrative 
record-keeping practices. For example, a single stay could 
legitimately be recorded in more than one file if these files 
are used differently. Similarly, a fee basis stay (with the 
correct admission and discharge dates) could be filed in a 
subsequent year’s records if a delay occurred in receipt of 
the bill from the outside vendor. Regardless of whether 
some of these factors represent data quality problems, 
investigators need to account for them; if not, some 
patients will have inflated estimates of LOS. Indeed, with-
out such corrections, some patients will appear to be on 
inpatient status for more than 365 days in a single FY.

While the focus of this study is on the issue of algo-
rithm choice for calculation of LOS, we use MHC-related 
disparities in LOS as a case study to illustrate what can 
happen if such issues are not considered. Health services 
researchers frequently examine disparities in processes 
and outcomes of care. Historically, interest in disparities 
related to characteristics like race, sex, and age has been 
great, but emerging evidence suggests that disparities 
related to MHC status are also common [9,24]. We dem-
onstrated that the magnitude of MHC-related differences 
in LOS varied markedly as a function of LOS algorithm. 
Thus, the methodological issues raised here are not just 
theoretical: algorithm choice can have marked effects on 
conclusions in healthcare disparities research.

In the course of conducting analyses for this illustra-
tive example, a subsidiary benefit was that informative 
findings about associations between MHC status and 
LOS emerged. Patients with MHC spent more of FY03 
on inpatient status than did patients with no MHC; this 
was a consistent and robust finding across every algo-
rithm examined. This finding is consistent with other 
studies that have shown heavier use of inpatient services 
by patients with MHC [6,14–19]. Our study also shows 
that some types of care (e.g., EXT) are associated with a 
disproportionately greater MHC effect. Another strength 
of our approach is that we distinguished between patients 
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with stronger evidence of MHC (i.e., at least one MHC 
diagnosis at baseline in FY01–02 and at least one confir-
matory MHC diagnosis in the study period, FY03) and 
patients with less certain (Possible) MHC status (i.e., 
presence of an MHC diagnosis either at baseline or in the 
study period, but not both). Our subsidiary analyses pro-
vide information about MHC Possible patients, a group 
that has not been well characterized in prior work. The
MHC Possible group is likely heterogeneous and includes 
patients with an erroneous MHC diagnosis, with transient 
or resolved MHC, or with less severe MHC, as well as 
patients who receive part of their care outside the VHA 
system. Mean LOS for the MHC Possible group consis-
tently fell between the mean LOS observed for the MHC 
Yes and the MHC No groups.

Interpretation of our findings is subject to several 
caveats. First, our aim was to calculate total number of 
days spent on inpatient status during FY03; values should 
not be interpreted as indicating total LOS across years. 
However, for 91 percent of records, the patient’s com-
plete stay was contained within FY03. Second, we did 
not use the VHA Decision Support System (DSS) Outpa-
tient (OPAT) file as a data assembly step. In the OPAT 
file, Stay Type 42, Bedsection 80 refers to nursing home 
care reimbursed by VHA in any particular month. How-
ever, dates of admission and discharge could not be accu-
rately generated from that source. Third, our focus was 
on VHA use. Depending on an investigator’s study ques-
tion, capturing inpatient days spent in other settings 
might also be important, such as days identified from 
Medicare claims data, which can be linked to VHA 
administrative data [25]. Fourth, because the purpose of 
our study was to identify periods during which the patient 
was on nonoutpatient status, our LOS calculations
included both acute care and long-term care days. Studies 
focusing on one or the other setting might need to con-
sider other methodological issues. For example, a
patient’s stay in a skilled nursing facility could have short 
gaps (e.g., for a brief acute care stay), which might not be 
captured with the databases used. Fifth, our main analy-
ses excluded patients whose MHC status could not be 
ascertained with certainty (MHC Possible), so LOS esti-
mates cannot be generalized to all VHA patients. Subsidiary 
analyses suggested that these excluded patients had inter-
mediate LOS and that algorithm choice similarly affected 
LOS calculations for them. Sixth, MHC diagnoses came 
from ICD-9 diagnosis codes in VHA administrative data 
rather than from direct assessment of patients’ MHC. 

Given the known problem of underdiagnosis of MHC 
[26–27], some patients with MHC are likely included in 
the MHC No group. This would be expected to bias 
results toward the null.

This study examines methods that should be consid-
ered when an algorithm is developed that uses VHA data 
to calculate LOS. The specific algorithm selected will 
depend on the research question, such as—
  • What types of inpatient care are of interest? For exam-

ple, is the focus on acute care, extended care, care 
received on a fee basis outside of VHA or some com-
bination of these sources? If rehabilitative/extended 
care is the focus, will additional sources (e.g., VHA 
EXT, fee basis, non-VHA and DSS OPAT files, as 
well as Medicare or Medicaid files) be queried, and 
how will multiyear stays be addressed?

  • Is the focus on care received in a particular time inter-
val (such as one FY) or on a full episode of inpatient 
care? If the former, will subsequent years’ files be 
searched for stays recorded in a subsequent FY, and 
what is the expected incremental benefit versus cost 
of pulling data from multiple years? If the latter, how 
many years of data will be searched to identify the 
complete LOS, which could potentially span many 
years?

  • Is the objective to characterize private sector inpatient 
care received as well, and if so, should other sources 
(such as Medicare claims data) be queried?
Careful consideration of these study design issues 

should yield an algorithm tailored to a particular study’s 
objectives.

CONCLUSIONS

Accounting for the methodological issues raised here 
should help VHA health services researchers avoid pit-
falls in calculation of VHA LOS, such as failure to cap-
ture care recorded in more obscure data sources (leading 
to underestimates of LOS) or duplicate counting of some 
days of care (leading to overestimates of LOS). This 
result is expected to support more robust estimates for 
economic analyses, since inpatient costs contribute dis-
proportionately to total cost of VHA care. This result is 
also expected to enhance the accuracy of data VHA uses 
in its evidence-based efforts to redesign its healthcare 
delivery systems, which aim to improve the quality of 
care provided to veterans.
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Abstract

The authors estimated the validity of algorithms for identification of mental health conditions (MHCs) in administrative 
data for the 133 068 diabetic patients who used Veterans Health Administration (VHA) nationally in 1998 and responded 
to the 1999 Large Health Survey of Veteran Enrollees. They compared various algorithms for identification of MHCs 
from International Classification of Diseases, 9th Revision (ICD-9) codes with self-reported depression, posttraumatic stress 
disorder, or schizophrenia from the survey. Positive predictive value (PPV) and negative predictive value (NPV) for 
identification of MHC varied by algorithm (0.65-0.86, 0.68-0.77, respectively). PPV was optimized by requiring ≥2 instances 
of MHC ICD-9 codes or by only accepting codes from mental health visits. NPV was optimized by supplementing VHA 
data with Medicare data. Findings inform efforts to identify MHC in quality improvement programs that assess health 
care disparities. When using administrative data in mental health studies, researchers should consider the nature of their 
research question in choosing algorithms for MHC identification. 
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The burgeoning literature examining quality of care 
and outcomes for patients with mental health condi-
tions (MHCs) often relies on secondary analyses of 
administrative databases to ans wer important questions 
about this vulnerable population.1-8 Investigators must 
take several methodological considerations into account 
when using these databases to identify patients with 
MHCs because these databases were developed for clin-
ical and administrative purposes, not for research. Clinical 
quality improvement programs, likewise, must accurately 
identify and classify patients with MHCs as part of their 
efforts to identify subgroups at potential risk for receipt of 
inferior care; indeed, the Institute of Medicine emphasizes 
the importance of measuring disparities as a core element 
of quality assessment.9 Unfortunately, there is little guid-
ance in the literature about how to accurately identify 
patients with MHCs from these data sources.

The most widely used typology for classifying 
MHCs is the Diagnostic and Statistical Manual of 
Mental Disorders (DSM-IV), which links explicitly to 
International Classification of Diseases, 9th Revision 
(ICD-9) codes10 that are typically available in administra-
tive data sources. When applying these codes, investigators 
must make various decisions such as which ICD-9 codes to 
use, the time window over which to search for codes, and 
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the number of times a code must appear for the patient to 
be considered to have that condition. Empirical data com-
paring various algorithms for using ICD-9 codes to identify 
specific MHCs are sparse.11-13

Therefore, as part of a national study to examine the 
effect of mental illness on quality of care for Veterans 
Health Administration (VHA) patients with diabetes,14 
we developed indicators for any MHC and for specific 
MHCs (ie, depressive disorders, anxiety, psychosis). To 
inform our methodological decisions and estimate the 
validity of our methods, we identified patients from our 
study who also completed a survey; among them, we 
compared those with MHCs identified from ICD-9 codes 
(using various algorithms) with self-report of MHC in the 
survey. The results of this comparison will be useful to 
investigators who seek an evidence-based rationale for 
their choice of methods to identify MHCs using ICD-9 
codes.

Methods
Overview

The MEND (MENtal health-Diabetes) study examined 
disparities in processes and outcomes of diabetes care for 
diabetes patients with mental  illness compared to those 
without mental illness.14 Patients were considered to have 
a MHC if they had at least 1 instance of a MHC diagnosis 
code in outpatient or inpatient records across a 2-year 
time window.

For a random subset of patients in the MEND study, we 
had access to national survey data from VHA Fiscal Year 
1999 (FY99), which included questions about a history of 
diagnosed MHC. Taking advantage of this additional 
data source, the current study describes our efforts to 
evaluate how well various ICD-9-based algorithms for 
identification of MHC predict the presence of self-
reported MHCs.

Cohort
The MEND study used data and methods from the VHA 
Diabetes Epidemiology Cohort (DEpiC), a national data-
base of linked VHA and Medicare data for all VHA 
diabetes patients since FY98.15 The MEND cohort 
included all veterans with diabetes in FY98 who had at 
least 1 face-to-face outpatient visit at the VHA in FY99 
and were alive at the end of FY99 (N = 392059). (DEpiC 
identifies diabetes patients based on receipt of an antigly-
cemic prescription or glucose monitoring strips in FY98, 
or having at least 2 inpatient stays or face-to-face outpa-
tient visits in VHA/Medicare records in FY97-98, 
associated with diabetes ICD-9 codes 250, 357.2, 362.0, 
366.41.) For the analyses presented here, we restricted 

the MEND cohort to the subset who participated in the 
1999 Large Health Survey of Veteran Enrollees (N = 
133068).

Data Sources

Data for this study came from 3 existing data  
sources: VHA’s FY99 National Patient Care Database 
(supplemented with data from FY97-98), Medicare 
administrative records for the same years, and the VHA 
Office of Quality & Perfor mance’s 1999 Large Health 
Survey of Veteran Enrollees.16 The National Patient Care 
Database contains administrative and clinical outpatient 
and inpatient records for every VHA patient nationally. 
Each clinic encounter and each inpatient stay generates a 
record that includes the clinician-identified ICD-9 
diagnosis(es) for care received during that visit. For 
patients in our cohort, we linked Medicare records from 
the corresponding years to VHA files using encrypted 
social security numbers for linkage; sex and date of birth 
checks confirmed correct linkage.17

The 1999 Large Health Survey of Veteran Enrollees, 
which included questions about a history of diagnosed 
MHCs, sampled 1.5 million enrollees. Data collection 
occurred from July 1999 through January 2000. A 
response rate of 63.1% was achieved16 using a modified 
Total Design Method.18

Defining MHC, Step 1: Selecting ICD-9  
Codes for “Any MHC” and for Specific  
MHC Categories (The MEND Approach)

The first step was to identify the list of ICD-9 codes cor-
responding to MHCs. Conceptually, our objective was to 
identify patients whose clinical presentation would sug-
gest the presence of mental illness to a primary care 
provider (ie, to clinicians providing diabetes care). We 
sought to identify a list of MHCs common in the primary 
care setting and to identify the ICD-9 codes that map to 
them. To do this, we drew from the conceptual frame-
work developed by a panel of primary care and mental 
health experts for the American Psychiatric Association’s 
DSM-IV-Primary Care Edition (DSM-IV-PC).19,20 This 
scheme identifies broad clusters of MHCs commonly 
seen in primary care. It was designed to be used for sev-
eral purposes, including research, and applies clinical 
criteria (rather than simply ranges of ICD-9 codes) to 
select clinically homogeneous clusters of codes. For 
example, the category “depressive disorder” includes  
a range of psychiatric conditions such as major depres-
sive disorder, bipolar I disorder currently depressed, 
adjustment disorder with depressed mood, and depres-
sive disorder not otherwise specified. These distinct 
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psychiatric conditions all present clinically as falling 
within the general depressive disorders category. 
Although the dominant presenting symptoms (eg, 
depressed mood, anhedonia, irritability) could vary from 
patient to patient, for a primary care provider, patients in 
this cluster would all have a somewhat similar clinical 
appearance. Because primary care providers should be 
able to recognize classes of psychiatric conditions but 
might not have the expertise to distinguish between spe-
cific psychiatric diagnoses within a class, we concluded 
that the appropriate level of granularity for grouping 
MHCs was at the level of condition category rather than 
at the level of specific diagnosis. The DSM-IV-PC’s clini-
cal focus, its orientation toward the primary care setting 
(where diabetes care is typically delivered), its grouping 
strategy, and the fact that it explicitly maps to ICD-9 
codes made it ideal for our purposes.

To apply this framework to our needs, a panel of 3 prac-
ticing internists reviewed the full list of DSM-
IV-PC codes, eliminating categories (eg, abnormal 
movements/vocalizations or sexual dysfunction) and indi-
vidual ICD-9 codes (eg, 305.10—nicotine dependence—or 
307.23—Tourette’s disorder) that would be seen by pri-
mary care providers as medical (rather than psychiatric) in 
nature. The panel also eliminated codes that reflect a 
cognitive deficit (eg, dementia, brain injury, learning 
disabilities), a social problem (eg, V62.89—religious or 
spiritual problem—or V60.9—housing problem), a con-
dition of childhood (eg, 309.21—separation anxiety 
disorder—or V62.3—academic problem), or a resolved 
condition (eg, 291.2—alcohol-induced persisting demen-
tia, implying a prior but not necessarily current substance 
use disorder). This left us with a set of ICD-9 codes that 
mapped to 10 specific MHC categories (Table 1): depres-
sive disorder, anxiety, psychotic symptoms, manic 
symptoms, problematic substance use, dysfunctional per-
sonality traits, dissociative symptoms, somatoform 
symptoms, impulse control disorders, and eating disor-
ders. Patients had any MHC if they fell into at least 1 of 
these condition categories.

Defining MHC, Step 2: Varying the  
Definition of Any MHC and Specific MHCs
After deciding on the MEND list of ICD-9 codes for 
MHCs, we developed the requirements for identifying an 
individual patient as having a MHC. Our base algorithm 
was algorithm A, which is described below.

Algorithm A. The base algorithm was the presence of at 
least 1 instance of an ICD-9 code from the MEND list 
occurring in FY98 or FY99 associated with any VHA 
inpatient stay or VHA outpatient face-to-face clinical 
encounter (ie, not telephone encounters, laboratory 

encounters, or radiology encounters). Many of the 
common psychiatric conditions we examined tend to  
be chronic in VHA patients,21-24 so it is not unreason-
able to assume that diagnoses present in one year may 
be present but not coded in subsequent years. There-
fore, we counted codes that were present in the index year 
(FY99) or the preceding year.

We then sequentially examined 7 alternative algo-
rithms, each of which differed from the base algorithm in 
1 dimension.

Algorithm B. Instead of searching FY98-FY99 VHA 
records for MHC ICD-9 codes, we searched only FY99 
records (to address the possibility that some conditions 
identified in FY98 could have resolved by FY99).

Algorithm C. Instead of requiring 1 or more instances of 
an MHC ICD-9 code, we required 2 or more instances. 
This addresses the concern that a single entry of a par-
ticular ICD-9 code could reflect a coding error or a “rule 
out” diagnosis, rather than the true presence of the condi-
tion, which is why some authors have required the 
presence of 2 instances of an ICD-9 code.12,13

Algorithm D. Instead of searching all outpatient and 
inpatient VHA records for MHC, we searched only 
records from outpatient primary care visits. Because 
mental illness often presents in a primary care (rather 
than mental health) setting, many studies focus on pri-
mary care diagnoses.

Algorithm E. Instead of searching all outpatient and inpa-
tient VHA records for MHC, we searched only records 
from outpatient mental health visits. Although not all 
patients with mental illness receive care in mental health 
settings, those who do may receive more accurate psychi-
atric diagnoses than those who visit generalist 
physicians.

Algorithm F. Instead of using VHA records only, we 
supplemented VHA records with Medicare outpatient 
and inpatient administrative records, thereby expanding 
our scope to include diagnoses made in non-VHA 
settings.

Algorithm G. Instead of using all ICD-9 codes devel-
oped for MEND in step 1, we assembled a Delphi panel 
of 8 practicing VHA psychologists and psychiatrists to 
identify a more restricted list of MHC ICD-9 codes. To 
develop a list of ICD-9 codes expected (based on clinical 
expertise) to have greater specificity for the presence of 
MHCs than our full MEND list, the Delphi panel used a 
5-point Likert scale to rate the degree of specificity each 
ICD-9 code possessed for the presence of the symptom 
category with which it was associated. For example, all 
Delphi panel members gave a score of 1 (highest specific-
ity) to the ability of ICD-9 code 300.02 (generalized 
anxiety disorder) to predict the presence of the clinical 
category “anxiety.” In other words, if a clinician coded a 
visit as having been related to ICD-9 300.02, the Delphi 
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panel felt that there was a high probability that the clini-
cal presentation of the patient was consistent with anxiety. 
The Delphi score for each ICD-9 code was the mean of 
the 8 individual scores. In algorithm G, we examined the 
effect of using a list of ICD-9 codes that were more 
restricted than the full MEND list (Delphi score ≤1.1) 
(Table 1).

Defining MHC, Step 3: Developing a  
Literature-Based Comparison Algorithm

Algorithm X. To make it easier to put our findings in con-
text with other studies, in our final algorithms, we departed 
from the MEND approach and developed an algorithm  
for identifying any MHC (and specific MHCs) using 
approaches commonly applied in the MHC quality of care 
literature. Instead of using the ICD-9 codes developed for 
MEND in step 1, we used a more inclusive set of codes: for 
any MHC, we used all codes falling within the range 290 
to 319 (ie, the complete mental disorders section of the 
ICD-9 coding guide). This approach has been used by the 
authors of several major studies in the literature.25 For the 
3 specific MHCs of interest, we used common literature-
based approaches to examine an important diagnosis 
within the depressive disorders category (major depres-
sion, defined as ICD-9 296.2x, 296.3x, 31126,27), an 
important diagnosis within the anxiety category (posttrau-
matic stress disorder [PTSD], defined as ICD-9 309.81), 
and an important diagnosis within the psychosis category 
(schizophrenia, defined as ICD-9 295.xx). These narrower 

diagnoses were selected in part to facilitate comparison 
with specific self-reported conditions (dep ression, PTSD, 
schizophrenia), described next.

Defining Self-Reported MHCs:   
The Frame of Reference
The 1999 Large Health Survey of Veteran Enrollees 
included a 15-item checklist that asked about lifetime 
history of a range of chronic conditions. Participants 
were asked, “Has a doctor ever told you that you have 
any of the following?” This stem was followed by a list 
including 3 MHCs: depression, PTSD, and schizophre-
nia. A patient responding positively to any of these 3 
items was considered to have a self-reported MHC. There 
is evidence that self-reported medical conditions com-
pare reasonably favorably to medical records, though 
there is some variability by condition type and less infor-
mation about psychiatric diagnoses in particular.28-33

Analysis Approach

We used ICD-9 codes to calculate the prevalence of 
“ICD-9-based any MHC” among our full cohort of 
patients with diabetes who responded to the 1999 Large 
Health Survey of Veteran Enrollees, sequentially apply-
ing our 8 different algorithms (7 MEND-based algorithms 
and 1 literature-based comparison algorithm). Next, 
using self-reported MHC as the frame of reference, we 
calculated positive predictive value (PPV) and negative 

Table 1. ICD-9 Diagnostic Codes Used to Identify MHCs: The MEND Approach*

Diagnostic Group                                                         ICD-9 Codes

Any MHC Any of the ICD-9 codes for the 10 categories listed below
Specific categories of MHC 
 Depressive disorder 29189, 29284, 29620–29625, 29630–29635, 29650–29655, 29660–29665, 29689, 3004x, 

  3090x, 30928, 311xx
 Anxiety 29189, 29289, 30000–30002, 30021–30023, 30029, 3003x, 3083x, 30924, 30981
 Psychosis 2910x, 29281, 2950x-2954x, 2956x, 2957x, 2959x, 29624, 29634, 29644, 29654, 2971x, 

  2988x, 2989x
 Manic symptoms 29189, 29284, 29600–29605, 29640–29645, 29660–29665, 2967x, 29680, 29689, 30113
 Problematic substance use 2910x, 2913x, 2915x, 29181, 29189, 2919x, 2920x, 29211–29212, 29281, 29284, 29289, 

  2929x, 30300, 30390, 30400, 30410, 30420, 30430, 30440, 30450, 30460, 30490,  
  30500, 30520, 30530, 30540, 30550, 30560, 30570, 30590

 Dysfunctional personality traits 3010x, 30120, 30122, 3014x, 30150, 3016x, 3017x, 30181–30183, 3019x
 Dissociative symptoms 30012–30015, 3006x
 Somatoform symptoms 30011, 3007x, 30081, 30780, 30789
 Impulse control disorders 31230–31234, 31239
 Eating disorders 3071x, 30750, 30751

Abbreviations: MHC, Mental health condition; MEND, MENtal health-Diabetes Study; ICD-9, International Classification of Diseases, 9th Revision; 
DSM-IV-PC, Diagnostic and Statistical Manual of Mental Disorders, 4th Edition: Primary Care Version.
*Following the DSM-IV-PC approach, a few ICD-9 codes map to more than 1 category and thus are listed under more than 1 category.  This full set 
of ICD-9 codes was used for algorithms A to F.  The subset of ICD-9 codes used in algorithm G (Delphi panel approach) are shown in bold face 
type.
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predictive value (NPV) for each algorithm. PPV is the 
probability that a patient identified as having a MHC by 
an ICD-9 code algorithm has independent evidence of 
having a MHC based on self-report. NPV is the probabil-
ity that a patient identified as having no MHC by an 
ICD-9 code algorithm has independent evidence of 
having no MHC based on self-report.

We then repeated a similar process for 3 specific 
MHCs (depressive disorders, anxiety disorders, and 
psychotic disorders), calculating ICD-9-based preva-
lence of each by applying our 8 algorithms. We then 
calculated PPV and NPV for ICD-9-based depressive 
disorders (using self-reported depression as the frame of 
reference), for ICD-9-based anxiety (using self-reported 
PTSD as the frame of reference), and for ICD-9-based 
psychosis (using self-reported schizophrenia as the 
frame of reference) for each of the 8 algorithms.  
Note that for algorithm X, we examined ICD-9- 
based major depression (rather than depressive disorders 
more generally), ICD-9-based PTSD (rather than anxi-
ety disorders more generally), and ICD-9-based 
schizophrenia (rather than psychotic disorders more 
generally).

Results

Our study sample included the 133 068 patients who 
responded to the 1999 Large Health Survey of Veteran 
Enrollees from among the total of 392 059 diabetes 
patients in the MEND cohort in FY99. There were only 
slight differences between the survey respondents and the 
overall cohort (Table 2), with survey respondents being 
older and more often white, having more physical co-
morbidity and primary care visits and fewer mental health 
visits. After removing survey respondents who did not 
answer questions about self-reported MHC, data were 

available for analysis from 94% of patients (N = 
124 716).

Table 3 shows the prevalence, PPV, and NPV for the 8 
ICD-9-based algorithms for defining any MHC. Thus, for 
example, our base algorithm, algorithm A, required that a 
patient have had at least 1 instance of any MEND ICD-9 
code in FY98-99 VHA outpatient or inpatient files to 
qualify as having a MHC. Algorithm A had a PPV of 0.77 
and an NPV of 0.76; this means that, using algorithm A, 
if we determine that the patient has “ICD-9-based any 
MHC,” then there is a 77% likelihood that he or she has 
“self-reported MHC” (ie, patient-recalled lifetime history 
of physician-diagnosed depression, PTSD, and/or schizo-
phrenia). Conversely, if we determine that a patient does 
not have “ICD-9-based any MHC,” then there is a 76% 
likelihood that he or she has no “self-reported MHC” (ie, 
no recall of a lifetime history of depression, PTSD, or 
schizophrenia). We found that PPV could be optimized 
by requiring at least 2 instances of a MHC ICD-9 code 
(algorithm C) or by accepting only ICD-9 codes associ-
ated with mental health visits (algorithm E). The PPV  
of these approaches was superior to the PPV of the  
literature-based approach (algorithm X). In our analyses, 
NPV was optimized by supplementing VHA data with 
Medicare data (algorithm F). Estimated prevalence of 
MHCs also varied by algorithm.

Similarly, Table 4 shows the prevalence, PPV, and  
NPV for the 8 algorithms for defining the 3 specific  
MHCs of interest. For all 3 conditions, PPV was optimized 
by restricting the ICD-9 code list to those identified by  
the Delphi panel (algorithm G); PPV was also optimized 
for depression by requiring at least 2 instances of a depres-
sion ICD-9 code (algorithm C) and for PTSD by using  
the literature-based approach (algorithm X). For all 3  
conditions, NPV was optimized by supplementing VHA 
data with Medicare data (algorithm F); the base algorithm 
also performed well (algorithm A), as did several other 

Table 2. Demographics, Health Status, and Utilization

	 All Diabetics in VHA, N = 392 059 Analytic Cohort, n = 133 068

Sociodemographics  
Age (years), mean (SD) 64.7 (11.3) 66.3 (10.3)
Male (%) 97.9% 98.1%
White (%) 71.3% 76.6%

Health status  
Physical comorbidity, mean (SD) 3.6 (2.6) 3.8 (2.6)

Utilization for FY99  
Outpatient encounters, mean (SD) 17.0 (23.7) 17.4 (22.9)
Outpatient encounters, mental health, mean (SD) 2.3 (11.7) 2.1 (10.8)
Outpatient encounters, primary care, mean (SD) 4.4 (4.6) 4.6 (4.6)
Inpatient stays, mean (SD) 1.9 (1.5) 1.8 (1.5)
Inpatient stays in mental health units, mean (SD) 1.7 (1.4) 1.5 (1.5)

Abbreviations: VHA, Veterans Health Administration; SD, standard deviation; FY99, Fiscal Year 1999.
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algorithms. The generally strong performance of the litera-
ture-based approach is not surprising because it compared 
specific conditions (major depression, PTSD, schizophre-
nia) with self-reported specific conditions (depression, 
PTSD, schizophrenia). The frame of reference available to 
us was thus a better match for the literature-based approach 
than for the MEND approach, which compared broader 
categories (depressive disorders, anxiety disorders, psy-
chotic disorders) with the self-reported specific conditions 
(depression, PTSD, schizophrenia).

Sensitivity and specificity of the various algorithms 
are available from the author on request.

Discussion

Using a national cohort of veterans with diabetes who use 
VHA care, we showed that many patients with a 

Table 3. Varying Algorithms for Identifying MHCs From 
Administrative Data: Prevalence, PPV, and NPV Using  
Self-Reported MHC as the Frame of Reference*

 Any MHC

 Prevalence PPV NPV

Base algorithm, MEND approach:   
Algorithm A: 1+ diagnosis of 25.1% 0.77 0.76

MHC in FY98 or FY99 from  
VHA outpatient/inpatient  
sources, using the list of  
ICD-9 codes developed for 
MEND study (from Table 1)

Modifications of base algorithm,  
 MEND approach:   

Algorithm B: FY99 data only 19.9% 0.82 0.73
Algorithm C: Require 2+  18.8% 0.85 0.73

instances of diagnosis
Algorithm D: Primary care 12.6% 0.77 0.68 

visits only
Algorithm E: Mental health 17.2% 0.86 0.72 

visits only
Algorithm F: Supplement VHA 28.6% 0.74 0.77 

data with Medicare data
Algorithm G: Restricted list of 12.6% 0.80 0.68 

ICD-9 codes from Delphi  
panel

Comparison algorithm,  
  literature-based approach   

Algorithm X: literature-based 34.4% 0.65 0.76 
list of ICD-9 codes 
(full 290–319 range)

Abbreviations: MHC, mental health condition; PPV, positive  
predictive value; NPV, negative predictive value; MEND, MENtal-
Health-Diabetes Study; FY99, Fiscal Year 1999; VHA, Veterans Health 
Administration; ICD-9, International Classification of Diseases, 9th 
Revision.
*n = 133 068; for calculation of PPV and NPV, n = 124 716 was used 
because of missing data for some self-reported MHC items.

diagnosed psychiatric disorder can be dete ct ed from VHA 
administrative records, making this a promising source 
for quality assessment programs and mental health ser-
vices research, albeit with several caveats. We 
demonstrated that choice of algorithm for identification of 
MHCs influences conclusions about which patients have 
MHC and, thereby, influences PPV and NPV of MHCs 
identified from ICD-9 codes.

Although many major studies use administrative data to 
identify patients with MHC,1-5 relatively little information 
is available about how this source can be used most accu-
rately. When using administrative data sources to identify 
other conditions, such as diabetes34 and hypertension-
related comorbidities,35 it has been demonstrated that 
choice of algorithm influences case identification. In 
the case of psychiatric disorders, though, there is little 
guidance in the literature. Occasionally, investigators 
have examined a single algorithm against medical records 
to identify schizophrenia, depression, or psychiatric dis-
orders as a group.36-39 However, we are aware of only 1 
study that explicitly examined the effect of varying algo-
rithm choice on predictive value for a MHC. Spettell  
et al11 compared 2 different algorithms for identification 
of depression from administrative data (ICD-9 codes and/
or antidepressant prescription use) in a managed care 
organization population, using medical-record-based 
depression as the frame of reference; PPV varied from 
49% to 61%, and NPV varied from 84% to 97%. They 
did not attempt to vary some of the factors that we varied 
(types of ICD-9 codes used, source of ICD-9 codes, time 
interval for ICD-9 code ascertainment, or number of 
ICD-9 codes used), and they did not examine conditions 
other than depression. Furthermore, their study was con-
ducted in the private sector; patients with MHCs face 
fewer barriers (eg, carve-outs, co-pays) in the VHA than 
in the private sector, and MHC prevalence is particularly 
high in the VHA.40-42 Thus, our study is complementary 
to the prior work by Spettell et al11 and helps expand the 
very limited literature on this topic.

Our study has several limitations. First, we compared 
MHCs in ICD-9 codes against self-reported MHCs because 
that was the only independent source of information about 
MHCs available to us. This was by no means an ideal 
frame of reference because the self-reported data included 
only 3 psychiatric conditions (depression, PTSD, and 
schizophrenia), whereas the ICD-9 diagnoses covered 
depressive disorders, all anxiety disorders (not only 
PTSD), all psychotic disorders (not only schizophrenia), 
and multiple other MHCs. Furthermore, the self-reported 
data were based on lifetime histories of these diagnoses, 
whereas the ICD-9 code data examined only current con-
ditions. Indeed, given these differences in the way MHC 
was defined in the 2 sources, it is surprising that we saw 
as much concordance as we did. Second, the ICD-9 codes 
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identified only diagnosed MHCs; different methods 
would be needed to identify MHCs not recognized by cli-
nicians43,44 or MHCs that are recognized but not recorded 
in the administrative record.45,46 Third, patients with 
more severe mental illness could be overrepresented 
among survey nonrespondents; it is possible that patients 
who are high functioning enough to reply to the survey 
are also better able to recall the diagnoses they received 
previously from a clinician. Fourth, the generalizabil-
ity of our findings to non-VHA settings (in which the 
prevalence of MHCs is lower, typically, and mental 
health carve-outs are common) is unknown. Fifth, the 
list of ICD-9 codes we developed for the MEND study 
were designed to capture MHCs that are common in a 
primary care setting. This list of ICD-9 codes might 
not translate well to studies focused on care provided 
in a mental health setting. Finally, it is also noteworthy 
that although VHA data use ICD-9 codes, a number of 
institutions have transitioned to the newer ICD-10 
coding scheme.

Despite these limitations, our study makes an impor-
tant contribution to a sparse area in the literature. There 
have been increasing calls to take advantage of adminis-
trative data sources to study important quality of care 
issues and other health services questions.47 These 
sources have significant advantages; for example, they 
overcome problems of response bias common to studies 

that seek to actively recruit patients with MHC, reduce 
human subject burden, and can answer timely questions at 
relatively low cost. Information about the performance 
characteristics of these data sets is critical as investigators 
and quality improvement programs seek to use these 
sources responsibly.

When applying administrative data to mental health 
studies, researchers and quality improvement programs 
should consider whether the nature of their question 
demands optimization of PPV (eg, by requiring a higher 
number of ICD-9 code occurrences or by selecting data 
from mental health clinical sources) or NPV (eg, by 
searching for diagnoses across more years of data or by 
supplementing diagnoses recorded in primary care set-
tings with diagnoses recorded in mental health or another 
data source such as Medicare). Because the limitations of 
these data sources cannot be fully eliminated with any 
algorithm, investigators and quality improvement pro-
grams should also consider conducting sensitivity 
analyses in which they vary the algorithm for MHC case 
identification, so as to bracket their findings by showing 
how different assumptions affect conclusions.

Acknowledgments

The authors are very grateful to the members of the Delphi 
Panel (Tina T. Lee, MD, Louis A. Moffett, PhD, Steven E. 

Table 4. Varying Algorithms for Identifying Specific MHCs: Prevalence, PPV, and NPV for Predicting Self-Reported MHC*

 Depressive Disorder Anxiety Psychosis

 Percentage PPV NPV Percentage PPV NPV Percentage PPV NPV

Base algorithm, MEND approach:         
Algorithm A: 1+ diagnosis of MHC in FY98 or 16.4% 0.82 0.74 12.6% 0.55 0.90 4.7% 0.46 0.98 

FY99 from VHA outpatient/inpatient sources, 
using the list of ICD-9 codes developed for 
MEND study

Modifications of base algorithm, MEND approach:         
Algorithm B: FY99 data only 12.3% 0.85 0.71 9.4% 0.61 0.89 3.6% 0.53 0.97
Algorithm C: require 2+ instances of diagnosis 11.3% 0.88 0.71 8.4% 0.66 0.89 3.1% 0.60 0.97
Algorithm D: primary care visits only 7.0% 0.82 0.68 4.9% 0.52 0.86 1.3% 0.57 0.96
Algorithm E: mental health visits only 11.4% 0.87 0.71 9.0% 0.65 0.89 3.6% 0.53 0.97
Algorithm F: supplement VHA data with 18.5% 0.80 0.75 13.9% 0.52 0.90 6.0% 0.38 0.98 

Medicare data
Algorithm G: restricted list of ICD-9 codes from 4.5% 0.90 0.67 3.3% 0.84 0.66 3.5% 0.78 0.66 

Delphi panel
Comparison algorithm, literature-based approach         

Algorithm X: literature-based list of ICD-9 codes† 14.0% 0.84 0.72 6.0% 0.82 0.88 3.4% 0.58 0.97

Abbreviations: MHC, mental health condition; PPV, positive predictive value; NPV, negative predictive value; MEND, MENtal health-Diabetes Study; 
FY99, Fiscal Year 1999; VHA, Veterans Health Administration; ICD-9, International Classification of Diseases, 9th Revision; PTSD, posttraumatic stress 
disorder.
*The frame of reference for depressive disorder is self-reported depression; for anxiety, self-reported PTSD; and for psychosis, self-reported 
schizophrenia. For the calculation of PPV and NPV, participants with missing data for the depression, PTSD, or schizophrenia items on the survey 
were excluded; the number of participants for these analyses were 122 989, 120 860, and 118 202, respectively.
†Major depression: ICD-9, 296.2x, 296.3x, 311; PTSD, ICD-9 309.81; schizophrenia, ICD-9 295.xx.

 at BOSTON UNIV on August 18, 2011ajm.sagepub.comDownloaded from 

http://ajm.sagepub.com/


Frayne et al. 49

Lindley, MD, PhD, Darrah Westrup, PhD, Robert G. Hall, PhD, 
Gregory A. Leskin, PhD, Matthew Cordova, PhD); to Qing Shao, 
MD, MS, and William A. West, PhD, who provided technical 
support for portions of this study; to Rudolf Moos, PhD, who 
provided valuable comments on an earlier version of this manu-
script; and to the Department of Veterans Affairs Office for 
Quality and Performance for providing the survey data used in 
this study. The late Mark A. Moskowitz, MD, made key contribu-
tions to the early conceptualization of this study.

Authors’ Note

Prior presentation: Some of the findings included in this manu-
script were part of an oral presentation to the Society of General 
Internal Medicine Regional Meeting in Stanford, California, in 
March 2006 an oral presentation to the Society of General Inter-
nal Medicine National Meeting in Los Angeles, California, in 
April 2006; a poster presentation at the Society of General 
Internal Medicine Regional Meeting in San Francisco, Califor-
nia, in March 2007; and a poster presentation at the American 
Psychological Association National Meeting in Kansas City, 
Missouri, in August 2007. 

Declaration of Conflicting Interests

The authors declared no potential conflicts of interests with 
respect to the authorship and/or publication of this article. 

Funding

The authors disclosed receipt of the following financial support 
for the research and/or authorship of this article: This material 
is based on work supported by the Department of Veterans 
Affairs Health Services Research & Development, grants IIR 
20–041 and RCD 98–312, and by VA Medical Research-Epide-
miology. The views expressed in this article are those of the 
authors and do not necessarily represent the views of the 
Department of Veterans Affairs. The funding sources had no 
role in the study design, data collection, analysis or interpreta-
tion, manuscript preparation, or decision to publish the 
manuscript. 

References

 1. Druss BG, Bradford DW, Rosenheck RA, Radford MJ, 
Krumholz HM. Mental disorders and use of cardiovascular 
procedures after myocardial infarction. JAMA. 2000;283: 
506-511.

 2. Hermann RC, Ettner SL, Dorwart RA. The influence of 
psychiatric disorders on patients’ ratings of satisfaction 
with health care. Med Care. 1998;36:720-727.

 3. Hoff RA, Rosenheck RA, Meterko M, Wilson NJ. Men-
tal illness as a predictor of satisfaction with inpatient care  
at Veterans Affairs hospitals. Psychiatr Serv. 1999;50: 
680-685.

 4. Druss BG, Rosenheck RA. Use of medical services by  
veterans with mental disorders. Psychosomatics. 1997;38:
451-458.

 5. Ashton CM, Petersen NJ, Souchek J, et al. Geographic vari-
ations in utilization rates in Veterans Affairs hospitals and 
clinics. N Engl J Med. 1999;340:32-39.

 6. Hoge CW, Lesikar SE, Guevara R, et al. Mental  
disorders among U.S. military personnel in the 1990s: 
association with high levels of health care utilization 
and early military attrition. Am J Psychiatry. 2002;159:
1576-1583.

 7. Seng JS, Clark MK, McCarthy AM, Ronis DL. PTSD and 
physical comorbidity among women receiving Medicaid: 
results from service-use data. J Trauma Stress. 2006;19:45-56.

 8. Smith BM, Weaver FM, Ullrich PM. Prevalence of depres-
sion diagnoses and use of antidepressant medications by 
veterans with spinal cord injury. Am J Phys Med Rehabil. 
2007;86:662-671.

 9. Committee on Quality Health Care in America, Institute of 
Medicine. Crossing the Quality Chasm: A New Health Sys-
tem for the 21st Century. Washington, DC: National Acad-
emies Press; 2001.

10. American Psychiatric Association. Diagnostic and Statisti-
cal Manual of Mental Disorders. 4th ed. Washington, DC: 
American Psychiatric Press; 1994.

11. Spettell CM, Wall TC, Allison J, et al. Identifying  
physician-recognized depression from administrative data: 
consequences for quality measurement. Health Serv Res. 
2003;38:1081-1102.

12. Juster IA, Stensland M, Brauer L, Thuras P. Use of admin-
istrative data to identify health plan members with unrec-
ognized bipolar disorder: a retrospective cohort study. Am J 
Manag Care. 2005;11:578-584.

13. Desai MM, Rosenheck RA, Craig TJ. Case-finding for 
depression among medical outpatients in the Veterans 
Health Administration. Med Care. 2006;44:175-181.

14. Frayne SM, Halanych JH, Miller DR, et al. Disparities in 
diabetes care: impact of mental illness. Arch Intern Med. 
2005;165:2631-2638.

15. Miller DR, Safford MM, Pogach LM. Who has diabetes? Best 
estimates of diabetes prevalence in the Department of Vet-
erans Affairs based on computerized patient data. Diabetes 
Care. 2004;27(suppl 2):B10-B21.

16. Perlin J, Kazis L, Skinner K, et al. Health Status and Out-
comes of Veterans: Physical and Mental Component Sum-
mary Scores, Veterans SF36 1999 Large Health Survey 
of Veteran Enrollees Executive Report. Washington, DC: 
Department of Veterans Affairs; 2000.

17. Fleming C, Fisher ES, Chang CH, Bubolz TA, Malenka 
DJ. Studying outcomes and hospital utilization in the  
elderly: The advantages of a merged data base for 
Medicare and Veterans Affairs hospitals. Med Care. 
1992;30:377-391.

18. Dillman D. Mail and Telephone Surveys: The Total Design 
Method. New York, NY: John Wiley; 1978.

19. American Psychiatric Association. Diagnostic and Statisti-
cal Manual of Mental Disorders, 4th Edition: Primary Care 

 at BOSTON UNIV on August 18, 2011ajm.sagepub.comDownloaded from 

http://ajm.sagepub.com/


50  American Journal of Medical Quality 25(1)

Version (DSM-IV-PC). Washington, DC: American Psychi-
atric Association; 1995.

20. Pingitore D, Sansone RA. Using DSM-IV primary care ver-
sion: a guide to psychiatric diagnosis in primary care. Am 
Fam Physician. 1998;58:1347-1352.

21. Peyrot M, Rubin RR. Persistence of depressive symptoms 
in diabetic adults. Diabetes Care. 1999;22:448-452.

22. Klinkman MS, Schwenk TL, Coyne JC. Depression in pri-
mary care—more like asthma than appendicitis: the Michi-
gan depression project. Can J Psychiatry. 1997;42:966-973.

23. Bremner JD, Southwick SM, Darnell A, Charney DS. 
Chronic PTSD in Vietnam combat veterans: course of illness 
and substance abuse. Am J Psychiatry. 1996;153:369-375.

24. Daradkeh TK. Stability of psychiatric diagnoses in clinical 
practice. Int J Soc Psychiatry. 1996;42:207-212.

25. Desai MM, Rosenheck RA, Druss BG, Perlin JB. Mental 
disorders and quality of diabetes care in the Veterans Health 
Administration. Am J Psychiatry. 2002;159:1584-1590.

26. Charbonneau A, Rosen AK, Ash AS, et al. Measuring the 
quality of depression care in a large integrated health sys-
tem. Med Care. 2003;41:669-680.

27. Moos RH, Mertens JR. Patterns of diagnoses, comorbidi-
ties, and treatment in late-middle-aged and older affective 
disorder patients: comparison of mental health and medical 
sectors. J Am Geriatr Soc. 1996;44:682-688.

28. Tisnado DM, Adams JL, Liu H, et al. What is the concor-
dance between the medical record and patient self-report  
as data sources for ambulatory care? Med Care. 2006;44:
132-140.

29. Simpson CF, Boyd CM, Carlson MC, Griswold ME, Guralnik 
JM, Fried LP. Agreement between self-report of disease diag-
noses and medical record validation in disabled older women: 
factors that modify agreement. J Am Geriatr Soc. 2004;52:
123-127.

30. Skinner KM, Miller DR, Lincoln E, Lee A, Kazis LE. 
Concordance between respondent self-reports and medical 
records for chronic conditions: experience from the Veter-
ans Health Study. J Ambul Care Manage. 2005;28:102-110.

31. Haapanen N, Miilunpalo S, Pasanen M, Oja P, Vuori I. 
Agreement between questionnaire data and medical records 
of chronic diseases in middle-aged and elderly Finnish men 
and women. Am J Epidemiol. 1997;145:762-769.

32. Midthjell K, Holmen J, Bjorndal A, Lund-Larsen G. Is ques-
tionnaire information valid in the study of a chronic dis-
ease such as diabetes? The Nord-Trondelag diabetes study. 
J Epidemiol Community Health. 1992;46:537-542.

33. Katz JN, Chang LC, Sangha O, Fossel AH, Bates DW. Can 
comorbidity be measured by questionnaire rather than med-
ical record review? Med Care. 1996;34:73-84.

34. Hebert PL, Geiss LS, Tierney EF, Engelgau MM, Yawn 
BP, McBean AM. Identifying persons with diabetes using 
Medicare claims data. Am J Med Qual. 1999;14:270-277.

35. Borzecki AM, Wong AT, Hickey EC, Ash AS, Berlowitz 
DR. Identifying hypertension-related comorbidities from 
administrative data: what’s the optimal approach? Am J 
Med Qual. 2004;19:201-206.

36. Lurie N, Popkin M, Dysken M, Moscovice I, Finch M. 
Accuracy of diagnoses of schizophrenia in Medicaid 
claims. Hosp Community Psychiatry. 1992;43:69-71.

37. Walkup JT, Boyer CA, Kellermann SL. Reliability of 
Medicaid claims files for use in psychiatric diagnoses  
and service delivery. Adm Policy Ment Health. 2000;27:
129-139.

38. Rawson NS, Malcolm E, D’Arcy C. Reliability of the 
recording of schizophrenia and depressive disorder in the 
Saskatchewan health care datafiles. Soc Psychiatry Psychi-
atr Epidemiol. 1997;32:191-199.

39. Kashner TM. Agreement between administrative files and 
written medical records: a case of the Department of Veter-
ans Affairs. Med Care. 1998;36:1324-1336.

40. Hankin CS, Spiro A III, Miller DR, Kazis L. Mental disor-
ders and mental health treatment among U.S. Department 
of Veterans Affairs outpatients: the Veterans Health Study. 
Am J Psychiatry. 1999;156:1924-1930.

41. Rosenheck R, Greenberg G. Department of Veterans Affairs 
National Mental Health Program Performance Monitoring 
System: Fiscal Year 2001 Report. West Haven, CT: North-
east Program Evaluation Center, VA Connecticut Health-
care System; 2002.

42. Friedman MJ, Schnurr PP, McDonagh-Coyle A. Post- 
traumatic stress disorder in the military veteran. Psychiatr 
Clin North Am. 1994;17:265-277.

43. Perez-Stable EJ, Miranda J, Munoz RF, Ying YW. Depres-
sion in medical outpatients: underrecognition and misdiag-
nosis. Arch Intern Med. 1990;150:1083-1088.

44. Unutzer J, Schoenbaum M, Druss BG, Katon WJ. Transform-
ing mental health care at the interface with general medicine: 
report for the presidents commission. Psychiatr Serv. 2006;
57:37-47.

45. Jencks SF. Recognition of mental distress and diagnosis of 
mental disorder in primary care. JAMA. 1985;253:1903-
1907.

46. Rost K, Smith R, Matthews DB, Guise B. The deliberate 
misdiagnosis of major depression in primary care. Arch 
Fam Med. 1994;3:333-337.

47. Walkup JT, Yanos PT. Psychological research with adminis-
trative data sets: an underutilized strategy for mental health 
services research. Prof Psychol Res Pr. 2005;36:551-557.

 at BOSTON UNIV on August 18, 2011ajm.sagepub.comDownloaded from 

http://ajm.sagepub.com/


EPIDEMIOLOGY AND SOCIAL SCIENCE

The Association Between Alcohol Consumption and
Prevalent Cardiovascular Diseases Among HIV-Infected

and HIV-Uninfected Men

Matthew S. Freiberg, MD, MSc,*† Kathleen A. McGinnis, MS,‡ Kevin Kraemer, MD, MSc,*

Jeffrey H. Samet, MD, MPH, MA,§ Joseph Conigliaro, MD,k R. Curtis Ellison, MD,¶

Kendall Bryant, PhD,# Lewis H. Kuller, MD, DrPH,† and Amy C. Justice, MD, PhD**††

for the VACS Project Team

Objective: To determine whether alcohol consumption is associated

with cardiovascular disease (CVD) among HIV-infected veterans.

Methods: Using established thresholds for alcohol consumption,

we analyzed cross-sectional data from 4743 men (51% HIV infected)

from the Veterans Aging Cohort Study, a prospective cohort of

HIV-infected veterans and demographically similar HIV-uninfected

veterans. Using logistic regression, we estimated the odds ratio (OR)

for the association between alcohol consumption and prevalent CVD.

Results: Among HIV-infected and HIV-uninfected men, respec-

tively, hazardous drinking (33.2% vs. 30.9%,), alcohol abuse and

dependence (20.9% vs. 26.2%), and CVD (14.6% vs. 19.8%) were

common. Among HIV-infected men, hazardous drinking [OR = 1.43,

95% confidence interval (CI) = 1.05 to 1.94] and alcohol abuse and

dependence (OR = 1.55, 95% CI = 1.07 to 2.23) were associated with

a higher prevalence of CVD compared with infrequent and moderate

drinking. Among HIV-uninfected men, past drinkers had a higher

prevalence of CVD (OR = 1.30, 95% CI = 1.01 to 1.67). For HIV-

infected and HIV-uninfected men, traditional risk factors and kidney

disease were associated with CVD.

Conclusions: Among HIV-infected men, hazardous drinking and

alcohol abuse and dependence were associated with a higher

prevalence of CVD compared with infrequent and moderate drinking

even after adjusting for traditional CVD risk factors, antiretroviral

therapy, and CD4 count.

Key Words: alcohol consumption, alcohol abuse, alcohol de-

pendence, cardiovascular disease, HIV infection, veterans

(J Acquir Immune Defic Syndr 2010;53:247–253)

INTRODUCTION
With the advent of antiretroviral therapy (ART) and

improved survival,1 alcohol has become an important health
issue among HIV-infected adults. It is likely that alcohol is
related to several prominent health problems among HIV-
infected people including ART adherence,2 chronic liver
disease,3 possibly HIV disease progression,4 and cardiovas-
cular disease (CVD).5 Although the mechanisms for the
development of CVD in HIV-infected adults are unknown,
ART6 and perhaps HIV itself7 are associated with dyslipidemia
and increased insulin resistance. In uninfected adults,
moderate alcohol consumption is associated with a reduced
risk of CVD,8 improved lipid profiles,9 increased insulin
sensitivity,10,11 and altered clotting factor profiles.12 In
contrast, hazardous alcohol consumption is associated with
hyperlipidemia,12 incident diabetes,13 and higher CVD and
total mortality rates.14,15 Although the association between
alcohol consumption and CVD risk among uninfected adults is
well documented,16–19 sparse data describe this association
among HIV-infected adults. Therefore, the objective of the
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present study was to examine the association between alcohol
consumption and prevalent CVD among HIV-infected
and HIV-uninfected adults from the Veterans Aging Cohort
Study (VACS).

METHODS

Veterans
In the present study, we analyzed data on 4743 veterans

from the VACS, an observational longitudinal cohort of HIV-
infected and HIV-uninfected race, age, and site-matched
veterans designed to understand the role of comorbid medical
and psychiatric disease in determining clinical outcomes in
HIV infection.20 VACS assesses patients and providers using
surveys and electronic medical record review from 8 Veterans
Affairs Medical Center Infectious Disease and General
Internal Medicine clinics.20 Data collected included AIDS-
defining conditions, comorbidities, health and habits, informa-
tion about health care provider characteristics, and provider
assessments of the participants. A full description of the
measures collected and other details regarding the VACS are
described elsewhere.20 From 2002 to 2006, VACS enrolled
6467 participants. Of these, because we know that CVD
behaves differently in these groups and due to limited numbers
with which to model these differences, women (n = 336) and
lifetime abstainers (n = 299) were excluded. Lifetime
abstainers were defined as a ‘‘No, never’’ response to, ‘‘Have
you ever had a drink containing alcohol.’’ Those who had no
International Disease Classification 9 (ICD-9) diagnosis code
for CVD and were missing self-report CVD information were
not included (n = 78). Of the remaining 5762, 669 were
excluded for missing alcohol use data and 342 for missing
covariate data. The institutional review boards at all locations
approved the study, and all veterans provided written
informed consent.

Independent Variable
We ascertained infrequent, moderate, and hazardous

alcohol consumption using the Alcohol Use Disorders Identifi-
cation Test (AUDIT).21 We estimated quantity and frequency
of alcohol consumption using the product of the responses to
the first 2 questions of the AUDIT: (1) ‘‘How often do you have
a drink containing alcohol?’’ and (2) ‘‘How many standard
drinks do you have on a typical day when you are drinking?’’
We converted the responses to the first AUDIT question into
the following variables: never = 0 times per week; monthly or
less = 0.25 times per week; 2–4 times per month = 0.75 times
per week; 2–3 times a week = 2.5 times per week; and 4 or
more times a week = 4 times per week. For the second AUDIT
question, we converted the responses into the following
variables: 1 = 1 drink per day; 2 = 2 drinks per day; 3 or 4 = 3.5
drinks per day; 5 or 6 = 5.5 drinks per day; and 7 or more =
7 drinks per day. We calculated weekly drinking as the product
of converted responses to questions #1 and #2 (eg, 4 times per
week 3 2 drinks per day = 8 drinks per week). Using the
question, ‘‘When you are drinking, how often do you have 6 or
more drinks on one occasion?,’’ we defined a binge drinker
as anyone who reported consuming 6 or more drinks on
1 occasion less than monthly or more. Those who responded

‘‘never’’ to consuming 6 or more drinks on 1 occasions were
not binge drinkers.

Using this methodology, we categorized alcohol into
3 groups: infrequent and moderate, hazardous, and abuse or
dependence. Infrequent and moderate drinkers were combined
to form the referent group. Using the National Institute on
Alcoholism and Alcohol Abuse guidelines, we defined
infrequent or moderate drinking as consuming #14 drinks
per week and no binge drinking. Hazardous drinking was
defined as .14 drinks per week or binge drinking.22 Alcohol
abuse or dependence was defined using ICD-9 codes based on
prior work in the VACS.23 Importantly, if a participant was
a moderate drinker by self-report, but had an ICD-9 code
documenting alcohol abuse or dependence, this participant
was included in the alcohol abuse and dependent category.
We defined past drinkers as those who had consumed $1 drink
in their lifetime but responded ‘‘more than 12 months ago’’
to the question, ‘‘When was the last time you had a drink?’’
As stated earlier, lifetime abstainers were excluded.

Dependent Variable
Our primary outcome variable was prevalent total CVD.

We defined CVD using self-reported survey data and VA ICD-
9 codes. A participant had CVD if the participant responded
yes to 1 of the following 4 separate questions, ‘‘Has a doctor
ever told you that you had (1) angina or coronary heart disease
(CHD), (2) a myocardial infarction, (3) congestive heart failure
(CHF), or (4) stroke or transient ischemic attack?’’ or if the
participant had a documented CHD, myocardial infarction,
CHF, or stroke event using VA ICD-9 or CPT codes. The
complete list of all ICD-9 and CPT codes used in the VACS to
define CVD are listed on the VACS website.24 Using similar
methodology, variables were also constructed for CHD, CHF,
and stroke, separately.

Covariates
Using VACS patient and provider survey data and

Veterans Administration Medical Center pharmacy and labo-
ratory records, we collected data on participant demographics,
cardiovascular risk factors, and personal habits. Demographic
data included age at VACS study entry and self-reported
race/ethnicity (white, black, Hispanic, or other) and education
level categorized as either having at least some college educa-
tion versus high school diploma, general education develop-
ment (GED), or less education. Cardiovascular risk factors
were certain health conditions defined as ‘‘yes’’ response to the
question, ‘‘Has a doctor ever told you that you had �high
cholesterol, lipids, or triglycerides,� �diabetes or high blood
sugar or sugar,� and �hypertension or high blood pressure�.’’
Participants were also considered to have ‘‘high cholesterol’’ if
there was a documented prescription for an HMG-coreductase
inhibitor identified in the pharmacy benefits management
database. Current smoking was defined as a yes response to,
‘‘Do you now smoke cigarettes?’’ Body mass index was
defined as self-reported weight in kilograms divided by self-
reported height in meters squared. HIV-related risk factors
included hepatitis C virus (HCV), defined as a positive HCV
antibody test, HCV RNA test, or ICD-9 code (070.41, 070.44,
070.51, 070.54 or V02.62), CD4 cell count, and use of and
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adherence to ART. We collected data on CD4 cell counts from
180 days before and up to 7 days after the time of enrollment.
We defined ART as the use of any antiretroviral medication
within the previous 90 days before and up to 7 days after the
time of enrollment into the VACS study. For those participants
taking ART, nonadherence was defined as having missed at
least 1 dose of ART medication in the 4 days before com-
pleting the VACS baseline questionnaire. Adherent was not
having missed any ART medications in the 4 days before com-
pleting the VACS baseline questionnaire. Additional cova-
riates included cocaine use, defined as a yes response to having
used cocaine at least once in the past year; self-reported
‘‘liver disease or bad liver or cirrhosis;’’ kidney disease defined
as a glomerular filtration rate ,30 mL�min21�1.73 m22; and
regular exercise defined as engaging in regular activities
(eg, brisk walking, jogging) long enough to work up a sweat
at least 3 times a week.

Statistical Analysis
We obtained descriptive statistics for all variables and

assessed the relationship between HIV, alcohol consumption,
CVD, and other covariates using t tests for continuous vari-
ables and x2 analysis for categorical variables. We constructed
2 logistic regression models to estimate the odds ratio (OR) for
prevalent CVD using level of alcohol use as the main
independent variable although adjusting covariates for HIV-
infected and HIV-uninfected participants separately. Model 1
adjusted for age, race/ethnicity, and traditional cardiovascular
risk factors. Model II adjusted for all covariates in model 1
plus cocaine use, liver disease, kidney disease, exercise, and
education. Model 2 for HIV infected also included CD4 cell
count and use of and adherence to ART. Secondary analyses
also examined the association between level of alcohol use and
CVD-specific diagnoses (ie, CHD, CHF, and stroke). Addi-
tional analyses were also performed to test separately for the
interaction between HIV status and alcohol consumption and
the following traditional cardiovascular risk factors: hyper-
tension, hypercholesterolemia, diabetes, and current smoking.

RESULTS
Hazardous alcohol consumption and alcohol abuse or

dependence were common among both HIV-infected and HIV-
uninfected veterans in the VACS (Table 1). Nearly two-thirds
of the veterans were African American. As compared with
uninfected veterans, HIV-infected veterans had significantly
lower prevalence of several cardiovascular risk factors
including hypercholesterolemia, diabetes, hypertension, and
mean BMI levels (P , 0.001 for all, Table 1). In contrast, HIV-
infected veterans had significantly higher prevalence of
smoking, HCV, and liver disease (P , 0.001 for all). The
prevalences of CVD (14.6% vs. 19.8%, P , 0.001), CHD
(8.6% vs. 14.7%, P , 0.001), CHF (4.5% vs. 5.9%, P = 0.03),
and stroke (5.8 vs. 6.5, P = 0.30) were lower among HIV-
infected veterans compared with HIV-uninfected veterans.

In both model 1 (adjusted for traditional CVD risk
factors) and model 2 (fully adjusted model), hazardous alcohol
consumption and alcohol abuse or dependence were associated
with an increased prevalence of CVD compared with

infrequent or moderate alcohol use for HIV-infected veterans
but not HIV-uninfected veterans (Tables 2 and 3). In a model
including both HIV-infected and HIV-uninfected veterans (not
shown), an interaction term between HIV status and alcohol
level was statistically significant (P = 0.01). Among HIV-
uninfected veterans, past alcohol consumption was associated
with a higher prevalence of CVD in both models 1 and 2
(Table 3). For both HIV-infected and HIV-uninfected veterans,
traditional risk factors including age, hypercholesterolemia,
hypertension, and smoking were associated with a significantly
increased prevalence of CVD in models 1 and 2. Kidney disease
was also significantly associated with prevalent CVD among
HIV-infected and HIV-uninfected veterans (Tables 2 and 3).

When we performed secondary analyses examining
separately the interaction between HIV status and traditional
cardiovascular risk factors, HIV infection interactions with
hypertension (P = 0.03), diabetes (P = 0.04), and current
smoking (P = 0.01) were all statistically significant.

We also ran models adjusted for traditional CVD risk
factors predicting CHD, CHF, and stroke for HIV-infected and
HIV-uninfected veterans. Among HIV-infected veterans,
hazardous drinking was statistically significantly associated
with CHF (OR = 1.74, 95% CI = 1.04 to 2.91); alcohol abuse
or dependence was significantly associated with CHD (OR =
1.67, 95% CI = 1.06 to 2.64) and CHF (OR = 1.99, 95% CI =
1.12 to 3.55); and past drinking was significantly associated
with stroke (OR = 1.97, 95% CI = 1.30 to 2.98). Among HIV-
uninfected veterans, there were no statistically significant
associations between hazardous alcohol consumption and
alcohol abuse or dependence and CHD, CHF, or stroke.
However, past drinking was statistically significantly associ-
ated with stroke (OR = 1.78, 95% CI = 1.24 to 2.54 (data not
otherwise shown).

When we examined the association between binge
drinking and CVD in a model adjusted for CVD risk factors,
there was an increase in the prevalence of CVD among binge
drinkers for HIV-infected veterans (OR = 1.30, 95% CI = 1.02
to 1.66). For uninfected veterans, there was no statistically
significant increase in CVD among binge drinkers (OR = 1.03,
95% CI = 0.82 to 1.30).

DISCUSSION
In the VACS cohort, among HIV-infected veterans,

hazardous drinking and alcohol abuse or dependence were
significantly associated with an increased prevalence of CVD
as compared with infrequent and moderate drinkers. This
association remained significant after adjustment for age,
race/ethnicity, traditional CVD risk factors, HCV and liver
disease, kidney disease, exercise, education, CD4 count, and
adherence to ART. Among HIV-uninfected veterans, past
alcohol consumption was associated with a significantly
increased prevalence of CVD. In addition to several of the
traditional CVD risk factors, renal disease was also signifi-
cantly associated with a higher prevalence of CVD for both
HIV-infected and HIV-uninfected veterans.

Numerous prospective studies among men without HIV
report that moderate alcohol consumption is associated with
a lower risk of CHD, ischemic stroke, and CVD.8,14,17,19 In
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contrast, less data are available focusing on the association
between hazardous alcohol consumption, alcohol abuse, and
alcohol dependence and CVD. In the present study, among
HIV-infected veterans, there was a significant increase in the
prevalence of CVD for hazardous drinking and alcohol abuse
and dependence as compared with infrequent and moderate
drinking. Although the association between alcohol and CVD
risk has been thought to be mediated in part by alterations in
lipid profiles and levels of clotting factors, prior work in the
VACS also demonstrates a temporal and dose–response relation-
ship between alcohol consumption and medication adherence.25

Among HIV-uninfected veterans, the association be-
tween prevalent CVD and hazardous or abuse and dependence
levels of alcohol consumption did not reach statistical signifi-
cance. In our analyses, interaction terms between HIV status

and alcohol consumption, hypertension, diabetes, and current
smoking were all significant suggesting that the association
between hazardous alcohol consumption, alcohol abuse and
dependence, and prevalent CVD is more pronounced among
HIV-infected compared with uninfected individuals.

Further, uninfected past drinkers had an increased
prevalence of CVD compared to HIV infected past drinkers. It
is possible that many of the uninfected veterans who were past
drinkers were hazardous alcohol consumers who quit drinking
for health-related reasons (ie, sick quitters). Prior research has
suggested that ‘‘sick quitters’’ have a higher burden of
comorbid disease and thus are at greater risk for CVD.26 When
determining whether HIV-infected individuals in care have
a higher or lower risk of CVD compared with uninfected
individuals, one must be very clear about the way in which risk

TABLE 1. Characteristics of the HIV-Infected and HIV-Uninfected Veterans

Characteristics HIV infected (n = 2422) Uninfected (n = 2321) P

Demographics

Mean age yrs (6 SD) 49.1 6 8.7 50.8 6 9.6 P , 0.001

Race/ethnicity (%)

White 21.8 25.4 P = 0.003

Black 65.8 61.4

Hispanic 8.8 10.2

Other 3.6 3.0

.High school education (%) 60.3 58.1 P = 0.12

Alcohol consumption (%)

Past consumption (no alcohol consumption for .1 year) 25.3 27.1 P = 0.15

Current infrequent or moderate consumption 45.9 42.9 P , 0.001

Current hazardous consumption 33.2 30.9

Ever alcohol abuse or dependence diagnosis 20.9 26.2

Cardiovascular risk factors (%)

Hypercholesterolemia 30.8 41.5 P , 0.001

Diabetes 15.2 25.2 P , 0.001

Hypertension 32.5 46.8 P , 0.001

Current smoking 54.3 47.1 P , 0.001

Body mass index 25.2 6 4.4 28.9 6 5.6 P , 0.001

HIV-related factors

Hepatitis C positive (%) 46.4 26.4 P , 0.001

Mean CD4 count cells/mm3* 405.0 6 264.3 — —

Antiretroviral use† — — —

Not using ART 19.8 — —

Not Adherent but on ART 26.8 — —

Adherent on ART 53.5 — —

Additional covariates (%)

Cocaine use 23.8 18.1 P , 0.001

Liver disease‡ 17.2 10.6 P , 0.001

Kidney disease (GFR , 30) 2.2 1.1 P = 0.005

Regular exercise 54.8 55.6 P = 0.58

Type of CVD

CVD 14.6 19.8 P , 0.001

CHD 8.6 14.7 P , 0.001

CHF 4.5 5.9 P = 0.03

Stroke 5.8 6.5 P = 0.30

*Data available only on 2176 veterans.
†Data available only on 2380 veterans.
‡Data available on 4725.
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is measured (events being compared) and the comparison
population being used. Some prior studies comparing HIV-
infected and HIV-uninfected individuals have reported that
HIV-infected individuals have a higher prevalence of CVD risk
factors27 or increased Framingham risk score.28 These studies
assume that CVD risk factors are identical between those with
and without HIV infection, an assumption that may not be
valid. Other studies have reported increased relative risk of
incident CVD events or hospitalizations compared with
uninfected individuals.29–32 One of these30 used a popula-
tion-based control group. Population-based controls may
represent a healthier population as compared with a de-
mographically and behaviorally similar population. VACS
used age, race/ethnicity, and clinical site-matched controls. All

of the prior studies were conducted in substantially younger
populations of both HIV-infected and HIV-uninfected indi-
viduals. We observed that the prevalence of CVD was lower
among HIV-infected veterans as compared with HIV-un-
infected veterans in a population predominated by middle aged
and older men. Moreover, most prior studies did not include
data on hazardous alcohol consumption, alcohol abuse and
dependence, or HCV infection, each of which are important
comorbidities among those infected with HIV and can
potentially alter cardiovascular risk. Of note, the typical
Framingham risk factors (ie, age, hypertension, hypercholes-
terolemia, diabetes, and smoking) were all significantly
associated with CVD in our analyses among HIV-infected
veterans. Additionally, kidney disease, as estimated by GFR,

TABLE 2. The Association Between Alcohol Consumption and Other Covariates and CVD Among HIV-Infected Veterans

Model I Model II
CHD Risk Factor Adjusted* Full Model†

OR (95% CI), n = 2422 OR (95% CI), n = 2143‡

Demographics

Age (per 10-year age group) 1.49 (1.29 to 1.73) 1.53 (1.30 to 1.79)

Race

White 1.0 1.0

Black 0.97 (0.71 to 1.32) 0.95 (0.67 to 1.34)

Hispanic 0.91 (0.54 to 1.53) 0.86 (0.49 to 1.51)

Other 1.86 (0.99 to 3.49) 1.80 (0.92 to 3.52)

.Than high school education — 1.53 (1.16 to 2.03)

Alcohol consumption

Infrequent and moderate 1.0 1.0

Hazardous 1.35 (1.01 to 1.79) 1.43 (1.05 to 1.94)

Abuse and dependence 1.51 (1.09 to 2.09) 1.55 (1.07 to 2.23)

Past drinkers (.12 months without a drink) vs. past drinkers
(,12 months without a drink or currently drinking)

1.31 (0.99 to 1.71) 1.33 (0.99 to 1.80)

Cardiovascular risk factors

Hypercholesterolemia 2.37 (1.84 to 3.07) 2.36 (1.77 to 3.13)

Diabetes 1.58 (1.17 to 2.12) 1.71 (1.25 to 2.34)

Hypertension 3.18 (2.45 to 4.12) 2.94 (2.22 to 3.90)

Current smoking 1.80 (1.38 to 2.36) 1.79 (1.33 to 2.41)

Body mass index 0.99 (0.96 to 1.02) 0.99 (0.96 to 1.02)

HIV-related risk factors

No HCV and no liver disease — 1.0

No HCV and liver disease — 1.23 (0.90 to 1.68)

Hepatitis C and no liver disease — 1.94 (0.99 to 3.80)

Hepatitis C positive and liver disease — 1.30 (0.88 to 1.92)

Mean CD4 count cells/mm3‡ — 1.00 (1.00 to 1.00)

Antiretroviral use‡

Adherent — 1.00

Therapy and not adherent — 1.01 (0.74 to 1.38)

No therapy — 1.05 (0.73 to 1.50)

Other covariates

Cocaine use — 1.07 (.76 to 1.52)

Kidney disease (GFR, 30 mL�min21�1.73 m22) — 2.39 (1.24 to 4.61)

Regular exercise — 0.81 (0.62 to 1.05)

*CHD risk factor model adjusts for age (in 10-year intervals), race/ethnicity, alcohol consumption, hypercholesterolemia, diabetes, hypertension, current smoking, and body
mass index.

†Full Model simultaneously adjusts for age (in 10-year intervals), race, education, alcohol consumption, hypercholesterolemia, diabetes, hypertension, current smoking, body mass
index, HCV and liver disease status, cocaine use, kidney disease, exercise, use of and adherence to ART, and CD4 count.

‡Sample size was 2143 for HIV infected because of missing data for CD4 count and ART.
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was also significantly associated with CVD. This result is
consistent with prior findings among HIV-uninfected people.33

The present study has several limitations that warrant
comment. As this study is cross sectional, we cannot comment
on cause and effect with regard to alcohol consumption and the
risk of CVD. Further, associations with prevalent CVD may
differ from those with incident disease in HIV because at least
some risk factors (hyperlipidemia and glucose intolerance)
increase with exposure to antiretroviral treatment. As there
were only men in the present study, our findings may not be
generalizable to women. As several variables in the analyses
involved self-reported data, there is the possibility of
nondifferential misclassification. Further, there may have
been some nondifferential misclassification among those who
were HCV antibody positive but without HCV RNA because
HCV infection spontaneously resolves in 10%–15%.34 In
addition, there is the possibility of misclassification among the
HIV-uninfected VACS participants. However, the possibility
of seroconversion of an HIV-uninfected participant is unlikely.
In the prior decade of conducting the VACS studies, less than

0.2% of the patients classified as HIV uninfected have been
subsequently identified as infected. It would also be helpful to
have had more complete data to differentiate past drinkers into
those who quit for health-related reasons versus nonhealth-
related reasons. However, we did include alcohol diagnoses
which helped to further categorize current drinking, particu-
larly among those who were currently infrequent or moderate
drinkers. Finally, we found significant interaction terms
suggesting that risk factors for CVD demonstrate different
associations with CVD among those infected with HIV
compared with uninfected individuals. These findings un-
derscore the importance of studying actual clinical events
rather than risk factors if we are to gain a better understanding
of CVD risk among those with HIV infection.

In conclusion, hazardous alcohol consumption and
alcohol abuse or dependence were associated with an
increased prevalence of CVD among HIV-infected veterans
compared with infrequent and moderate alcohol consumption.
This association persisted even after adjustment for traditional
CVD risk factors, HIV-related risk factors including HCV, use

TABLE 3. The Association Between Alcohol Consumption and Other Covariates and CVD Among HIV-Uninfected Veterans

Model I Model II
CHD Risk Factor Adjusted* Full Model†

OR (95% CI), n = 2321 OR (95% CI), n = 2321

Demographics

Age (per year) 1.73 (1.53 to 1.96) 1.74 (1.53 to 1.97)

Race

White 1.0 1.0

Black 0.69 (0.53 to 0.89) 0.67 (0.51 to 0.87)

Hispanic 1.11 (0.75 to 1.65) 1.09 (0.73 to 1.63)

Other 1.51 (0.82 to 2.78) 1.56 (0.85 to 2.88)

.Than high school education — 0.93 (0.74 to 1.16)

Alcohol consumption

Infrequent and moderate 1.0 1.0

Hazardous 0.99 (0.76 to 1.29) 0.97 (0.75 to 1.27)

Abuse and dependence 1.10 (0.81 to 1.49) 0.98 (0.71 to 1.35)

Past drinkers (.12 months without a drink) vs. past drinkers
(,12 months without a drink or currently drinking)

1.27 (0.99 to 1.62) 1.30 (1.01 to 1.67)

Cardiovascular risk factors

Hypercholesterolemia 2.83 (2.23 to 3.60) 2.88 (2.26 to 3.68)

Diabetes 1.07 (0.83 to 1.37) 1.04 (0.80 to 1.34)

Hypertension 2.24 (1.76 to 2.85) 2.26 (1.77 to 2.88)

Current smoking 1.37 (1.07 to 1.76) 1.33 (1.03 to 1.73)

Body mass index 1.00 (0.98 to 1.02) 1.00 (0.98 to 1.02)

HIV-related risk factors

No HCV and no liver disease — 1.0

No HCV and liver disease — 0.90 (0.65 to 1.24)

Hepatitis C and no liver disease — 1.52 (0.80 to 2.87)

Hepatitis C positive and liver disease — 1.14 (0.76 to 1.72)

Other covariates

Cocaine use — 1.46 (1.04 to 2.05)

Kidney disease (GFR,30 mL�min21�1.73 m22) — 2.42 (1.03 to 5.72)

Regular exercise — 1.08 (0.86 to 1.36)

*CHD risk factor model adjusts for age (in 10-year intervals), race, alcohol consumption, hypercholesterolemia, diabetes, hypertension, current smoking, and body mass index.
†Full model simultaneously adjusts for age (in 10-year intervals), race/ethnicity, education, alcohol consumption, hypercholesterolemia, diabetes, hypertension, current smoking,

body mass index, HCV and liver disease status, cocaine use, kidney disease, and exercise.
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of and adherence to ART, and CD4 count. This association did
not reach significance among uninfected demographically
similar comparators suggesting that the effect of alcohol may
be more pronounced among those infected with HIV.
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New-onset atrial fibrillation and warfarin initiation:
 
High risk periods and implications for new antithrombotic drugs
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Summary 
Atrialfibrillation isacommon condition thatincreases therisk ofstroke 
in many patients. Although warfarin has been shown to reduce therisk 
ofstroke, many patients whomight benefit from anticoagulation donot 
receive thistherapy. Fear ofbleeding isthemost often dted reason. Sev
eral new anticoagulant medications are being studied to determine 
theirefficacy and safety relative towarfarin. Unlike earlier trials thates
tablished thesuperiority of warfarin over placebo, recent trials inatrial 
fibrillation have enrolled adisproportionate numberofpatients already 
taking warfarin.This review suggests thattherisk ofboth haemorrhage 
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Introduction 

Atrial fibrillation (AF) is a common dysrhythmia; its prevalenceis 
increasing as the population ages (1). Recent projections indicate 
that by the year 2020, 7.5 million people in the United States will 
live with AF (2). Because AF results in disorganised electromech
anical activity that promotes intra-atrial thrombus formation, the 
risk of embolic stroke issignificant for many patients. The attribu
table risk of stroke from AF increases significantlywith age, from 
1.5% for individuals aged 50 to 59 years to 23.5% for individuals 
aged 80 to 89 years (3). Cardioembolic strokes are associatedwith 
substantial morbidity and mortality (4-8). 

Between 1989 and 1993, the efficacy of warfarin for stroke pre
vention in AF was demonstrated decisively by five randomised 
controlled trials (9-13). Compared to placebo,warfarin usewasas
sociated with a 68% relative risk reduction of stroke (14). Despite 
this dramatic benefit, numerous studies have documented that 
warfarin is prescribed to only about 50% of at-risk patients with 
AF(15-18). Older ageand perceivedbleeding risk are often cited as 
reasons for not prescribing warfarin. In addition, the narrow 
therapeutic index of warfarin (combined with its variable dose-re
sponse) mandates frequent monitoring which, for many patients, 
precludes its use (19,20). Newer antithrombotic agents that match 
the efficacy of warfarin while also offering a wider therapeutic 

and stroke are highest when atrial fibrillation isnewly diagnosed and 
during the initiation of anticoagulant medication. Randomised con
trolled trials designed to evaluate the safety and efficacy of new anti
thrombotic agents should include substantial numbers of patients 
withoutpriorexposure to anticoagulation since these individuals are at 
thehighest risk for bleeding and thromboembolism. 
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index would likely increase the use of stroke prevention medi
cations among patients with AF. 

The firstsuch newagenttobe evaluatedwasximelagatran,an oral 
direct thrombin inhibitor.This drug wasstudied in twoclinicaltrials 
enrolling an unprecedented 7,329 patients with AF (SPORTIF
StrokePreventionusingan ORalThrombin Inhibitor in atrial fibril
lation). Basedon the previous, placebo-controlledtrials conducted 
in the late 1980s, a primary event (strokeor systemicembolism) rate 
of 3.1% per year was projected for the patients assigned to receive 
warfarin (21, 22). Although these studies included elderly popu
lations with a high prevalenceof stroke risk factors (~Table 1), the 
annual rate of allstrokes (ischaemicand haemorrhagic) among pa
tients randomised to warfarin was 2.3% (SPORTIF III) and 1.2% 
(SPORTIF V) , both lower than the pre-trial estimates.This unex
pectedlylow rate of thrombotic events among AF patients rando
mised to warfarin was also reported in a large trial comparing war
farin to dual antiplatelet therapy.In the AtrialFibrillation Clopido
grelTrialwith Irbesartan for prevention ofVascuiarEvents (ACTIVE 
W) trial, among the 3,371 patients assignedto oral anticoagulation 
therapy, the rate of stroke (ischaemic or haemorrhagic) plus sys
temic embolus was 1.5%, also lower than initial projections (23). 
Similarly, the BirminghamAtrialFibrillationTreatment of the Aged 
study (BAFTA) reported low annual stroke rates in both treatment 
arms (1.8% for warfarin and 3.8% for aspirin) (25). 
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Table 1: Clinical characteristics of AF popu
AFI (14) SPORTIF III SPORTIFV ACIWE W RE·LY 

lations randomised to warfarin.(21) (22) (23) (24) 

Age. mean 69 70 72 70 72 

Gender. male, % 75 70 69 66 63 

Heart failure. % 20 34 40 31 32 

Hypertension. % 45 72 81 82 79 

Diabetes mellitus. % 13 22 2S 21 23 

Prior strokeITlA. % 6 24 18 1S 20 

VKA at entry*', % 10 73 85 78 49 

AFI. Atrial Fibrillation Investigators; SPORTIF, Stroke Prevention using anORal Thrombin Inhibitor in atrial 
Fibrillation; AalVE. Atrial Fibrillation Clopidogrel Trial with Irbesartan for Prevention ofVascular Events; 
RE-LY. Randomized Evaluation ofLong-Term Anticoagulation Therapy; TIA. transient ischaemic attack; VKA, 
vitamin Kantagonist. 'Defined differently across trials. 

Although it ispossiblethat the rate of stroke inAFhas decreased 
since the early trials, an alternative hypothesis is that recent trials 
have enrolled patients who were at lower risk of stroke, despite the 
similar (or increased) prevalence of stroke risk factors shown in 
Table1.Unlikeearlier trials designed to establishthe superiority of 
warfarin versus placebo, more recent trials of novel antithrom
botic strategies have been designed to establish non-inferiority to 
warfarin. Thus, the majority of participants in recent trials were 
taking a vitamin K antagonist (VKA) at baseline. In SPORTIF III 
and V,73% and 85%,respectively, of patients randomised to war
farin had been taking a VKAat study entry. The onset of AF was 
documented to be greater than one year prior to study entry for 
~80% of study participants. Similarly, in the ACTIVE W trial, 77% 
of participants were taking warfarin at the time of randomisation 
(warfarin-experienced patients) and duration of AF was six 
months or greater for 80% of patients and greater than two years 
for 59% (23). The high proportion of participants who entered 
these trials already taking warfarin (i.e. "warfarin-experienced") 
has been an under-appreciated significant differencefrom earlier 
AF trials in which greater than 90% of patients were receiving a 
VKA for the first time (i.e.fwarfarin-narve").A post-hoc analysis 
of the SPORTIF trial data suggestedthat the higher proportion of 
warfarin-naive participants enrolled in SPORTIF III coupled with 
greater variability in the INR (International Normalised Ratio) 
contributed to the higher stroke rate in SPORTIF III versus 
SPORTIF V (26). 

The importance of studying"newusers"of a drug hasbeen pre
viouslyhighlighted by Feinsteinand Ray(27,28).The efficacy and 
safetyof newantithrombotic drugs for strokeprevention in AFcan 
be best evaluated among patients who are new to anticoagulant 
therapy. Consideration of five key elements will demonstrate the 
chronologybias and survivor bias that impact trials that are domi
nated by warfarin-experienced patients: 1) bleeding risk during 
the early phase of anticoagulant therapy, 2) temporal relationship 
of stroke riskand incident AF, 3) differentialearlycessationof war
farin therapy among higher risk patients secondary to problems 
with adherence and tolerability, 4) improved efficacy of warfarin 
over time resulting from improved control of the INR and de-
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creasedINRvariability, and 5) potential secondary benefitsassoci
ated with monthly interface with health care providers (e.g. im
proved blood pressure control, improved rate control, improved 
adherence to warfarin and other stroke-modifying therapies), i.e. 
adherence bias. 

I. Major haemorrhage: warfarin-naive vs. 
warfarin-experienced 

A number of studies have demonstrated that the risk of bleeding 
on anticoagulant therapy ishighest during the period immediately 
after warfarin is initiated. Landefeld et al. performed a review of 
medical records from 565patients prescribed warfarin (for condi
tions such asAF, venous thromboembolism [VTE] and heart valve 
replacement) upon hospital discharge.All patients in this cohort 
were warfarin-naive.The proportion of patients who experienced 
major bleedingduring the first 30daysof outpatient treatment was 
3%, lO-fold higher than the calculated monthly risk (0.3%) ob
served during the subsequent 11 months of follow-up (29). Simi
larly, in an analysis of data from a randomised controlled trial in
volving 1,021 patients being started on anticoagulation for VTE, 
Douketis et al. describe a significant early risk of major haem
orrhagic events. Of the 28 major bleeds that occurred during the 
three months of warfarin treatment in this trial, 21 had occurred 
within three weeksand 13had occurred within the first sevendays 
of anticoagulanttherapy (30).Ameta-analysisof randomised con
trolled trials or prospectivecohort studies of patients being treated 
for VIE also described a clustering of major bleeding events at the 
start of anticoagulant therapy: the rate of intracranial haem
orrhage (expressedper 100patient-years) was 5.92during the first 
three months of anticoagulant therapy and 0.65 thereafter (31). 

A retrospective, multi-center study of 928 consecutive warfa
rin-treated patients from five anticoagulation clinicsyielded simi
lar findings. In order to minimise survivor bias, this analysis in
cluded the records not only of patients actively receivingwarfarin, 
but also of patients whose warfarin had been discontinued in the 
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previous 18-24 months. During a mean duration of follow-up of 
1.9years, beingin the earlyphaseof treatment wasidentifiedasan 
independent risk factor for major bleeding. In the first three 
months of treatment, "serious"bleeding occurred at a rate of 21 
episodes per 100 patient-years. The authors found that, compared 
to the rest of the firstyear, the secondyear, and anytimethereafter, 
the relative risk for seriousbleedingduring the first three months 
of treatment was 1.9 (95% confidence interval [CI] 1.3-3.0), 3.0 
(95% CI 1.8-4.8), and 5.9 (95% CI 3.8-9.3), respectively (32). 
When comparing the rate of major haemorrhageduring the first 
90 daysof treatment to the rate of the sameoutcomeafterone year 
ofwarfarinexposure,aDanishstudyofwarfarin-naive patientsre
ported a similarincrease: incidencerate ratio,1.9 (95% CI0.8-4.1) 
(33). ~Table 2 summarisesthe evidence that the riskof warfarin
associated bleedingishighestduring the initialweeks of treatment. 

In an evaluation of all21,785 patients enrolled in an acute cor
onary syndrome registry, 2,921 patients were found to haveAF 
0,700 pre-existing, 1,221 newly diagnosed). Comparedto patients 

in this registrywithoutAF, the patientswithAFhad increasedmor
bidity and mortality. However, only new-onset AF was indepen
dently associated with an increased risk of several adverse events, 
including in-hospital major bleeding (34). Similar results have 
been demonstrated in a pooled analysis of over 120,000 trial par
ticipantswith acutecoronarysyndromesaswellasin agroup of al
most 6,000 patientswith ST-segment elevationmyocardial infarc
tion treated with primary percutaneous coronary intervention 
(35,36). Another largestudy,the AtrialFibrillationFollow-up In
vestigation of RhythmManagement (AFFIRM) trial,has reported 
similar findings: when compared to patients who entered the trial 
with a prior historyof AF, major haemorrhagewasreported to be 
more common among patients with new-onsetAF (37).Asnoted 
by Ray, patients initiating therapy are often sicker than prevalent 
users (28). 

This association of major bleedingwith newly diagnosed [i.e. 
not pre-existing) AFprovidesfurther evidencethat a group of pa
tients beingexposedto anticoagulation for the first time willhave 

Table 2: Summary of evidencethat the risk of bleeding is highest during the initial days of anticoagulant treatment. 

Study Design + patient population Length of Evidence for "front-loading" Comments 
follow-up of bleeding risk 

landefeld, 1989 (29) Retrospective study ofpatients 48months The monthly risk ofmajor bleeding All patients identified at thetime of 
starting warfarin for a variety ofindi decreased over time from 3% during hospital discharge 
cations thefirst month to0.3% per month 

after thefirst year oftherapy. 

Douketis, 2000 (30) Analysis ofRGdatabase with 3 months 28major bleeds occurred during the All patients received lMWH ..overlap" 
1,021 VTE patients new to warfarin initial 3 months ofanticoagulation  therapy for thefirst days oftreatment; 

21 (75%) ofthese had occurred with noAF patients included 
3 weeks and 13(46%) had occurred 
within 7 days ofstarting anticoagu
lation 

linkins, 2003 (31) Meta-analysis of29RGsand 4 pros- Variable, but ~3 Intracranial bleeding during first Definitions ofmajor bleeding differed 
pective cohort studies ofVTE patients months in all 3 months oftreatment occurred in across studies 
receiving oral anticoagulant therapy cases 1.48% (95% C11.40% to 1.56%) 
for at least 3 months ofpatients. 

After thefirst 3 months, therate of 
intracranial bleeding was 0.65 (95% 
CI 0.63 to0.68) per 100 patient-years. 

Fihn, 1993 (32) Retrospective study of5anticoagu Median =1.9 Compared to therest ofthefirst year. Retrospective study, some ofthe 
lation clinics; 928 patients receiving years thesecond year, and anytime there- participating centers were notusing 
warfarin for a variety ofindications after, therelative risk for"serious" INR (rather PT ratios) during partof 

bleeding during thefirst 3 months of thestudy 
treatment was 1.9(95% CI 1.3-3.0), 
3.0 (95% 01.8-4.8),and 5.9 (95% 
(I 3.8-9.3) respectively. 

Steffensen, 1997(33) Retrospective, single-center cohort 756 treatment- The risk ofa first major haemorrhagic Although this incidence rate ratio did 
study of682 warfarin-naIve patients years episode was highest during thefirst not reach statistical significance,the 
being anticoagulated for a variety of 90days oftreatment; compared with numeric difference isconsistent with 
reasons treatment duration above one year. other studies cited 

theincidence rate ratio was 1.9. 

Hylek, 2007 (43) Prospective, single-center cohort 12months 15of26major hemorrhages occurred 32% ofpatients were ~80 years of 
study of472 warfarin-naIve patients with 90days, 11 of26within 30days age, 33% were identified at hospital 
being anticoagulated for and 7withiin thefirst 2weeks ofwar discharge, 40% were also taking as-
AF farin therapy pirin 
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a higher risk of haemorrhage than a group of prevalent users of 
oral anticoagulation.This maybe relatedto patient-specific, peri
od-specific, or drug-specific factors. Patient-specific factors in
clude the unmaskingof subclinical underlyingpathologiclesions, 
labileINRmeasurements, and concomitantprevalentmedications 
(e.g. anti-platelet therapy) that increase bleedingrisk.Period-spe
cific factors confera transient increase in bleedingrisk that would 
be expectedto resolve within a short period of time.For example, 
the immediatepost-hospitalisationperiod might be characterised 
by increased use of heparin transition therapy or dietary fluctu
ation; recently discharged populations will also have a higher 
prevalence of acute illness (e.g, gastrointestinal mucosal injury, 
stress-inducedgastritis) associated with haemorrhage.Drug-spe
cific factors includehalf-life, variability in dose-response, tenden
cytowarderratic anticoagulationcontrol with warfarin initiation, 
and individualrate of INRdecayfollowing an episodeof excessive 
anticoagulation. For all of these reasons, it is important that the 
haemorrhagic risk profileof newanticoagulant drugswith differ
ent pharmacokinetic properties be assessed during the period of 
highest risk, i.e. the 90-dayperiod following therapy initiation. 

II. Temporal risk of stroke 

Similarto major haemorrhage,the incidenceofstrokeisalsotime
dependent. The highest risk of stroke exists at the time of initial 
presentation with AF. In a registry of 5,477 patients with acute 
myocardial infarction and left ventricular dysfunction, 1,000 pa
tientshad concomitantAF;655 of theseindividualshadAFat base
line (pre-existing) and 345 developed AF during the follow-up 
(median 3.0years).The adjustedhazard ratio (HR)for 3D-day risk 
of strokeamongpatientswith new-onsetAF was14.6(95%CI5.87 
- 36.3). In contrast, the adjusted HR for stroke during the whole 
trial among patients with new-onsetAFwas 2.29 (95% CI 1.43
3.68) (38). 

~Table 3 includesdata from a population-based retrospective 
cohort studywhere it wasnoted that the earlyrisk for both haem
orrhagic and thromboembolic events was substantially higher 
than corresponding risks during later time periods of warfarin 
therapy (39).A third striking example of the high risk for throm

botic eventsassociated with the first 30 daysafter the diagnosis of 
AF is seen in an observational study of the Framingham cohort. 
The authors studied only patientswho werenot treated with war
farin. Althoughtheir principalaim wasto derive a strokerisk clas
sification schemefor patientswithAF, Wanget al.reported that out 
of 1,216 patients aged55to 94years, 153 experiencedstroke,tran
sient ischaemic attack (TIA) or death within 30 days of AF diag
nosis. These 153 individuals, along with others, were excluded 
from the final analysis of 705 patients who were not treated with 
warfarin and for whom longitudinal follow-up (mean 4.3 years) 
was available. The rate of the combined endpoint among the 705 
patients who survived the first 30 days following AF diagnosis 
without suffering stroke, death or TIA was 13.4 per 100 person
years, more than 10timeslowerthan the correspondingcalculated 
crude incidencerate (153eventsper 100 patient-years)among pa
tients who experienced stroke,death or TIA less than 30 days after 
being diagnosed with AF (40). 

Astudyof patientswith newly diagnosedAFfound that 48%of 
them had evidence of intra-atrial spontaneous echo contrast by 
transesophageal echocardiography and 10% had visible intra-at
rial thrombus (41). Serial studies have documented complete or 
near-complete resolution of these thrombi following anticoagu
lation (42).Theseobservationsfurther highlightthe difference be
tween patients with newly diagnosedAF and prevalent warfarin 
users,amongwhom visible leftatrial thrombus would be veryun
common. The ability of new antithrombotic drugs to antagonise 
thrombus initiation, propagation, and embolisationwill be most 
rigorously assessed amongpatients with newlydiagnosed AFdur
ing this period of heightened risk for thromboembolism. 

III. Early attrition of higher risk patients 

Thereis littlepublisheddata on the proportion of patients in clini
calpracticewho remainon oral anticoagulanttherapyovertime.If 
patientswith higher stroke risk disproportionatelystop oral anti
coagulant therapy, then the remaining population of warfarin-ex
periencedpatientswillbe at lowerrisk of stroke.Furthermore,be
causepatients with a propensity to bleed will most likely experi
encethis adverse eventwithin the first fewmonths of anticoagu-

Eventtype 

Majorbleed 

Any embolism 

Time interval 
(days) 

0-30 

31 - 90 

91 - 365 

1-4.2 years 

0-30 

31 - 90 

Person-years 
at risk 
20.6 

35.4 

68.8 

87.3 

20.8 

35.3 

No. of 
events 
4 

4 

3 

7 

7 

5 

No. of 
censors 
15 

57 

113 

58 

12 

62 

Hazard per 
year of risk 
0.187 

0.116 

0.033 

0.068 

0.328 

0.146 

boembolism stratified byduration of anti
coagulation withwarfarin. These data come 
from a population-based retrospective cohort 
study that included all residents of Rochester, 
Minnesota forwhom a course ofwarfarin ther
apyintended to lastformore thanfour weeks 
was initiated between September 1, 1987 and 
December 31, 1989 (39). 

91 - 365 66.7 3 110 0.034 

1-4.2 years 84.8 3 59 0.030 

Table 3: Risk of haemorrhage or throm-
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Figure 1:Risk of stopping warfarin inthe 
first year due to perceived safety concerns 
by age (43). Numbers below graph are the 135 

number of patients taking warfarin at that time 319 
point. P<O.OOl, log-rank test 

lant therapy; many such patients will have their warfarin discon
tinued. Thus, the patients remaining on warfarin will also be at 
lower risk for haemorrhage. The potential for survivor bias that is 
introduced by enrolling predominantly prevalent users of warfarin 
is illustrated by two examples. First, in a cohort study of 472 pa
tients with AF newly starting warfarin, both haemorrhagic events 
and unplanned discontinuations of therapy occurred more fre
quently among patients at highest risk of stroke. The risk of stop
ping warfarin therapy peaked early among patients aged 80 years 
and older and was similar to that of younger patients at six months 
(43) ("Fig. 1). Another study of Medicare beneficiaries tracked 
adherence to warfarin and INR monitoring post-hospital dis
charge. The authors found that a subgroup of patients, black and 
Hispanic individuals, at high baseline risk for stroke were more 
often lost to follow-up within the first 90 days than their white 
counterparts (whose baseline stroke risk was lower) (19). Not sur
prisingly, the black and Hispanic patients in this cohort ultimately 
suffered higher annual stroke rates (11% and 12% vs. 5% among 
white patients). Taken together, these studies further emphasize 
the lower risk profile of patients who manage to remain on warfa
rin for extended periods of time. 

IV. The anticoagulant effect of VKAs 
stabilises over time 

Stability of anticoagulant effect is often not achieved for several 
months after initiating aVKA.Fluctuations are influenced by diet, 
drug interactions, genetic variation, and adherence. In a study of 
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Days on Warfarin 
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117 102 95 92 Age ;,80 

277 240 223 214 Age <80 

2,223 patients with non-valvular AF, 52% of the INR values were 
outside the target range (INR 2.0 to 3.0) in the first month, where
as only 30% of INR measurements were not therapeutic after two 
years of monitoring time (44). Similarly,among 600 adults with AF 
randomly sampled from three health plans, patients newly started 
on warfarin at the time of referral to a dedicated anticoagulation 
clinic tended to have poorer control than patients already taking 
warfarin (adjusted odds ratio [OR] 0.59; 95% CI 0.35 to 1.08) (45). 
A comparable association of better anticoagulant control with in
creased time on warfarin was seen in a study of 254 subjects taking 
one of three fixeddoses of ximelagatran or dose-adjusted warfarin. 
At study entry, 61% were warfarin-experienced. Among the pa
tients assigned to warfarin, attainment of optimal INR increased 
from 34% at the start of therapy to 57% at 12 weeks (46). 

Enrolment of warfarin-experienced patients in randomized 
trials confers an advantage to the group assigned to receive warfa
rin. Because these patients have taken warfarin for an extended 
period of time, they have become familiar with their own triggers 
for poor INR control. This training effect results from monthly 
INR measurements recommended for all warfarin-treated pa
tients. In the ACTIVE W trial of warfarin versus dual antiplatelet 
therapy, warfarin-naive patients had less time in the 2.0 to 3.0 
range when compared to those who entered the trial on warfarin 
(warfain experienced), 60.4% versus 64.8% (p<O.OOl). Warfarin
naive patients also spent more time with a sub-therapeutic INR, 
24.6% versus 19.2% (p<O.OOl ).At three months of follow-up, time 
in the therapeutic range for the warfarin-naive group was 57.2% 
versus 62.4% for the warfarin-experienced group. Not surpris
ingly, the rates of both vascular events and major haemorrhage 
were higher in the warfarin-naive versus warfarin-experienced 

Thrombosis and Haemostasis 104.6/2010 



1104 Garcia et al. Newly diagnosed atrial fibrillation 

group. Patients who entered the trial already on warfarin were also 
less likely to discontinue the drug, 8.7% versus 15.3% at one year 
(23). White et al. studied the relationship between INR control and 
outcomes among 3,587 patients randomised to warfarin in the 
trials comparing ximelagatran to warfarin. The poor control 
group, defined as having less than 60% of time with a therapeutic 
INR, experienced higher rates of major bleeding, thromboembolic 
events, and annual mortality. Among the reference "good" control 
group (defined as spending greater than 75% of time with an INR 
between 2.0 and 3.0), 85% of the individuals entered the study tak
ing warfarin. In contrast, the proportion of warfarin-experienced 
patients in the corresponding poor (70.8%) and moderate 
(81.9%) control groups was lower (p<O.OOI) (47). Again, these 
findings suggest that patients who have taken warfarin for at least 
several months will spend more time with a therapeutic INR than 
patients who are new to warfarin. 

V. Secondary benefits of frequent medical 
contact 

In addition to the adherence bias introduced by warfarin-experi
enced patients, long-term use of a medication may be a marker of 
a more adherent patient population overall. Adherence to antihy
pertensive medication, lifestyle measures, lipid-lowering agents 
and diabetes treatment regimens may all collectively decrease an 
individual's risk of stroke and other thrombotic events over time. 
The monthly interface with health care providers that occurs with 
each INR measurement would fortify efforts to control blood 
pressure, facilitate laboratory monitoring (e.g. measurement of 
glycated haemoglobin or lipids), minimise patient confusion over 
treatment plans, and reinforce treatment compliance. 

Practical challenges to enrolling 
warfarin-naive patients 

Enrolling a high proportion of warfarin-naive patients to partici
pate in a clinical trial is challenging for several reasons. First, pa
tients who are newly starting anticoagulant therapy will be far 
fewer in number compared to the prevalent user pool. This relative 
paucity of potential candidates is important because, unlike early 
placebo-controlled trials that enrolled approximately 250 patients 
in each arm, trials of non-inferiority require thousands ofpatients. 
Warfarin-naive patients are also more likely to have acute medical 
conditions that might reduce the likelihood they would be ap
proached about participating in a clinical study. Finally, for pa
tients already taking warfarin, there is no "time limit" during 
which they need to be randomised. In contrast, the enrolment of 
patients with newly diagnosed AF is complicated by the fact that 
they can be considered warfarin-naive only for a finite period. 
Given the time-intensive efforts necessary for patient identifica
tion, screening, consent, and randomisation, real barriers exist to 
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enrolment of a true inception cohort of patients within a trial set
ting. 

Conclusions 

Enrolment of predominantly warfarin-experienced patients in 
clinical trials results in under-ascertainment of early events associ
ated with initiation of anticoagulant therapy and newly diagnosed 
AF. The "warfarin surviving" patients also may introduce an adher
ence bias because of improved INR and blood pressure control 
over time. Before definitive conclusions about the relative safety 
and efficacyof novel anticoagulant drugs can be drawn, it is impor
tant that each of these agents be studied in warfarin-naive patients 
because these patients are at the highest risk for both stroke and 
major haemorrhage. 
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Abstract

Objective: Following the initial wave of federal support to address women’s health, there is a need to assess
successes and determine the next priorities to advance the health of women. The objective of this study was to
systematically collect expert opinion on the major advances in women’s health in the past decade and priorities
for women’s health research and service in the coming decade.
Methods: We utilized a Delphi method to query the leadership from academic and community Centers of Ex-
cellence in Women’s Health, as designated by the Department of Health and Human Services. Leaders from 36 of
the 48 centers responded to a series of questions about the major advances and critical indicators to evaluate
future needs in women’s health. We utilized a social ecology model framework to organize the responses to each
question.
Results: The experts identified increased health education for women and increased empowerment of women
across multiple spheres as the major advances positively impacting the health of women. The experts selected the
following areas as the most important indicators to measure the status of the health of women in the future: health
education and promotion, rates and impact of interpersonal violence against women, and access to healthcare. The
major advances and measures of the health of women did not focus on specific changes to individual women in
illness management, clinical care, or individual behavioral change.
Conclusions: As we move to address health reform, we must be able to recognize and incorporate a broad
perspective on public health and policy initiatives critical to the health and wellness of women and girls and,
therefore, central to the well-being of the nation.

Introduction

Focus on all aspects of women’s health has increased
dramatically in the last two decades. The recognition that

women were less likely to be included in clinical trials led to
policy changes, including new National Institutes of Health
(NIH) Requirements for the Inclusion of Women and Mino-

rities as Subjects in Clinical Research.1 Landmark studies that
examined female-male differences provided important in-
sights and unexpected findings that informed clinical and
public health practices and led to a variety of federal initia-
tives to address the unique health and wellness needs of
women and girls. These efforts resulted in the congressional
mandate that established the Office for Research in Women’s
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Health (ORWH) at the NIH, and the establishment of the
Offices on Women’s Health (OWH) at the Department of
Health and Human Services (DHHS) and the Office of
Women’s Health at the Food and Drug Administration (FDA).

A subsequent initiative was the establishment and funding
of academic and community national Centers of Excellence in
Women’s Health (CoEs) by the DHHS Office on Women’s
Health from 1995 to 2007. These interdisciplinary model
programs were funded to develop comprehensive, coor-
dinated, and integrated female-focused programs that en-
compassed clinical care, gender-based research, professional
education, community outreach, leadership development,
and mentoring.

These comprehensive women’s health programs have a
lifespan perspective and address the needs of women and
girls within the bio-psycho-social continuum. This view
presents a challenge to a traditional medical model when one
aims to develop a ‘‘roadmap’’ for women’s health, particularly
since unifying measures or benchmarks of success and ac-
complishments are clearly needed in women’s health.

It is critical to view each woman as an individual, living in
and affected by a specific physical and social environment: her
community. Within that environment, many factors impinge
upon her health from the moment of conception until her
death. In an effort to evaluate the impact of both the indi-
vidual and the environment, we have reached beyond
the medical model to other fields. Recognizing the multiple
influences that affect the health of women, we sought to un-
derstand the current status of the health of women and project
emerging needs as we move forward. We used the multi-level
Bronfenbrenner’s Ecology of Human Development2 or Social
Ecology Model to survey opinion leaders in the CoE pro-
grams about their understanding of women’s health today,
from the individual, interpersonal, community, institutional=
organizational, and public policy levels. The model recog-
nizes that decisions and behavior are the result of a synergy
among these levels and cannot be interpreted well without a
good understanding of the context in which such decisions
and behaviors occur.2

Materials and Methods

The goals of this project were to describe the most signifi-
cant advances in women’s health during the past decade and
to identify important indicators that assess whether im-
provements are being achieved. This was accomplished by
performing a theory-based survey of directors or senior
leaders of the CoE programs funded by the DHHS OWH, as
of 2006.3 These centers, and the populations they served,
broadly reflected the geographic and racial=ethnic diversity of
the nation. They included: (1) academically based Centers of
Excellence in Women’s Health; (2) community-based Centers
of Excellence (CCoEs); (3) Rural=Frontier Women’s Health
Coordinating Centers (RFCC); and (4) Region VIII Demon-
stration Sites in the intermountain West and Dakota regions.

All programs, hereafter referred to as CoEs, funded by
OWH in 2006 were invited to participate in the survey. We
collected the opinions of 36 of the 48 designated centers using
a Delphi process. The Delphi process is a method for achiev-
ing consensus by completion of two or more rounds of
questionnaires, with feedback on the group’s and one’s own
results between administrations.4 The process was originally

developed for participants who could not meet; however,
group discussion between rounds can, and were, used to
facilitate consensus.4 Even when consensus is not achieved,
the method allows one to assess the degree of agreement in a
group. For this study we used a three-round, conventional
Delphi method.

We were interested in two specific questions: (1) What have
been the most important advances in women’s health in the
past decade? and (2) What are the most important indicators
to observe in the future to evaluate whether the health of
women is improving?

The flow of the Delphi process is presented in Figure 1. In
the first round, the writing group developed the strategy for
organizing responses using the social ecology model and
submitted a list of possible responses to both of the questions.
The results of the first round were submitted in written form
to all CoE directors to review at their sites for the second
round of the Delphi process. Directors were given the option
of reviewing individually or obtaining the consensus from the
leadership at their site. They were asked to expand and list
additional responses to each question not included in the list.
They were then asked to provide written responses to the two
principal questions. The third round of the Delphi process
took place at an in-person conference of all 48 directors or
their designees. The written compilation of responses from the
second round of the Delphi process was provided to all di-
rectors for review. The directors were then divided into five
working groups each, which formed their own summary of
the key responses and presented their findings to the entire
group. Following this process, each director or designee was
given the same written document and asked to list his=her top
responses to the two questions.

After the third round of the Delphi process, two authors
(FG and KF) reviewed these responses and collapsed the
raw responses into major themes. This summary was placed
into two tables to demonstrate the interrelatedness of the
themes across the five levels of the model. Internal feedback
was provided by the writing group to develop the themes.
The entire writing group then reviewed and revised the
themes into the final format presented.

Results

Two tables summarize the major themes identified within
the context of social ecology model structure. Table 1 con-
tains advances in women’s health and Table 2 lists indica-
tors to assess progress in women’s health. The institutional=
organizational and public policy levels were collapsed into
one column, to reflect the substantial overlap in the responses
for these two categories. The themes (rows) were ordered
based on the number of levels (columns) into which each
theme fell. Boxes were bolded to indicate that at least 10 CoEs
included this idea in their responses. Themes that were both
included by fewer than 10 CoEs and were mentioned under
only one level (column) were excluded from the tables. The
following section summarizes the main patterns and findings
derived from these tables.

Advances in women’s health

Health education was cited across all levels of the model
(Table 1). At the individual level, this included access by
patients to health education, community health education
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programs, and increased knowledge of health issues. At
the interpersonal level, the ubiquity and availability of accu-
rate, relevant, and contextual health information for the in-
dividual woman and her family was cited by a number of
respondents. By far the most frequently cited advance in
community level women’s health was the recognition of
community-based partnerships in various forms as important
and effective means for promoting health through health

education. At institutional=public policy levels, respon-
dents cited workplace-based wellness and health education
programs as important advances, as well as increased pub-
lic awareness of specific women’s health issues, such as
nonreproductive-related women’s health, geriatric issues,
disparities, and healthcare access and coverage issues.

Empowerment of women was cited at three levels: in-
dividual, interpersonal, and community. The increased

17 Centers of Excellence in Women’s
Health (CoE) 

11 Community Centers of Excellence
in Women’s Health (CCoE)  

6 Ambassadors for Change (AFC) 

11 Rural/Frontier Women’s Health
Coordinating Centers (RFCC)  

3 Region XIII CoE demonstration
projects (R8Demo) 

CoE Sites: 

Round 3: 
In-Person Conference 

1) 5 subgroups of CoE leaders created 

2) Subgroup reviews and summarizes
Round 2 results  

Written Format 

Each CoE site: 

1) Reviews summary by the 5 subgroups 

2) Answers the same series of questions
after reviewing consensus process  

Conference Calls 

Writing group reviews responses 

2 authors create matrix to summarize responses
Reviewed and revised by writing group  

Round 2: 
Written Format 

Each CoE site: 

1) Adds additional items 

2) Responds to questions 

Round 1: 
Conference Call Format

1) Developed set of questions and
strategy for organizing responses 

2) Provided preliminary responses to
each question 

Writing Group: 
10 directors of the 48 CoE sites 

FIG. 1. Flow of the Delphi process.
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empowerment of women in their own health was the most
commonly noted advance at the individual level. This was
described as increased awareness of women as consumers of
healthcare, women taking a more active and vocal role in
decision-making, women attending more to self-care, and
personal initiative, and women taking more of an activist role.
At the interpersonal level, a number of respondents cited the
development of social support networks to improve self-
efficacy of women as an important advance. At the com-
munity level, respondents identified the development of
community-based partnerships and initiatives aimed at em-
powering women as very important.

Employment-related factors and equity in the workplace
were cited at the interpersonal, community, and institutional=
public policy levels. At the interpersonal level, respondents
noted the recognition of workplace environmental influences
on personal health as an important advance. At the commu-
nity level, employment-related factors such as worksite well-
ness programs, flexibility to attend to personal and family
issues, and economic sustainability were mentioned by a
minority of respondents. At the institutional=public policy
level, respondents cited advances in policies to promote gen-
der equity in the workplace (especially salary equity), as well
as ‘‘female-friendly’’ and ‘‘family-friendly’’ workplace policies
related to child and elder care, medical and family leave,
flexible hours, and part-time employment, as critical advances.

Safety and violence prevention were cited at the interper-
sonal and community levels. Programs to promote safety and
security of women were the most frequently cited advance
in women’s health at the interpersonal level. Specifically, re-
spondents mentioned advances in prevention programs and
policies of interpersonal violence, including child abuse, in-
timate partner violence, and other forms of domestic-related
violent behaviors. At the community level, initiatives for safe
and low-crime neighborhoods were considered to be impor-
tant advances.

Support and communication were also mentioned at both
the interpersonal and community levels, and constituted an
especially important theme at the interpersonal level. Speci-
fically, respondents cited healthy=high-quality interpersonal
relationships in the home and work environment, as well as
social support networks to promote personal development
and self-efficacy, as important advances in women’s health
at the interpersonal level. Support and communication were
also important at the community level, and the most fre-
quently cited advance at this level was the recognition of
community-based partnerships and initiatives (including
community-based organizations, faith-based organizations,
neighborhoods, informal and formal social networks, and lay
health educators) as crucial mechanisms to support and pro-
mote health education, health promotion, and the empower-
ment of women.

Environment-related factors were another theme cited at
both the interpersonal and community levels. At the inter-
personal level, these included the recognition of home and
workplace environmental influences on personal health. At
the community level, advances in environmental factors in-
cluded the availability of public spaces for physical activity
and recreation, safe and low-crime neighborhoods, adequate
housing, and promotion of tobacco-free communities.

Twelve themes were mentioned in just one of the four
levels. Six of these were cited by more than 10 CoEs (shown in

Table 1). At the individual level, CoEs noted the recognition of
broader women’s health issues, including a comprehensive
approach to the health of women and recognition of sex and
gender differences between men and women, as an important
advance in women’s health. At the community level, re-
spondents identified advances regarding community-based
partnerships=initiatives. At the institutional=public policy
level, multiple CoEs cited women in leadership roles, an
increased focus on women’s health, federal=national fund-
ing for women’s health=gender-based research (e.g., the
Women’s Health Initiative and federal regulations regarding
the inclusion of women and minorities in clinical trials), and
federal initiatives in women’s health (e.g., the NIH Building
Interdisciplinary Research Careers in Women’s Health5 and
CoE programs6) as important advances.

Indicators to measure progress in women’s health

The second set of questions asked the group of experts to
identify measures or indicators that would best capture the
status of the health of women and girls. Health education
and health promotion are indicators that were found across all
four levels of the model (Table 2). At the individual level, re-
spondents cited access to health education, health literacy, and
self-efficacy or participation in one’s own healthcare as impor-
tant indicators. Interpersonal-level indicators regarding health
education=promotion included access=exposure and quality of
health education programs and materials. At the community
level, measures of consumer information to support healthy
personal and lifestyle choices, measures of the educational
content available to students regarding health-related topics,
and quality of education and achievement in general were cited.

Rates of interpersonal violence were mentioned across all four
levels. At the individual and interpersonal levels, respondents
cited rates of intimate partner violence (domestic violence). At
the interpersonal level, rates of screening for interpersonal vio-
lence, as well as perceived safety, were noted as important by a
number of contributors. Community-level indicators concern-
ing interpersonal violence included rates of domestic violence,
neighborhood crime, and female incarceration, as well as per-
ceived safety of communities. At the institutional=public policy
level, respondents cited availability of employer-based re-
sources for domestic violence victims as important.

Access to healthcare was cited as a critical measure at the
individual, community, and institutional=public policy levels.
At the individual and community levels, access to healthcare
was the most commonly cited indicator for the measurement of
women’s health. At the individual level, indicators included
overall access to health care, access to a primary care provider
(PCP) and wellness care, mental healthcare, fertility control
and prenatal care, and insurance coverage. At the community
level, respondents cited availability of community-based and
public sector healthcare providers and insurance as important
measures. Indicators regarding access to healthcare at the
institutional=public policy level included universal health
insurance, access to primary care and screening coverage,
funding for essential therapeutics, and access to mental health
care as part of employer-funded health insurance.

Preventive health indicators were cited as important
measures of health by a number of contributors at both the
individual and institutional=public policy levels. At the indi-
vidual level, respondents cited health screenings and mea-
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sures of lifestyle and behavior, including exercise, nutrition
and BMI, smoking, and drug abuse. Preventive health indi-
cators at the institutional=public policy level included the
availability of preventive service programs for women and
families, including programs for preconception health, infant
wellness, family planning, nutrition, and rates of specific
screening tests, such as mammography.

Twelve measurement indicator themes were mentioned in
just one of the four levels. Six of these were cited by more than
10 CoEs (shown in Table 2). Individual level outcomes of
healthcare, including the incidence, prevalence, management
markers, and morbidity and mortality of chronic disease
conditions, compared by both sex and racial=ethnic group for
disparities in outcomes, were emphasized. Social measures of
wellness (including economic indicators such as poverty
levels, rates of housing, and rates of interpersonal violence),
were mentioned as important indicators to measure women’s
health at the individual level. At the interpersonal level, mul-
tiple sites mentioned relational factors, including measures of
the quality and effectiveness of interpersonal relationships and
communications with partner, family, and healthcare pro-
viders. At the community level policy engagement pertaining
to ‘‘grass-roots’’ organizations, neighborhood resource centers,
smoking bans, infrastructure to support physical activity, in-
fluence over school-based policies (e.g., dietary and physical
education), formation of community alliances, and lobbying of
policy makers were highlighted. At the institutional=public
policy level, multiple sites mentioned federal support for
women’s health services and research (e.g., BIRCWH5 and
CoE=CCOE6). Multiple sites also listed the number of women
in leadership positions as an important institutional indicator
of women’s health.

Discussion

We asked a group of experts in the healthcare of women to
list the critical measures of the health of women, and the most
useful advances in the health of women. Of interest, the major
advances and measures of the health of women did not
focus on specific changes to the individual women in illness
management, clinical care, or individual behavioral change.
Rather, they dealt with changes to the environment to pro-
mote health, and changes in women’s self-empowerment to
address their own health and wellness.

These findings are critical as we engage in a discussion
about changes to the healthcare system, especially whether
improvements in access to care will eliminate health dis-
parities. Critical to the discussion of the nation’s health is the
assertion that healthcare access, although significant, cannot
solve the spectrum of health needs of our population. Ad-
dressing health and wellness solely at the level of the indi-
vidual is insufficient, since individual change alone does not
address the spectrum of contextual issues that impact the
health and wellness of the population. The social ecology
model is informative since it offers a broader perspective for
improving the health of the nation and, specifically, the health
of women. Although health insurance reform is needed, the
health of women and the factors associated with women’s
health go beyond coverage for illness and disease prevention,
and must address the full spectrum of relevant social and
public health issues. Furthermore, our concept of the health of
any individual must go beyond the notion that the individual

is solely responsible for his=her health. While personal re-
sponsibility for one’s health and wellness is a necessary ele-
ment, much of what influences health and wellness lies within
spheres beyond the individual, including interpersonal, com-
munity, institutional, and public policy arenas.

The expert panel assembled to conduct this Delphi process
represents an interdisciplinary approach to addressing health
and wellness. The advances and the greatest needs in the
health of women are therefore viewed across the spectrum
of individual, interpersonal, community, and institutional=
public policy issues. This approach has direct policy impli-
cations for changes to support the wellness of women in our
society. The establishment of the Offices on Women’s Health
in the U.S. Department of Health and Human Services in 1991
facilitated the establishment of the National Centers of Ex-
cellence in Women’s Health, a program aimed at increasing
the focus on women’s health across the United States, first in
academic health centers and then in community settings.6

Each CoE independently developed its version of the model
based on the culture and policy of its institution, partner or-
ganizations, community, and state. However, all CoE models
were charged to provide comprehensive, coordinated, and
integrated gender-based programs in clinical care, gender-
based research, professional education, community outreach,
and leadership development=mentoring.7

Interpersonal violence is a good example of a health con-
dition or problem of specific relevance to women, for which a
social ecology approach is critical to effect change. Our panel
identified interpersonal violence as one of the key areas—
spanning the individual, interpersonal, community, and
institutional=public policy realms—where metrics are needed
to measure progress in the wellness of women. Each year,
approximately 1,300 deaths and 2 million injuries among
women are attributed to intimate partner violence.8 Inter-
personal violence against women results in increased mor-
bidity and significant increases in physical and mental health
problems.9 The significant physical and mental health con-
sequences of interpersonal violence also result in large long-
term health expenditures, including an average increase in
3-year healthcare costs of $1,700 per abused woman10 and an
estimated cost of violence of 3.3% of the U.S. gross domestic
product.11 Yet, while individual programs to guarantee
women’s safety are critical, these interventions do little to
address the prevention of injury and morbidity from inter-
personal violence. Our analyses highlight a number of critical
measures with which to assess improvements for the pre-
vention of violence to women. These include increasing the
rates of women reporting active threats or injury, programs to
proactively screen and address safety issues in the clinical
setting and to address safety issues on a community basis
(including enforcement of restraining orders and programs to
ensure safety overall in neighborhoods), and institutional
programs to ensure the safety of individuals in the workplace
and other institutional settings.

A number of markers of improvements in the health of
women fall outside the realm of medicine. Pay equity and
training and mentorship of women into leadership positions
are examples of important indicators that lie in the institu-
tional and public policy domains. Such nonmedical factors are
just as crucial to the health of women as are medical concerns.
These issues reflect the larger social relationship between a
nation and its citizens and illustrate how the context of
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women’s lives has profound implications for the national
economy, workplace productivity, education, the environ-
ment, and, of course, public health.

The strength of this paper is in the wide geographic and
interdisciplinary natures of the institutions and experts who
responded to the process. One limitation of the model, how-
ever, is that it views women as passive within the process and
therefore being affected by their environment. In reality,
women actively impact their environment and community,
an aspect that was not captured in our model.

Conclusions

Healthcare reform has re-entered the national dialogue,
providing an important opportunity to consider how best to
impact the health and wellness of America’s women and girls
within the larger context of the nation’s health. The Centers of
Excellence provide a model of implementing healthcare re-
form through a broad array of programs and outreach
mechanisms. The advances in women’s health identified in
this study reflect areas of relative success in communities and
settings where a well-developed multidisciplinary model
has been applied. Thematic areas (e.g., patient-centered care=
customer satisfaction) and levels of intervention (community)
that have received relatively less attention were identified
and should be considered for future funding and support.
Furthermore, our analysis identifies concrete and meaningful
metrics to track as new programs and strategies develop to
address the health and wellness of our population and of
women and girls, in particular.
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ORIGINAL INVESTIGATION

Racial and Ethnic Differences in Hospice Use
Among Patients With Heart Failure
Jane L. Givens, MD, MSCE; Jennifer Tjia, MD, MSCE; Chao Zhou, MA;
Ezekiel Emanuel, MD, PhD; Arlene S. Ash, PhD

Background: Heart failure is the leading noncancer di-
agnosis for patients in hospice care and the leading cause
of hospitalization among Medicare beneficiaries. Racial
and ethnic differences in hospice patients are well docu-
mented for patients with cancer but poorly described for
those with heart failure.

Methods: On the basis of a national sample of 98 258
Medicare beneficiaries 66 years and older on January 1,
2001, with a diagnosis of heart failure who had at least 1
physician or hospital encounter and who were not en-
rolled in hospice care between January 1 and December
31, 2000, we determined the effect of race and ethnicity
on hospice entry for patients with heart failure in 2001
after adjusting for sociodemographic, clinical, and geo-
graphic factors.

Results: In unadjusted analysis, blacks (odds ratio
[OR],0.52) and Hispanics (0.43) used hospice care for
heart failure less than whites. Racial and ethnic differ-

ences in patients who received hospice care for heart fail-
ure persisted after adjusting for markers of income, ur-
banicity, severity of illness, local density of hospice use,
and medical comorbidity (adjusted OR for blacks, 0.59;
95% confidence interval, 0.47-0.73; and adjusted OR for
Hispanics, 0.49; 95% confidence interval, 0.37-0.66; com-
pared with whites). Advanced age, greater comorbidity,
emergency department visits, hospitalizations, and greater
local density of hospice use were also associated with
hospice use.

Conclusions: In a national sample of Medicare benefi-
ciaries with heart failure, blacks and Hispanics used hos-
pice care for heart failure less than whites after adjust-
ment for individual and market factors. To understand
the mechanisms underlying these findings, further ex-
amination of patient preferences and physician referral
behavior is needed.

Arch Intern Med. 2010;170(5):427-432

H OSPICE CARE IS DESIGNED

to provide comfort and
emotional support to pa-
tients with terminal ill-
ness and their families

and is most commonly (84%) provided
through the Medicare hospice benefit.1 Al-
though patients dying of cancer com-
prised 44% of hospice admissions in 2006,1

hospice care can also offer substantial ben-
efit to patients with other terminal ill-
nesses, such as end-stage heart failure
(HF). However, patients in the terminal
stages of noncancer conditions use hos-
pice care less frequently than those with
advanced malignant tumors.1

Currently, HF affects nearly 5 million
people in the United States and is the lead-
ing cause of hospitalization among Medi-
care beneficiaries.2 Despite progress in
treatment,3,4 patients with advanced HF
have a 1-year mortality of 50% to 70%,5

and hospice care is increasingly recom-
mended in guidelines for such pa-
tients.4,6-8 Although advanced heart dis-
ease represents the second most common
hospice diagnosis, comprising 11.8% of

hospice enrollees,1 hospice services are
generally recognized as underused by pa-
tients with HF.4,9

Underuse of hospice care is well docu-
mented, especially among racial and eth-
nic minorities.10-14 Racial and ethnic dif-
ferences in patients who use hospice care
have been found across a spectrum of pa-
tients with cancer diagnoses15-17 and may
be more pronounced in patients with non-
cancer diagnoses.18 However, previous
studies10,11,13-15,18 of ethnic differences in pa-
tients who use hospice care have been lim-
ited to cross-sectional or retrospective
analyses, which have had limited ability
to assess life expectancy or severity of ill-
ness among potential hospice care recipi-
ents. In this study, we use data from a large,
nationally representative, ethnically di-
verse cohort of Medicare beneficiaries with
HF to estimate the independent effect of
race and ethnicity on hospice care for HF
in the coming year, after adjusting for pa-
tient demographics, in-hospital interven-
tions, comorbidity, and geographic varia-
tion in hospice use.
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and Department of Bioethics,
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METHODS

DATA SOURCE

We used a national sample of Medicare beneficiaries over-
sampled for nonwhite patients as previously described.19 The
data source included merged Medicare claims files (denomi-
nator, inpatient, carrier, outpatient, and hospice files) from 2000
and 2001. An initial sample of 1 million beneficiaries 66 years
and older was selected from the Medicare denominator file for
2001, with deliberate oversampling of beneficiaries who died
in 2001 and racial and ethnic minorities categorized as black,
Hispanic, and other. These files were merged with the Na-
tional Death Index from 2001 to verify date of death.

STUDY POPULATION

We included Medicare beneficiaries who had complete claims
data from 2000 and 2001, resided in the United States, were not
enrolled in Medicare managed care organizations, and were not
entitled to the Medicare end-stage renal disease benefit. Among
those meeting these initial inclusion criteria (n=603 128), we
limited the study sample to those beneficiaries (n=98 258) with
a diagnosis of HF (International Classification of Diseases, Ninth
Revision, Clinical Modification [ICD-9-CM]20 codes 428.xx, 398.91,
402.11, 402.91, 404.11, 404.13, 404.91, or 404.93) who had at
least 1 physician or hospital encounter and who were not en-
rolled in hospice care between January 1 and December 31, 2000.
On the basis of the sampling, these individuals reflect the expe-
rience of approximately 2.7 million beneficiaries.

MAIN OUTCOME MEASURES

Outcome Variable

Our primary outcome variable was entry into a hospice with
an admitting diagnosis of HF between January 1 and Decem-
ber 31, 2001. We identified hospice entry from the first hos-
pice admission date in 2001 and calculated hospice duration
from first admission date until death or December 31, 2001,
for nondecedents.

Predictor Variables

Race and Ethnicity. We used the Medicare denominator file
categories of white, black, and Hispanic. We also collapsed all
remaining categories (including Asian, North American na-
tives, and unknown) into “other.”

Medical Comorbidity. To characterize the morbidity of partici-
pants,wecalculatedprospectivediagnosticcostgroup(DCG)scores
derived from outpatient, inpatient, and carrier claims for the year
2000(DxCGversion6.1forSASWindows;SASInstituteInc,Cary,
North Carolina). The DCG score predicts Medicare costs for the
period designated as next year, as calculated from 1 year of ICD-
9-CM diagnosis codes, age, and sex, and is expressed as a relative
risk.21Thus,ascoreof1.0indicatesanexpectedleveloffuturehealth
care use equal to the mean for Medicare beneficiaries, and 2.0 in-
dicates expected costs that are twice as high. This score also pre-
dicts other outcomes, including mortality.22

Use of Medical Services and Other Sociodemographic
Variables. To characterize each beneficiary’s HF severity, we used
the inpatient file from 2000 to calculate the number of emer-
gency department (ED) visits and hospitalizations and the num-
ber of days spent in an intensive care unit (ICU) or coronary care

unit (CCU). We used the denominator file to capture benefi-
ciary age and sex and to define a geography-based socioeco-
nomic status indicator (median income of zip code of resi-
dence) as determined from 2000 US Census data. We also used
a marker for a state’s Medicaid purchase (ie, Medicaid buy-in)
of the Part B benefit as an indicator of low individual income.

Competing Hospice Diagnoses and Geographic Variables. We
used our software’s condition categories to identify other com-
mon morbidities present in 2000 that could lead to hospice care
in 2001. These categories were cancer, dementia, stroke, and
chronic obstructive pulmonary disease.

Because hospice availability23 and use4,10,24 differ by place of
residence, we created 2 geographic variables from beneficiary zip
code of residence. The first measures urbanicity because per-
sons in rural settings typically have less access to hospice ser-
vices.10,23 We used the Beale rural-urban continuum codes25 to
categorize urbanicity as follows: metropolitan region with a popu-
lation of 1 million or more, metropolitan region with a popula-
tion of less than 1 million, nonmetropolitan region, and unknown.

We also developed a novel, hospice-specific, health service
area (HSA)–based variable that we call local hospice density, de-
rived from the larger data set of HF and non-HF beneficiaries
who met our initial eligibility criteria (n=603 128). This vari-
able describes the local prevalence of hospice use among the
2001 decedents in this data set (n=158 903). The HSAs are either
single counties or clusters of counties that are relatively self-
contained with respect to hospital care and delineate local health
care markets for community-based primary inpatient care. We
located each decedent in the HSA by his or her zip code of resi-
dence. We then defined the local density of hospice use as the
percentage of the HSA’s decedents who had entered into hos-
pice care. For HSAs with fewer than 50 decedents in our data,
we substituted the density of hospice use for the hospital re-
ferral region that contains it. Hospital referral regions consist
of 1 or more HSAs and represent the tertiary market for medi-
cal care, including referral or specialty care.26

STATISTICAL ANALYSIS

We used descriptive statistics to characterize the demograph-
ics, health characteristics, health care use (including hospice
entry), and mortality of the study population by racial or eth-
nic category. All analyses were conducted using sampling weights
to obtain population-based estimates and a linearized vari-
ance estimator based on a first-order Taylor series linear ap-
proximation to compute standard errors.27 The sample weights
represent the reciprocal of the sampling probabilities for each
of the 8 strata represented in the total sample of 1 million ben-
eficiaries (2 based on decedent status and 4 based on race and
ethnicity). To assess the statistical significance of bivariate as-
sociations, we used an adjusted Wald test for continuous vari-
ables, a design-based Pearson �2 test for categorical variables,
and a nonparametric equality-of-medians test for medians.

To identify the independent association of race and ethnic-
ity on hospice entry for HF, we developed a series of weighted
logistic regression models with the outcome of hospice entry
for HF in 2001. Models successively added covariate sets: race
and ethnicity alone (model 1); age and sex (model 2); urban-
icity, income, hospitalizations, ED visits, number of ICU and
CCU days, diagnoses of cancer, chronic obstructive pulmo-
nary disease, dementia, or stroke, and DCG score (model 3);
and local hospice density (model 4). To examine whether our
findings were attributable to differences in local health care de-
livery systems not captured in our data, we also developed a
fixed-effects regression model that compares members of dif-
ferent racial and ethnic groups only when they reside in the
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same HSA. Because the findings of this sensitivity analysis are
similar to the more conceptually revealing original analysis de-
scribed herein, we present the results of the original analysis.

Analyses were conducted using STATA statistical soft-
ware, version 10.0 (StataCorp, College Station, Texas), and SAS
statistical software, version 9.0 (SAS Institute Inc). This study
was approved by the institutional review board of the Boston
University School of Medicine.

RESULTS

CHARACTERISTICS OF THE STUDY
POPULATION

The final study population included 98 258 Medicare ben-
eficiaries (weighted population, n=2.7 million). The
weighted percentages by race and ethnicity were as fol-
lows: white, 88.3%; black, 8.5%; Hispanic, 1.4%; and
other, 1.8%. Many differences in sociodemographic char-
acteristics, DCG scores, and severity of illness measures
by race and ethnicity were statistically significant
(Table 1). Beneficiaries who were of black, Hispanic,
and other races and ethnicities were more likely to live
in large metropolitan urban areas. Black and Hispanic ben-
eficiaries had lower incomes and were more likely to have
Medicaid buy-in. There were also notable age differ-
ences among the groups, with black and Hispanic ben-
eficiaries being younger than whites and others. Differ-
ences in markers of health and health care use were

notable, with Hispanics having the highest mean DCG
score, number of hospitalizations, length of stays in the
CCU and ICU, and number of ED visits. Unadjusted use
of hospice care for HF and for any reason differed by race
or ethnicity (Table 2). The percentage of beneficiaries
using hospice care for any diagnosis in 2001 was small
(3.9%). Of these, 18.2% entered because of HF. The per-
centage of decedents who had used hospice care was
19.9% overall, with a higher percentage of white dece-
dents (20.4%) using hospice care compared with blacks
(15.4%), Hispanics (16.9%), or those of other races or
ethnicities (16.3%). Among those who used hospice care,
a higher percentage of whites entered hospice care for
HF treatment (18.5%) than blacks (14.1%), Hispanics
(13.2%), and other racial and ethnic groups (15.8%). For
HF, Hispanics had the longest median duration of hos-
pice care (19 days), followed by blacks (14 days), whites
(13 days), and other racial and ethnic groups (10 days).

MULTIVARIABLE MODELS
FOR HOSPICE USE FOR HF

Nonwhite patients used hospice care for HF less than
whites (Table 3). After adjusting for sociodemograph-
ics, urbanicity, comorbidities, DCG score, use of medi-
cal services, and local hospice density (model 4), hos-
pice use remained lowest for Hispanic beneficiaries
(adjusted odds ratio [aOR],0.49) compared with whites.

Table 1. Characteristics of the Study Participants in 2000 by Ethnicitya

Characteristic All White Black Hispanic Other

Sample size 98 258 33 957 32 411 15 903 15 987
Population sizeb 2 724 200 2 404 426 231 337 38 987 49 450
Age, mean (linearized SE), y 79.9 (0.05) 80.1 (0.06) 78.2 (0.06) 77.7 (0.06) 79.6 (0.07)
Patients by age range (y) (weighted %)

66-75 26.9 25.6 37.3 36.4 30.4
76-85 44.3 44.8 39.8 47.0 39.6
�85 28.9 29.6 22.9 16.7 30.0

Male sex, weighted % 39.0 39.6 32.8 39.7 40.8
Urbanicity, weighted %

Metropolitan area �1 million 36.3 34.5 51.1 45.8 47.5
Metropolitan area �1 million 26.1 26.8 19.3 23.9 21.2
Nonmetropolitan 25.7 26.9 17.3 11.8 16.2
Unknown 12.0 11.7 12.4 18.5 15.1

Patients by median income by zip code of residence ($) (weighted %)
�25 000 6.5 4.4 24.6 24.2 9.7
25 001-35 000 30.3 29.6 38.9 34.5 23.3
35 001-45 000 30.6 31.6 22.1 23.7 27.2
�45 000 32.5 34.3 14.3 17.6 39.8

Medicaid buy-in, weighted % 20.8 16.9 47.0 70.3 51.8
DCG score, mean (linearized SE) 2.5 (0.01) 2.5 (0.01) 2.6 (0.01) 2.8 (0.01) 2.6 (0.01)
Any hospitalization, weighted % 54.7 54.6 56.1 57.3 49.4
No. of hospitalizations, mean (linearized SE) 1.06 (0.01) 1.05 (0.01) 1.16 (0.01) 1.23 (0.01) 0.94 (0.01)
Any CCU stay, weighted % 11.8 11.9 11.5 14.1 10.7
Days in CCU, mean (linearized SE) 0.65 (0.02) 0.65 (0.02) 0.64 (0.02) 0.88 (0.03) 0.57 (0.02)
Any ICU stay, weighted % 19.3 19.3 18.6 24.3 19.1
Days in ICU, mean (linearized SE) 1.04 (0.03) 1.02 (0.03) 1.11 (0.03) 1.59 (0.04) 1.13 (0.03)
Any ED visit, weighted % 48.2 48.3 46.6 54.2 45.5
No. of ED visits, mean (linearized SE) 1.06 (0.01) 1.05 (0.01) 1.12 (0.01) 1.39 (0.02) 0.97 (0.01)

Abbreviations: CCU, coronary care unit; DCG, diagnostic cost group; ED, emergency department; ICU, intensive care unit; NA, not available.
aStatistical significance by adjusted Wald test for continuous variables and Pearson �2 statistic for categorical variables (P� .001 for all entries).
bEstimated from sampling weights.
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Blacks (aOR,0.59) and other nonwhite beneficiaries (aOR,
0.64) with HF were also less likely to use hospice care.
Sex, income, Medicaid buy-in status, more days in the
ICU or CCU, greater number of ED visits, and geo-
graphic residence in an urban area were not signifi-
cantly associated with hospice entry. Higher DCG score,

advanced age, ED visits and hospitalizations, and greater
local hospice density were associated with hospice use.
Competing hospice diagnoses of chronic obstructive pul-
monary disease, dementia, and stroke were not associ-
ated with hospice use, but a diagnosis of cancer was pro-
tective against entry into hospice care for HF (aOR,0.72).

Table 2. Mortality and Hospice Use in 2001 by Patient Ethnicitya

All White Black Hispanic Other

Sample size 98 258 33 957 32 411 15 903 15 987
Population sizeb 2 724 200 2 404 426 231 337 38 987 49 450
Death, weighted % 15.9 16.1 14.7 11.7 14.1
Any hospice use, weighted % 3.9 4.1 2.8 2.4 2.8
Decedents who used hospice care, weighted % 19.9 20.4 15.4 16.9 16.3
Hospice users with an admitting diagnosis of heart failure, weighted % 18.2 18.5 14.1 13.2 15.8
Days of hospice use (all diagnoses), median (25th-75th percentile) 12 (5-37) 11 (5-37) 14 (5-40) 12 (4-32) 11 (5-33)
Days of hospice use (heart failure), median (25th-75th percentile) 13 (4-38) 13 (5-38) 14 (4-41) 19 (6-58) 10 (4-34)
Local hospice use density, mean (SE)c 25.5 (0.001) 25.8 (0.001) 24.0 (0.001) 23.3 (0.001) 23.1 (0.001)

aStatistical significance by Pearson �2 statistic for categorical variables and nonparametric equality-of-medians test (P� .001 for all entries).
bEstimated from sampling weights.
cMean percentage of all decedents who used hospice care in each beneficiary’s health service area.26

Table 3. Year 2000 Predictors of Entry Into a Hospice With an Admitting Diagnosis of Heart Failure in 2001

Odds Ratios (95% Confidence Intervals)

Model 1 Model 2a Model 3a Model 4a

Ethnicity
White 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference]
Black 0.52 (0.44-0.63) 0.60 (0.50-0.72) 0.57 (0.46-0.71) 0.59 (0.47-0.73)
Hispanic 0.43 (0.34-0.54) 0.53 (0.41-0.67) 0.46 (0.34-0.61) 0.49 (0.37-0.66)
Other 0.58 (0.48-0.70) 0.59 (0.48-0.71) 0.57 (0.46-0.71) 0.64 (0.52-0.80)

Age, y 1.08 (1.07-1.09) 1.09 (1.07-1.10) 1.09 (1.07-1.10)
Male sex 1.17 (0.95-1.43) 1.17 (0.95-1.45) 1.16 (0.94-1.44)
Urbanicity

Metropolitan area �1 million 1 [Reference] 1 [Reference]
Metropolitan area �1 million 1.07 (0.83-1.38) 1.08 (0.84-1.40)
Nonmetropolitan 0.82 (0.62-1.09) 0.90 (0.68-1.20)
Unknown 1.19 (0.87-1.63) 1.07 (0.78-1.48)

Median income by zip code of residence, $
�25 000 1 [Reference] 1 [Reference]
25 001-35 000 1.00 (0.64-1.57) 0.92 (0.58-1.44)
35 001-45 000 0.97 (0.61-1.54) 0.84 (0.53-1.34)
�45 000 1.16 (0.73-1.86) 0.98 (0.61-1.57)

Medicaid buy-in in 2000 (vs no buy-in) 0.99 (0.76-1.30) 1.03 (0.79-1.34)
Diagnostic cost group score 1.11 (1.03-1.20) 1.13 (1.04-1.22)
Health care use
Emergency department visits 1.04 (0.99-1.09) 1.05 (1.00-1.10)
No. of hospitalizations 1.14 (1.07-1.21) 1.13 (1.07-1.20)
Intensive care unit, d 1.00 (0.98-1.01) 1.00 (0.98-1.01)
Coronary care unit, d 1.02 (1.00-1.03) 1.01 (1.00-1.03)
Competing hospice diagnoses

Cancer (any type) 0.70 (0.57-0.87) 0.72 (0.58-0.89)
COPD 1.17 (0.95-1.45) 1.14 (0.92-1.41)
Dementia 1.07 (0.82-1.39) 1.07 (0.83-1.39)
Stroke 0.98 (0.75-1.29) 0.98 (0.74-1.29)

Local density of hospice use
Lowest quintile 1 [Reference]
Second quintile 2.54 (1.69-3.80)
Third quintile 3.27 (2.28-4.69)
Fourth quintile 4.30 (3.05-6.07)
Highest quintile 6.10 (4.37-8.53)

Abbreviation: COPD, chronic obstructive pulmonary disease.
aOdds ratios were adjusted for models 2, 3, and 4.
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COMMENT

This analysis of a national cohort of Medicare beneficia-
ries finds marked racial and ethnic differences among pa-
tients with HF who received hospice care. In our sample,
blacks had 41.0% lower odds of hospice use and Hispan-
ics 51.0% lower odds of receiving hospice care than whites.
To our knowledge, our study is the largest longitudinal
cohort study examining factors associated with hospice
entry for a noncancer diagnosis. In addition, we use a pro-
spective design and a novel measure of local hospice use.

Our finding that racial and ethnic minorities are less
likely to use hospice care for HF is consistent with other
hospice literature. Several studies have documented lower
rates of hospice use among blacks, Hispanics, and Asian
Americans compared with whites. However, these stud-
ies either have specifically focused on patients with can-
cer14-16 or do not define the diagnosis determining hos-
pice entry.12,13,28 There is concern that racial and ethnic
disparities may be more pronounced among patients with
noncancer diagnoses than among those with cancer.18 Our
findings document significant racial and ethnic differ-
ences in hospice use and counter speculation that over-
all increases in the availability of hospice services in the
1990s may have erased racial and ethnic differences in
hospice use.11

In this study, we have adjusted for numerous factors
related to hospice entry, many of which vary substan-
tially by race and ethnicity. Geographic variation in hos-
pice availability is associated with patterns of hospice use,10

including hospice entry for HF.4 Hospice availability dif-
fers between urban and rural areas,10,23,24 and lower hos-
pice use has been documented among patients living in
predominantly minority vs white areas.29 On a state level,
greater regional availability of hospice services is asso-
ciated with less racial and ethnic disparity between blacks
and whites in hospice use.28 We created a variable to rep-
resent the prevalence of hospice use among Medicare de-
cedents within smaller local geographic units (HSAs) and
found that our observed ethnic differences in hospice use
for HF persisted after accounting for local hospice avail-
ability and urbanicity.

In addition to sociodemographic, clinical, and geo-
graphic characteristics, cultural beliefs and values may
contribute to differences between blacks and whites in
end-of-life care and hospice use.30,31 For example, com-
pared with whites, blacks are less likely to complete ad-
vance directives, have less favorable beliefs about hos-
pice care, opt for more aggressive treatments, and are more
likely to have spiritual beliefs that conflict with the goals
of palliative treatment.19,30,32 In addition, lack of trust
between patients and physicians may be more pro-
nounced for ethnic minorities33,34 and may contribute to
ethnic differences in hospice entry.35,36 Blacks more of-
ten report receiving inadequate information regarding end-
of-life care37 and are less likely to be informed about hos-
pice services than whites.38 Our administrative data
contained information on neither patient cultural be-
liefs and values nor physician behavior, factors that may
also help explain differences in hospice use. Finally, health
literacy, also not measured in this study, has been found

to partially explain racial and ethnic differences in end-
of-life treatment preferences.39

This study has several limitations. First, we could not
measure HF severity using clinical markers such as
ejection fraction or exercise tolerance, and thus, HF
severity might vary by race and ethnicity. However, we
adjusted for prior-year measures of ED visits, hospital-
izations, and ICU and CCU use as proxies for clinical com-
plications and disease severity. Second, although race and
ethnicity coding in the Medicare denominator file has a
good positive predictive value for identifying whites,
blacks, and Hispanics (�94%), it performs less well for
Asians and American Indian/Alaskan Native beneficia-
ries,40 making findings for the “other” race and ethnic-
ity category difficult to interpret. Finally, although higher
hospice use has been reported among enrollees from
health maintenance organizations compared with pa-
tients with traditional Medicare coverage,41 we could not
include such patients in our study sample because of in-
complete capture of diagnoses and health care use.

This article describes the largest noncancer study of
hospice entry to date. It prospectively examines a na-
tional probability sample of people with HF, over-
sampled for racial and ethnic minorities and decedents.
Large differences in racial and ethnic minority use of hos-
pice care for HF compared with whites remain largely
unchanged after adjusting for differences in income, ur-
banicity, comorbidity, severity of illness, and hospice use
density. It is not clear how many of these differences re-
flect access issues as opposed to considered patient
preferences.
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Effectiveness of Policies Restricting Hours of
Alcohol Sales in Preventing Excessive Alcohol

Consumption and Related Harms
Robert A. Hahn, PhD, MPH, Jennifer L. Kuzara, MA, MPH, Randy Elder, PhD,

Robert Brewer, MD, MSPH, Sajal Chattopadhyay, PhD,
Jonathan Fielding, MD, MPH, MBA, Timothy S. Naimi, MD, MPH, Traci Toomey, PhD,
Jennifer Cook Middleton, PhD, Briana Lawrence, MPH, the Task Force on Community

Preventive Services

Abstract: Local, state, andnational policies that limit thehours that alcoholic beveragesmaybeavailable
for salemight be ameans of reducing excessive alcohol consumption and related harms. Themethods of
the Guide to Community Preventive Services were used to synthesize scientifıc evidence on the effective-
nessof suchpolicies.Allof the studies included in this reviewassessed theeffectsof increasinghoursof sale
in on-premises settings (in which alcoholic beverages are consumed where purchased) in high-income
nations. None of the studies was conducted in the U.S. The review team’s initial assessment of this
evidence suggested that changes of less than 2 hours were unlikely to signifıcantly affect excessive alcohol
consumptionand relatedharms; to explore this hypothesis, studies assessing the effects of changinghours
of sale by less than 2 hours and by 2 ormore hours were assessed separately.
There was suffıcient evidence in ten qualifying studies to conclude that increasing hours of sale by 2 or

morehours increases alcohol-relatedharms.Thus, disallowing extensionsof hours of alcohol sales by 2or
more should be expected to prevent alcohol-related harms, while policies decreasing hours of sale by 2
hours or more at on-premises alcohol outlets may be an effective strategy for preventing alcohol-related
harms.Theevidence fromsixqualifying studieswas insuffıcient todeterminewhether increasinghoursof
sale by less than 2 hours increases excessive alcohol consumption and related harms.
(Am J Prev Med 2010;39(6):590–604) Published by Elsevier Inc. on behalf of American Journal of Preventive
Medicine
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xcessive alcohol consumption is responsible for
approximately 79,000 deaths per year in the U.S.,
making it the third-leading cause of preventable

eath.1 Binge drinking (consuming fıve or more drinks
er occasion for men and four or more drinks per occa-
ion for women) is reported by approximately 15% of
.S. adults aged �18 years and by approximately 29% of
igh school students in the U.S.2,3 The direct and indirect
conomic costs of excessive drinking in 1998 were $184.6
illion.4 The reduction of excessive alcohol consumption

rom the Community Guide Branch of the Epidemiology and Analysis
rogram Offıce (Hahn, Kuzara, Elder, Chattopadhyay, Middleton, Law-
ence), National Center for Chronic Disease Prevention and Health Pro-
otion (Brewer, Naimi), CDC, Atlanta, Georgia; Los Angeles County
epartment of PublicHealth (Fielding), LosAngeles, California; University
f Minnesota School of Public Health (Toomey), Minneapolis, Minnesota
The names and affıliations of the Task Force members are listed at

ww.thecommunityguide.org/about/task-force-members.html.
Address correspondence to: Robert A. Hahn, PhD, MPH, Community

uideBranch, Epidemiology andAnalysis ProgramOffıce,CDC, 1600Clifton
oad, Mailstop E-69, Atlanta GA 30333. E-mail: rhahn@cdc.gov.
a
0749-3797/$17.00
doi: 10.1016/j.amepre.2010.09.016

90 Am J Prev Med 2010;39(6):590–604 Published by El
n general and binge drinking in particular are thus mat-
ers ofmajor public health and economic interest. Reduc-
ng binge drinking among U.S. adults has been a public
ealth objective in Healthy People 2010.5

In the U.S., local control of the total or specifıc hours
uring which alcoholic beverages may be sold (hereaf-
er referred to as “hours of sale”) varies from one state
o another. Some states allow cities, counties, and other
ocal jurisdictions to enact their own alcohol control poli-
ies, and in these states, restrictions onhours of sale canvary
rom one location to another. In other states, local control
ay be pre-empted by state regulations that prohibit local
uthorities from enacting alcohol control regulations
tricter than those that apply to the rest of the state.6,7 As of
953, American Indian reservations have the authority to
stablish their own alcohol-related policies, prior to which
lcohol was formally prohibited.8

There is alsowide variation among states in the specifıc
estrictions they place on the hours of sale by retail setting
i.e., on- or off-premises) and by the day of the week.9 For
n-premises alcohol outlets, states allow facilities to serve

lcohol for a median of 19 hours a day on weekdays and

sevier Inc. on behalf of American Journal of Preventive Medicine
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aturdays. Nine states (Alabama, Florida, Georgia, Illi-
ois, Louisiana, Maryland, Nevada, New Jersey, and
outh Carolina) have no limits on hours of sale for on-
remises alcohol outlets.9 On Sundays, alcohol may be
erved for a median of 17 hours at on-premises facilities,
ith seven states placing no restrictions on Sunday on-
remises sales; four states allow no sales of alcohol at
n-premises facilities on Sundays. In off-premises set-
ings, hours of sale are limited to amedian of 18 hours on
eekdays and Saturdays. Restrictions range from no lim-
ts on hours of sale in Alabama, Florida, Georgia, Illinois,
ouisiana, Maryland, and Nevada to 8 hours of sale al-
owed in Idaho. On Sundays, states allow a median of 13
ours of alcohol sales at off-premises facilities, with fıve
tates having no restrictions; 18 states with “blue laws”
llow no off-premises sales.
This review uses the methods of the Guide to Commu-
ity Preventive Services (Community Guide)10 to assess
he effects of changes in the hours duringwhich alcohol is
erved on excessive alcohol consumption and related
arms. A separate review published in this issue assesses
he effects of changing days of sale on excessive alcohol
onsumption and related harms and concludes that in-
reasing days of sale leads to increased consumption and
elated harms. The focal question of the present review is
ow, within allowable days of sale, the number of hours
vailable for acquisition and service of alcohol affects
xcessive alcohol consumption and related harms.

indings and Recommendations from Other
eviews and Advisory Groups
everal scientifıc reviews11–14 have concluded that restrict-
ng the hours when alcoholmay be sold is an effective strat-
gy for reducing excessive alcohol consumption and related
arms. One review,11 funded by the Center for Substance
buse Prevention (CSAP), found substantial evidence of
arms associated with expanding the hours and days of
lcohol sales. This conclusionwas based onprevious empir-
cal research indicating that the expansion of the hours and
ays of sale increased prevalence of excessive alcohol con-
umption and alcohol-related problems.Most prior reviews
ave combined fındings on days and hours and none have
xamined a threshold effect. The CSAP review included
tudies prior to 1999; a recent review14 includes studies pub-
ished between 2000 and 2008. The present review covers
oth periods using the systematic methods of the Commu-
ity Guide described below.
Several international bodies have also recommended

he control of hours or days of sale, or both as means of
educing excessive alcohol consumption and related
arms.15 For example, a recent review16 of alcohol con-
rol strategies by theWHO found that limiting of hours of

ale was an effective method for reducing alcohol-related l

ecember 2010
arms. In Ireland, the Department of Health and Chil-
ren’s Strategic Task Force on Alcohol17 concluded (p.
0) that “restricting any further increases in the physical
vailability of alcohol (number of outlets and times of
ales)” is among the most effective policy measures for
nfluencing alcohol consumption and related harms.

ethods
he methods of the Community Guide were used to systematically
eview scientifıc studies that have evaluated the effectiveness of
imiting or maintaining existing limits on the hours of sale for
reventing excessive alcohol consumption and related harms.10 In
rief, the Community Guide process involves forming a systematic
eview development team (review team), consisting of subjectmat-
er and methodology experts from other parts of the CDC, other
ederal agencies, and academia, and the Task Force onCommunity
reventive Services (Task Force); developing a conceptual ap-
roach for organizing, grouping, and selecting interventions; se-
ecting interventions to evaluate; searching for and retrieving avail-
ble research evidence on the effects of those interventions;
ssessing the quality of and abstracting information from each
tudy that meets inclusion criteria; assessing the quality of and
rawing conclusions about the body of evidence on intervention
ffectiveness; and translating the evidence on effectiveness into
ecommendations. Evidence is collected and summarized on
1) the effectiveness of reviewed interventions in altering selected
ealth-related outcomes and (2) positive or negative effects of the
ntervention on other health and nonhealth outcomes. When an
ntervention is shown to be effective, information is also included
bout (3) the applicability of evidence (i.e., the extent to which
vailable effectiveness data might generalize to diverse population
egments and settings); (4) barriers to implementation; and (5) the
conomic impact of the intervention. To help ensure objectivity,
he review process is typically led by scientists who are not em-
loyed by a program that might be responsible for overseeing the
mplementation of the intervention being evaluated.
The results of this review process are then presented to the Task
orce, an independent scientifıc review board that objectively consid-
rs the scientifıc evidence on intervention effectiveness presented to
hem and then determines, with the guidance of a translation table,
hether the evidence is suffıcient to warrant a recommendation on
ntervention effectiveness.10 Evidence can be found to be strong, suf-
ıcient, or insuffıcient. Suffıcient or strong evidencemay indicate ben-
fıt, harm, or ineffectiveness of the intervention whereas insuffıcient
vidence indicates more research is needed.

onceptual Approach and Analytic Framework

he premise of this review is that increased availability of alcoholic
everages through anymechanism facilitates increases in excessive
onsumption and related harms, and that limiting hours of sale of
lcoholic beverages is oneway to reduce availability. The limitation
f hours of sale of alcoholic beverages was defıned as “applying
egulatory authority to limit the hours that alcoholic beveragesmay
e sold at on- and off-premises alcoholic beverage outlets.” Limit-
ng may refer to either maintaining existing limits in response to
fforts to expand hours of sale or reducing current limits on hours of
ale. Hours of sale may be regulated at the national, state, or local

evel or some combination of these. Off-premises retailing refers to
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he sale of contained alcoholic beverages, for instance, at package
tores, liquor stores, grocery stores, or convenience stores, for
onsumption elsewhere. On-premises retailing refers to the sale of
lcoholic beverages for consumption at the point of sale, for exam-
le, at bars, restaurants, or clubs.
Policies that regulate the hours of salemay be influenced by various

haracteristics of the affected population, including the demand for
lcoholic beverages, the age distribution of the population, the reli-
ious affıliation and involvement of residents, and the amount of
ourism the area attracts. Policies reducing or expanding hours of sale
re hypothesized to affect alcohol consumption and alcohol-related
arms through the following means (Figure 1). First, increases or
ecreases in the hours of sale affect consumers’ ability to purchase
lcohol by changing its availability. Second, when access to alcoholic
everages changes, consumers may alter their purchasing habits in
everalways, including changing their purchase volume, rescheduling
heir purchases, relocating their purchases, orobtainingalcoholic bev-
rages illegally. Changes in their purchasing habits may then affect
heir drinking patterns or overall levels of alcohol use, resulting in
hanges in alcohol-related problems.
Changes in the hours of sale may also affect alcohol-related
ealth outcomes by other means. For example, increases in the
ours that alcohol is available at on-premises outlets may be asso-
iated with increased social aggregation, which, in turn, may in-
rease aggressive behaviors that are exacerbated by alcohol con-
umption.18 Increases or decreases in the hours that alcohol is
vailable in one jurisdiction may also increase or decrease alcohol
onsumption in adjacent jurisdictions if consumers travel from a
urisdiction with fewer hours to one with greater hours. This may
lso affect the number of miles traveled to purchase alcohol, and
herefore the probability of alcohol-related motor vehicle crashes.
The present review addresses the following research question:
hat are the effects on excessive alcohol consumption and related
arms of changing the hours of sale at on- or off-premises outlets?
t was hypothesized that there would be a dose–response relation-
hip related to the magnitude of the change in hours (i.e., the
mount by which hours of sale are increased or decreased). Based

igure 1. Effects of regulation of hours (and days) of alco
onsumption and related harms
n this hypothesis, the body of evidence for this review was strati-
S
U

fıed into studies examining
changes of �2 hours and �2
hours per day. This cut point
was chosen by the judgment
of the review team that 2
hours might be a reasonable
threshold for a substantial ef-
fect and on the distribution of
available studies.
The process by which

hours of alcohol sale are
changed in different settings
may also be an important
variable to consider in evalu-
ating the effects of such
changes. In some settings in
which the allowable hours of
sale are increased, any li-
censed facility may extend
hours. In others, facilities
must apply for an extension
and meet certain criteria,
such as demonstrating a lack

f facility crowding in a neighborhood. It was hypothesized that
he additional level of regulation required to apply for extended
pening hoursmight reduce the potential harm fromgreater access
y restricting the implementation and extent of added hours.

nclusion and Exclusion Criteria

o be included as evidence in this review, studies had to meet
ertain criteria. First, studies that assessed short-term changes in
lcohol availability (e.g., alcohol sales related to a special event such
s a sports competition) were not included. Second, eligible studies
eeded to assess the specifıc impact of changes in the hours of sale
n excessive alcohol consumption, related harms, or both, as op-
osed to evaluating the effect of change in combination with other
nterventions. Studies of combined interventions may obscure the
ffects attributable specifıcally to changes in hours. Third, because
he current focus was on the effects of changes in hours of sale in
urisdictions where these changes occurred, no reviewwasmade of
tudies that examined the effects of changes in hours in one juris-
iction on consumption elsewhere, for example, in neighboring
urisdictions or across a border. Fourth, to increase the applicabil-
ty of the fındings to the U.S., studies had to be conducted in
ountries with high-income economiesa according to the World
ank.19 Fifth, studies had to present primary research fındings, not
ust review other research fındings. Sixth, studies had to be pub-
ished in English. Seventh, studies had to have a comparison group

World BankHigh-Income Economies (as ofMay 5, 2009): Andorra, Antigua
nd Barbuda, Aruba, Australia, Austria, The Bahamas, Bahrain, Barbados,
elgium, Bermuda, Brunei Darussalam, Canada, Cayman Islands, Channel
slands,Cyprus,CzechRepublic,Denmark,EquatorialGuinea,Estonia,Faeroe
slands, Finland, France, French Polynesia, Germany, Greece, Greenland,
uam, Hong Kong (China), Hungary, Iceland, Ireland, Isle of Man, Israel,
taly, Japan, Republic of Korea, Kuwait, Liechtenstein, Luxembourg, Macao
China), Malta, Monaco, Netherlands, Netherlands Antilles, New Caledonia,
ew Zealand, Northern Mariana Islands, Norway, Oman, Portugal, Puerto
ico, Qatar, San Marino, Saudi Arabia, Singapore, Slovak Republic, Slovenia,

ales on excessive alcohol
hol s
pain, Sweden, Switzerland, Trinidad and Tobago, United Arab Emirates,
nited Kingdom, U.S., Virgin Islands (U.S.).

www.ajpm-online.net
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D

r, at a minimum, compare outcomes of interest before and after a
hange in the policy related to hours of sale.
Specifıc types of alcohol-related harms of interest were alcohol-

elated diseases (e.g., liver cirrhosis), alcohol-impaired driving,
lcohol-related crashes, unintentional or intentional injuries, and
iolent crime. When studies assessed multiple outcomes of inter-
st, those outcomes with the strongest known association with
xcessive alcohol consumption were selected. Outcome measures
hat had the strongest known association with excessive alcohol
onsumption included binge drinking, heavy drinking, liver cir-
hosis mortality, alcohol-related medical admissions, and alcohol-
elated motor vehicle crashes, including single-vehicle night-time
rashes (which are widely used to indicate the involvement of
xcessive drinking).20 Less-direct measures included per capita
thanol consumption, a recognized proxy for estimating the num-
er of heavy drinkers in a population21; unintentional injuries;
uicide; and crime, such as homicide and aggravated assault.

earch for Evidence

he following databases were searched: Econlit, PsycINFO, Soci-
logy Abstracts, MEDLINE, Embase, and EtOH. All years of
ecords available on the databases were searched up to February
008. Although the systematic search ended at this date, the review
eam is not aware of additional hours of sale research published
ince this time. (The search strategy will be available on the Com-
unityGuidewebsite.) The reference lists of articles reviewedwere
lso searched as well as reference lists from other systematic re-
iews. Government reports were considered for inclusion, but
npublished papers were not. Subject matter experts were also
onsulted to identify studies that might have been missed.

ssessing the Quality and Summarizing the
ody of Evidence on Effectiveness

ach study thatmet the inclusion criteriawas read by two reviewers
ho used standardized criteria to assess the suitability of the study
esign and threats to validity.10 Uncertainties and disagreements
etween the reviewers were reconciled by consensus among the
eview team members. Classifıcation of the study designs accords
ith the standards of the Community Guide review process and
ay differ from the classifıcation reported in the original studies.
Studies were evaluated based on their design and execution.
hose that collected data on exposed and control populations
rospectively were classifıed as having the greatest design suitabil-
ty. Those that collected data retrospectively or lacked a comparison
roup, but that conducted multiple pre- and post-measurements on
heir study population(s), were rated as having moderate design
uitability. Finally, cross-sectional studies, those without a com-
arison group, and those that involved only a single pre- or post-
easurement in the intervention population were considered to
ave the least suitable design. Quality of execution was assessed by
xamining potential threats to study validity, including an inade-
uate description of the intervention or of the study population(s),
oor measurement of the exposure or outcome, failure to control
or potential confounders, and a high attrition rate among study
articipants. Based on these criteria, studies were characterized as
aving good quality of execution if they had at most one threat to
alidity; fair execution if they had two to four threats to validity,
nd limited quality of execution if they had fıve or more threats to
alidity. For example, studies that used only proxy outcome mea-

ureswere assigned a penalty for this threat to validity.Only studies a

ecember 2010
ith good or fair quality of execution were included in the body of
vidence; studies with any level of design suitability were included,
ther than those with cross-sectional design.
Effect estimates were calculated as relative percentage change in

he intervention population compared with the control population
sing the following formulas:

. For studies with pre- and post-measurements and concurrent
comparison groups:
Effect estimate�(Ipost/Ipre)/(Cpost/Cpre)�1,
where:
Ipost�last reported outcome rate or count in the intervention

group after the intervention;
Ipre�reported outcome rate or count in the intervention

group before the intervention;
Cpost�last reported outcome rate or count in the comparison

group after the intervention;
Cpre�reported outcome rate or count in the comparison

group before the intervention.

. For studies with pre- and post-measurements but no concurrent
comparison:
Effect estimate�(Ipost�Ipre)/Ipre

All studies included in this review assessed the effects of increas-
ng hours of sale, and the control condition was not increasing
ours of sale. Although the analysis here accordingly assesses the
ffects of increasing hours, the public health intervention of inter-
st is the control condition, (i.e., limiting or not increasing hours of
ale). This approach rests on the assumption that increasing avail-
bility by increasing hours is likely to increase excessive consump-
ion and related harms, and thus not increasing hours when pro-
osed is the public health intervention. For each body of evidence,
he review reports a number of events of policy changes in hours in
given jurisdiction, each of which may have been the subject of
ore than one study (a research investigation carried out by a
ingle researcher or research group), each of which, in turn, may
ave been reported in more than one paper or report.

esults on Intervention Effectiveness
tudies of Changes of �2 Hours in Hours
f Sale
en studies22–31 of six events that resulted in a change of
2 hours in the hours of alcohol sales met the inclusion
riteria. Only one study22 was of greatest design suitabil-
ty; however, the principal analysis in this study was pre-
ented graphically and did not allow the estimation of a
umeric effect size. One study23 was of moderate design
uitability and eight24–31 were of least suitable design. All
tudies had fair quality of execution. (A summary evi-
ence table [Table 1]22–40 accompanies this review.)
Four of the six events studied occurred in Australia (in

966, 1977, 1984, and 1998–2000); one in London, En-
land (in 2005); and one in Reykjavik, Iceland (in 2005).
ll of the events led to increased hours of sale at on-
remises alcohol outlets.
In Victoria, Australia, weekday and Saturday hours
ere extended from 6:00 PM to 10:00 PM in 1966. Hours

llowed prior to this change were not reported. One
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D

tudy22 compared trends in motor vehicle–related out-
omes on weekdays and Saturdays before and after the
ours of alcohol sales at on-premises alcohol outlets in
ictoria, Australia, were extended, to the same outcomes
n Sundays, when there was no change in hours. The
uthor found that the increase in hours of sales on week-
ays and Saturday did not signifıcantly affect the number
f crashes that occurred on these days. However, she
bserved a change in the timing of crashes corresponding
o the change in the closing time of the on-premises
lcohol outlets. Thus, in this study, it appeared that al-
hough the number of events may not have been affected
y the change in the closing time of alcohol outlets, their
iming was affected. In contrast to this study’s fındings,
wo subsequent analyses of the same event concluded that
he increase in hours was associated with increases in
onsumption23 and motor vehicle crash injuries.24

In 1984, hours available for alcohol service in Victoria
ere extended from 10:00PM until 12:00MN on weekdays
nd Saturdays and in length of time open from 4 hours to
hours on Sundays (a day on which alcohol sales had
een previously allowed). Information on hours prior to
he weekday and Saturday extension is not given. A study
f this event30 found an increase in motor vehicle crash
njuries associated with these increases in hours.
Between July 1998 and June 2000, Victoria granted

4-hour permits to some on-premises alcohol outlets. A
ross-sectional study comparing rates of assaults in out-
ets granted and not granted 24-hour permits is inconclu-
ive.31 Although authors claim that higher rates of assault
re associated with 24-hour facilities, their statements
escribing results are inconsistent, and the authors donot
rovide data to allow re-evaluation.
In Tasmania (Australia), licensed premises were al-

owed to stay openuntil any hour in 1977. PriorMonday–
aturday opening hours were 10:00AM–10:00PM; Sunday
ours, 12NOON–8:00PM. The assumption by policymakers
nderlying unrestricted closing times was that possibly
ntoxicated clientswould not be exiting the facilities at the
ame time, potentially decreasing risks, because different
utlets would choose different closing hours. A study of
his event25 found an increase in motor vehicle crash
njuries associated with these increases in hours.
In Reykjavik, licensed premises were allowed to stay
pen until any hour in the year 1999 on an experimental
asis. Prior closing requirements were 11:30 PM on week-
ays and 2:00 AM on weekends. Researchers found in-
reases in emergency room admissions, injuries, fıghting,
nd suspected driving while intoxicated.26

Finally, the United Kingdom’s Licensing Act of 2003
llowed sales of alcoholic beverages 24 hours a day in
ngland and Wales, beginning in November 2005, sub-

ect to local licensing requirements. Three studies assess- a

ecember 2010
ng the impact of this increase in hours of sale produced
ixed results.27–29 Two studies28,29 found a relative de-
rease in harms (violent criminal offenses and alcohol-
elated maxillofacial trauma, respectively), whereas a
hird study27 found a relative increase in harms (alcohol-
elated assault and injury) subsequent to this increase in
ours of sale.
Among the ten studies in this body of evidence,22–31

wo studies28,29 found that an increase of �2 hours in the
ours of sale led to decreased alcohol-related harms (i.e.,
njury and serious violent crime), and six studies23–27,30

ound an increase in alcohol-related harms relative to the
eriod before the increase in hours of sale took place
Figure 2). The study by Raymond22 found no effect. One
tudy23 found a nonsignifıcant increase in alcohol con-
umption associated with the increase in hours in Victo-
ia, Australia, in 1966.
Information on the requirement that premises seek
ermits prior to expanding hours may not have been
omplete in the studies reviewed. To the extent that stated
ermit requirements accurately reflect the expansion
rocess, there appears to be no systematic effect of per-
itting. Although the harmful effects of permitted ex-
ansions appear to be larger than those in which permits
ere not required (Figure 2) there were also effects in the
pposite direction for studies of permitted settings.

tudies of Changes of �2 Hours in Hours
f Sale
ix studies of fıve events (reported in ten papers32–41) that
esulted in a change of�2 hours of sale met the inclusion
riteria. All studies were of on-premises alcohol outlets.
hree studies (seven papers32–35,39–41) were of greatest
esign suitability, three36–38 were of least suitable design;
ll were of fair quality of execution. One study (two pa-
ers39,40) of the extension of opening hours in England
ndWales in 1988 did not allow the calculation of effects
or several outcomes, but it reported small and inconsis-
ent results on multiple alcohol-related outcomes. One41

rovides graphics and report using interrupted time se-
ies but does not report numeric results.
In 1993, Perth, Australia allowed on-premises outlets

o extend their closing time from 12:00MN to 1:00AM.32–35

indings were inconsistent, with a reported increase of
lcohol wholesale but a decline in drunk driving and an
ncrease in assaults and in alcohol-related crashes. None
f these fındings was signifıcant.
In December 1979, the state of New South Wales in
ustralia expanded on-premises alcohol outlet closing
ours from 10:00PM to 11:00PM, at the same time expand-
ng Sunday hours and outlet settings. A study of these
vents36 proposed using theweekdays as the control in an

ssessment of the effects of increased Sunday sales on
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otor vehicle fatalities. However, this comparison is bi-
sed toward a null effect, given the change in weekday
ours. A comparison of weekday fatalities before and
fter theweekday expansion indicates a reduction of 2.7%
n motor vehicle fatalities over the study period associ-
ted with the weekday increase of 1 hour in closing time.
owever, this outcome may be confounded by a reduc-
ion from 0.08% to 0.05% in maximum legal blood alco-
ol levels in December 1980, which would have been
xpected to deter drunk driving and reducemotor vehicle
njuries.
In 1976, Scotland allowed on-premises outlets to ex-

end their closing time from 10:00PM to 11:00PM.37,38 Re-
orted changes were small and not consistent in direc-
ion. Knight found increased consumption for women
nd decreased consumption for men, and Bruce re-
orted a small increase in the per capita consumption
f beer.
In1988,EnglandandWales extended theclosinghoursat

n-premisesoutlets from10:30PMto11:00PMandmoved the
pening time from 11:00AM to 10:00AM.39,40 The outcomes,
ncludingmortality from liver disease and cirrhosis, pancre-
titis, alcohol poisoning, “alcohol-dependent syndrome,”
lcohol psychosis, workplace absenteeism and injury, and
arious motor vehicle–related outcomes) assessed in these
tudies were heterogeneous and included the seemingly
ontradictory fındings that in comparison with changes in
hecontrol setting (Scotland), convictions for sales tounder-
ge patrons increased by 64.1% (95% CI�21.2%, 99.0%),

igure 2. Relative percentage change in diverse outcome
ours
UI, driving under the influence
hereas sales tominors fell substantially. Another fındingwas p
an increase in recor-
ded violent crime of
15.5% (95% CI�
14.0%, 17.0%). (See
Table 1.)
Finally, in 1996,

Ontario Province ex-
tended closing hours
in on-premises alco-
hol outlets from
1:00AM to 2:00AM. A
study41 of this event
used graphics and in-
terrupted time series
to assess the effects
of this change on all
and alcohol-related
fatal motor vehicle
crashes. Changes in
Ontario were com-
pared with chan-
ges in Michigan and
New York, neither of
which changed hours

f sale during the same period. The study also assessed
hanges in the sales of beer, wine, and spirits in On-
ario from the period before to the period following the
olicy change. Numeric results are not reported. Beer
onsumption declined over the study period, whereas
he consumption of wine and spirits declined in the
arly 1990s and then increased in the later 1990s. The
uthors conclude that changes in motor vehicle out-
omes are “minimal.” Their graphics suggest a shift of
he timing of alcohol-related fatalities to later hours
ollowing the extension of hours of sale.
This small body of evidence indicates no consistent

ffects of changes of �2 hours on alcohol-related out-
omes. Four events of increases in hours of sale were
tudied. Only one study of increased hours of sale in
erth, Australia, reported substantial increases in whole-
ale alcohol purchases, assaults, and motor vehicle
rashes. Two studies (of events in England andWales and
n Ontario, Canada) did not provide numeric results but
eported small and inconsistent changes in alcohol-
elated outcomes including alcohol consumption, multi-
le alcohol-related causes ofmortality, andmotor vehicle
rashes. Two studies of increased hours of sale in Scot-
and also reported small and inconsistent changes in al-
ohol sales and consumption.
Again, information on the requirement that premises

eek permits prior to expanding hoursmay not have been
omplete in the studies reviewed. To the extent that stated

sociated with increases of �2
s as
ermit requirements accurately reflect the expansion

www.ajpm-online.net
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rocess, there ap-
ears to be no sys-
ematic effect of per-
itting (Figure 3).

pplicability
he studies in this re-
iew were conducted
n a variety of settings
utside the U.S. and
uring awide range of
ime periods. None-
heless, theassociation
etween restrictions
n the hours when al-
oholmay be sold and
lcohol-related harms
as consistent across
ost geographic loca-

ions (all in high-
ncome countries) and
ime periods, and the
ındings of this re-
iew are likely to be
elevant for consid-
ring the potential impact of modifying the number of
ours when alcohol may be sold in the U.S.

ther Harms and Benefits
aintaining hours of sale may sustain quality of life in
ommunities by controlling alcohol availability, exces-
ive alcohol consumption, and health and social harms
esulting from excessive alcohol use (e.g., public drunk-
nness); evidence of effects on quality of life were not
rovided by the studies reviewed. Although it is possible
hat crimes such as illicit alcohol sales may increase in
ocalities where the hours of sale are limited, no evidence
f such effects was found in any of the studies evaluated.
ne study26 noted increased workload among law en-
orcement personnel associated with expanded hours of
ale.

arriers
he maintenance and reduction in the number of hours
hen alcohol may be sold may affect overall alcohol sales
nd may thus be opposed by commercial interests in-
olved in manufacture, distribution, and sale of alcoholic
everages. The alcohol industry has generally supported
olicies that remove restrictions on the access to
lcohol.42

State pre-emption laws (i.e., state laws that prevent the
mplementation and enforcement of local policies more

Figure 3. Relative percentage
hours
NSW, New South Wales
estrictive than statewide regulations) can also under- s

ecember 2010
ine efforts by local governments to regulate hours of
ale.6 Indeed, the elimination of pre-emption laws related
o the sale of tobacco products is one of the health pro-
otion objectives in Healthy People 2010.5 However,

here is no similar objective in Healthy People 2010 re-
ated to the local sale of alcoholic beverages.

conomics
o studies were identifıed that assessed the economic
mpact of reducing the number of hours when alcohol
ay be sold. No study was found that specifıcally esti-
ated the magnitude of commercial losses in sales and

ax revenues because of a policy of restricting hours of
lcohol sales.

ummary
his review found that increasing the hours when alcohol
ay be sold by �2 hours increased alcohol-related
arms. Evidence supporting this conclusionwas based on
tudies conducted in on-premises settings outside the
.S. According to Community Guide rules of evidence,
hese fındings provided suffıcient evidence for the effec-
iveness of maintaining limits on hours of sale for the
eduction of alcohol-related harmswhen efforts aremade
o increase hours by �2.10 Because no qualifying study
ssessed the effects of reducing hours of sale, the only
irect inference that can bemade is that reducing hours of

ge in diverse outcomes associated with increases of �2
chan
ale by �2 is likely to avert alcohol-related harms. How-
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ver, it may also be reasonable to expect that reducing
ours of sale would also reduce alcohol-related harms.
Because there was no consistent effect on excessive

lcohol consumption or related harms of increasing
ours of sales by �2 hours, according to Community
uide rules of evidence, there was insuffıcient evidence
hat this intervention had a meaningful effect.10 Insuffı-
ient evidence means that it is not possible to determine
rom the available evidence whether this policy change
ad a meaningful effect.

esearch Gaps
ll existing research on hours of sale to date has been
onducted in nations other than the U.S. It would be
seful to have studies of changes in hours of sale in U.S.
ettings to confırm results from other settings. In addi-
ion, all research thus far has assessed the effects of in-
reasing hours of sale. Although it may be a less-frequent
vent, evaluating the effects of reducing hours of sale for
reventing excessive alcohol consumption and related
arms would be useful. Evidence on changes in hours of
ale of �2 hours is currently insuffıcient because of in-
onsistent fındings. Thus, when such changes occur, it
ay beworthwhile to assess the effects of smaller changes

n hours of sale on excessive alcohol consumption and
elated harms to improve our understanding of the
dose–response” and “threshold” relationships between
hanges in hours of sale and public health outcomes.
Additional research is also needed to more fully assess

he costs and benefıts of restricting the number of hours
hen alcohol is sold. From a societal perspective, eco-
omic elements should include intervention costs; loss in
ales, tax revenues, and employment; reductions in fatal
nd nonfatal injuries, crime, and violence; gains in safety
nd public order; and averted loss of household and
orkplace productivity.
Finally, no studies were found that assessed the ef-

ects of changes in hours of sale in off-premises set-
ings. Although consumers at off-premises settings are
ess likely to be directly affected by the effects of exces-
ive consumption at the place of purchase, it is never-
heless possible that changes in availability in these
ettings may also affect alcohol-related harms. This
ssue merits investigation.

iscussion
ased on a systematic review of qualifying studies, this
eview confırms the fındings of previous reviews and adds
etails regarding a possible dose or threshold effect. Evi-
ence of the effects of changes in hours of sale of �2
ours was insuffıcient to determine effectiveness because

f inconsistency among fındings in the body of evidence, r
eaving unanswered the question of the effects of small
ncreases in hours of sale. Data are not suffıcient to allow
ystematic assessment of the relative percentage increase
n hours (over a baseline) or the placement of the hours
ithin the day.
All of the studies included in this review assessed the

ffects of increasing hours of sale at on-premises outlets,
onsistent with the international trend toward expanding
he availability of alcoholic beverages. Further scientifıc
vidence is needed to fully assess the symmetry between
he effects of maintaining existing limits on the hours of
ale compared with reducing hours of sale.
The only available evidence of the effects of reducing
ours of sale was from a study in Brazil,43 which did not
ualify for inclusion in the review because Brazil is not a
igh-income nation, and, in general, studies of alcohol
onsumption from middle- and lower-income nations
re thought not to be directly applicable to the contem-
oraryU.S. context. In 1999, the city ofDiademahad very
igh homicide rates; 65% of these were alcohol-related.
ost of the homicides occurred between 11:00PM and
:00AM.Diadema law allowed 24-hour opening of alcohol
utlets. In July 2002, a new city law required bars to close
t 11:00PM. From 2002 to 2005, homicide rates in the city
eclined by 44% (95% CI�27%, 61%), controlling for
ortality trends. During this time period, therewas also a
7% decline in assaults against women (the only addi-
ional outcome assessed); this fınding, however, was not
ignifıcant.
In addition to the lack of studies that assessed the effect
f stricter limits on the hours when alcohol may be sold,
he body of qualifying studies in this review had several
ther limitations. First, some studies did not directly as-
ess the impact of relaxing restrictions on the hours of
ales on excessive alcohol consumption and alcohol-
elated harms, but rather relied on proxy measures of
hese effect outcomes (e.g., criminal arrest rates). Second,
early all of the studies relied on population-based data
rom public health surveillance systems that did not cap-
ure information on alcohol control policies. As a result,
any of these studies were unable to control for some
otential confounding factors. However, these studies
enerally assessed changes in the same geographic area
efore and after the implementation of changes in hours
f sale over a fairly short time period. Other contextual
actors that could also influence alcohol sales and con-
umption (e.g., changes in alcohol excise taxes) at the
ountry, state, or community levels were likely to have
emained fairly constant during the study periods, allow-
ng for a valid assessment of the impact of changing hours
f sale, independent of other factors, on alcohol-

elated harms.
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The fındings in this review support the potential
alue of allowing local communities to maintain re-
trictions on hours of sale. If further research supports
he effectiveness of local restrictions on hours of sale, it
ould also argue for eliminating state pre-emption
aws that prohibit local governments from enacting
lcohol control policies more restrictive than those
hat exist statewide.
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Abstract Heavy alcohol use is commonplace among HIV-
infected individuals; however, the extent that alcohol use
adversely impacts HIV disease progression has not been
fully elucidated. Fairly strong evidence suggests that heavy
alcohol consumption results in behavioral and biological
processes that likely increase HIV disease progression, and
experimental evidence of the biological effect of heavy
alcohol on simian immunodeficiency virus in macaques is
quite suggestive. However, several observational studies of
the effect of heavy alcohol consumption on HIV progres-
sion conducted in the 1990s found no association of heavy
alcohol consumption with time to AIDS diagnosis, while
some more recent studies showed associations of heavy
alcohol consumption with declines of CD4 cell counts and
nonsuppression of HIV viral load. We discuss several
plausible biological and behavioral mechanisms by which
alcohol may cause HIV disease progression, evidence from
prospective observational human studies, and suggest
future research to further illuminate this important issue.

Keywords Alcohol . HIV disease progression . CD4 . HIV
viral load . Adherence . Prospective studies . Nutrition .

Immune activation . Bacterial translocation

Introduction

Heavy alcohol use is commonplace among HIV-infected
individuals and its impact upon behaviors and the course of
disease has been examined over the past two decades [1–3].
However, the extent that alcohol use results in deleterious
effects on the progression of HIV disease has not been fully
elucidated. Although alcohol may directly affect HIV
disease progression in multiple ways, obtaining data to
document its overall impact and contributions associated
with specific mechanisms is difficult. Alcohol consumption
has direct effects on several aspects of the immune system;
yet, experimental studies to assess more directly its impact
on HIV disease have been limited to the related model of
simian immunodeficiency virus (SIV) in primates. In
humans, observational studies may be hampered by
measurement error and confounding. Incomplete assess-
ment of behavioral (eg, other substance use, medication
adherence, nutritional deficiencies) and psychosocial (eg,
depressive symptoms) factors associated with HIV disease
progression impedes rigorous determination of alcohol’s
direct effects. In addition, traditional analytic methods may
fail to account for the potential feedback loop between
alcohol consumption and health status (ie, that alcohol
consumption tends to decrease as health declines). In this
article we review the empirical studies and the major
mechanisms by which alcohol may affect HIV disease
progression (Fig. 1) based on the literature available as of
early 2010.
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HIV Disease Progression: Definitions

Progression of HIV infection in humans or SIV infection in
the HIV primate model has been defined most typically in
terms of viral load, CD4 cell count, AIDS-defining clinical
end points (eg, opportunistic infections), and mortality.
More recent evidence of the association of the level of
immune activation with clinical outcomes is increasingly
recognized; however, few data exist at present to consider
this marker of HIV disease progression. In this literature
review we sought published research that provided mea-
surement of alcohol consumption as well as one of the
following measures of HIV disease progression: HIV viral
load, CD4 cell count, opportunistic infections, or death.

Alcohol Use: Definitions

Alcohol use can be defined by the amount consumed (eg,
at-risk, heavy) or by the consequences of its use (eg, abuse,
dependence). The consumption threshold for at-risk use as
defined by the National Institute on Alcohol Abuse and
Alcoholism (NIAAA) is >4 drinks on an occasion or >14
drinks in a week for men, >3 and >7 respectively, for
women [4]. This level of drinking has been used to define
“heavy” drinking for those with HIV infection [5••],
although its use was chosen based on NIAAA’s use of the
at-risk levels in the general population and was not specific
for HIV-infected individuals. The category of “moderate”
alcohol consumption is used for one whose alcohol use falls
between abstinence (ie, no use of alcohol) and heavy use.

Another dimension to recognize when defining alcohol
use is the variable nature of its use, in that for almost half of
an HIV-infected cohort of persons with a history of alcohol
problems, use was observed to increase or decline over a
median period of 3.4 years [6]. Studies that only measure

drinking at baseline fail to account for the dynamic nature
of alcohol consumption, which may adversely affect study
results and conclusions.

Biological Basis for Alcohol Affecting HIV Disease
Progression

The Effects of Alcohol on the Immune System

Chronic alcohol consumption has been shown to be
associated with increased susceptibility to infectious dis-
eases (eg, tuberculosis and bacterial pneumonia), increased
severity of diseases (eg, viral hepatitis), and increased risk
of cancers (eg, hepatocellular carcinoma) [7]. These ill-
nesses may also be accelerated by vitamin deficiencies,
malnutrition, or other substance use. Chronic alcohol
consumption can lead to liver disease and cirrhosis, which
can impact immunocompetence. Recent animal and human
studies have shown that alcohol consumption has deleteri-
ous effects on both the innate and the acquired immune
responses. Impaired innate immune responses may cause
susceptibility to infection, while impaired acquired immune
responses such as impaired B lymphocyte function, altered
cytokine balance, and chronic T-cell activation may
accelerate disease progression, including that caused by
HIV. In addition, alcohol may play a role in translocation of
bacteria and bacterial products from the gut to cause HIV
immune activation, resulting in increased HIV disease
progression [8].

Alcohol and Nutrition

Micro-nutrient (ie, vitamin and mineral) deficiencies,
including selenium and vitamins D, A, B-12, and E, zinc,

Heavy
drinking

Increased
HIV disease
progression

      Biological mechanisms
Examples include:
· Enhanced immune activation
· Increased bacterial translocation 
    in the gut
· Overlapping pathways for alcohol 
    and ART metabolism

     Behavioral mechanisms
Examples include:
· Lower engagement in HIV care
· Decreased adherence to ART
· Nutritional deficiencies

Fig. 1 Potential mechanisms of
HIV disease progression.
ART—antiretroviral therapy
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and iron, have been associated with more rapid HIV disease
progression [9–11]. At the same time, antiretroviral therapy
(ART) is thought to decrease some and restore other
micronutrient levels [12, 13]. Overall nutritional status has
been associated with HIV progression in several prospec-
tive studies [14–16], while there is also an effect of HIV
infection on nutritional status [17]. Alcohol consumption is
associated with nutritional deficiencies, due to a high
percentage of caloric intake from alcohol, decreased
absorption of nutrients, and interference with the metabo-
lism of nutrients [18]. Therefore, it is plausible that
nutritional deficiency is a mechanism by which alcohol
might result in more rapid HIV disease progression. The
link between alcohol use, decreased nutrition, and immune
markers has been demonstrated experimentally in the SIV
model [19]; however, it is not clear for HIV infection in
humans.

Alcohol and ART Effectiveness

Some ART, including non-nucleoside reverse transcriptase
inhibitors and protease inhibitors, is metabolized by the
human cytochrome P450 system. There is evidence that
alcohol may impact the metabolism of these medications by
two different mechanisms, enzymatic induction [20],
associated with chronic alcohol use, and enzymatic inhibi-
tion due to competition of ethanol for various cytochrome
P450 isozymes, associated with acute ethanol use [21].
Because numerous drugs are metabolized by the P450
pathway, chronic alcohol users may be at higher risk for
drug toxicities and ineffective therapy due to inadequate
plasma drug concentration. Chronic alcohol consumption
may also alter drug protein binding. We examine the
evidence as to whether heavy alcohol consumption reduces
the effectiveness of ART as measured by failure to achieve
viral suppression, even with good adherence.

Behavioral/Psychosocial Basis for Alcohol Affecting
HIV Disease Progression

Several behavioral and psychosocial factors that are associ-
ated with heavy alcohol consumption are also associated
with HIV disease progression, and therefore should be
considered when conducting multivariate modeling. We
summarize these associations in the following sections.

Access to and Retention in HIV Care and Receipt of ART

Researchers in the United States and internationally have
found that heavy drinkers are less likely than others to be
receiving ART [22•, 23, 24••]. This may be a consequence
of barriers to consistent medical treatment or due to

physicians’ impressions that heavy drinkers are unable to
competently use ART. Indeed, heavy alcohol use was
independently associated with lower retention in care
among indigent patients [25]. Because early and consistent
HIV care and receipt of opportunistic infection (OI)
prophylaxis and ART are key factors in slowing the
progression of HIV [26], these findings suggest one
mechanism by which heavy alcohol consumption may
accelerate HIV disease progression.

ART Adherence

Alcohol consumption has been consistently associated with
poorer ART adherence. A recent meta-analysis found that
those who used alcohol or drank relatively more were
50%–60% as likely to be classified as adherent compared
with those who abstained or drank relatively less [27•].
Some studies have found a dose-response relationship
between alcohol consumption and ART adherence [24••,
28], in addition to a temporal association between drinking
episodes and missed doses [28]. As ART adherence is a
known predictor of HIV outcome, this strongly suggests
that decreased adherence is one mechanism by which
alcohol may increase HIV disease progression. These
findings elevate the importance of attempting to control
for ART adherence in examining the biological impact of
alcohol on HIV disease progression apart from its impact
on adherence. However, adherence is challenging to
accurately measure and therefore may pose problems even
if included in statistical models. Alternatively and likely
more effectively, studies of persons infected with HIV who
are not yet on ART may reveal key insights about this
important issue.

Alcohol and Comorbidities

Comorbidities may complicate the issue of alcohol’s impact
on HIV disease progression and make it difficult to
determine the association. For example, depression, which
can be exacerbated by the effects of alcohol [29], has been
shown to reduce adherence to ART [30], and depression,
stress, and trauma may have worsening effects on HIV
progression [30, 31].

Illicit substance use is strongly associated with heavy
alcohol consumption, especially in minority and inner-city
populations. Several studies have shown associations
between illicit substance use, especially crack cocaine,
and HIV progression [32•, 33]. Substance use other than
alcohol has also been associated with lower rates of receipt
of ART [24••]. Hence, controlling for other non-alcohol
substance use is important in seeking an understanding of
the impact of alcohol consumption on HIV disease
progression.
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Evidence of a Causal Association between Alcohol Use
and HIV Disease Progression

Experimental Studies

The direct impact of alcohol consumption on HIV disease
progression has been studied using animal models. The
strengths of these studies include the absence of ART
adherence as a possible mediator of disease progression,
and the capacity to control the quantity of alcohol
consumed as well as behavioral factors (eg, nutrition),
which are not easily accounted for in human studies.
Evidence from studies in macaques suggests that heavy
alcohol consumption has consequences for increased SIV
progression. Experimental administration of the equivalent
of heavy doses of alcohol as compared to sucrose to
macaques infected with SIV was associated with early
plasma CD4 cell loss in some studies [34, 35] but not
others [36, 37], while several studies found greater SIV
viral load at various times post-infection [19, 34, 36, 37].
Bagby et al. [36] found a significantly more rapid onset of
end-stage disease in eight alcohol-administered macaques
compared with eight controls. Higher viral load in alcohol-
exposed macaques was associated with a higher percentage
of SIV target cells (CD4) in the gut coupled with lower
percentages of CD8 cells, creating a blunted mucosal
immune response in early infection in one study [37]. The
alcohol-exposed group consumed significantly fewer calo-
ries than the controls in another study [19]. Taken together,
these findings suggest a biologically deleterious effect of
heavy alcohol administration on disease progression in SIV-
infected primates.

Human Observational Studies: Pre-Highly Active
Antiretroviral Therapy (HAART)

A number of clinical studies assessed alcohol use in cross-
sectional and prospective analyses. Associations between
HIV outcomes such as CD4 cell counts and HIV viral load
in cross-sectional studies may reflect differences in the time
of study entry by alcohol consumption category, therefore
we will focus in this review on prospective studies. Several
prospective studies were published using data collected in
the pre-HAART era, as described below.

An analysis conducted in the Multicenter AIDS Cohort
Study (MACS) included 1706 HIV-infected men, and
examined alcohol consumption by average number of
drinks per day, ranging from zero to greater than two, the
latter meeting the threshold for “heavy” drinking in men.
There was no association between drinks per day both at
enrollment and prospectively and the development of AIDS
[38]. A later analysis of the MACS determined that
decreasing alcohol consumption (ie, having a significantly

negative slope in the average number of drinks per week in
the prior 6 months) was associated with developing AIDS-
related conditions, suggesting a decrease in alcohol con-
sumption as HIV progressed [39]. Studies conducted in
men in the Netherlands [40] and Norway [41] found no
association between the number of drinks per day in the
prior 6 months or daily drinking, respectively, with the
development of AIDS. A study of vitamin deficiencies (n=
312) reported that in a multivariate model that included age,
HIV-related symptoms, baseline CD4 cell count, and
several vitamin concentrations, frequent alcohol consump-
tion (>2 times/week) at study baseline was associated with
increased time to CD4 cell count declines to 200 cells/mm3

and time to AIDS [42]. A study of 403 persons serocon-
verting during the Tricontinental Seroconverter Study found
that any alcohol use during the first three quarters of the
follow-up period, limited to avoid the feedback loop
between symptoms and alcohol consumption, was not
associated with time to AIDS or death [43]. The selection
of “any alcohol use” as a main independent variable, as in
the latter study, is a coarse measure to assess alcohol’s
impact on HIV disease progression. All of the preceding
studies were conducted among men who had sex with men.

Two early studies were conducted among injecting drug
users. One study among 496 HIV-infected methadone
maintenance patients found no association between daily
alcohol consumption in the prior month and time to AIDS
or death in a time-dependent multivariate model that
included age, sex, CD4 cell count, zidovudine use, having
two or more symptoms, and crack cocaine use, while crack
cocaine use was independently associated with progression
to AIDS [44]. A study conducted among 188 injection drug
users found that very heavy alcohol consumption (>21
drinks per week) at baseline was associated with increased
%CD8 cells 2–5 years after seroconversion; no impact on
CD4 cell count or %CD4 was found [45].

The only study of the issue from a developing country
was a cohort study of 105 HIV clinic patients who were not
on ART, conducted in Zimbabwe. This study showed no
association between any alcohol consumption at baseline
and successive CD4 cell count and HIV viral loads over a
period of 6 months; however, follow-up was quite limited
and changes in these outcomes were not examined [46].

In summary, in the pre-HAART era, no association of
alcohol use with more rapid HIV disease progression was
identified; however, some studies’ measurement of alcohol
consumption was limited in detail or only measured at
baseline, and the studies largely examined men.

Human Observational Studies: Post-HAART Studies

Studies conducted after the introduction of HAART
differed from the earlier studies in that most used CD4 cell
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count and/or HIV viral load as the study outcomes, an
understandable strategy given the reduction in OI and death
in the HAART era. Notably, these studies either stratified
by or controlled for ART use, and the measurement of
alcohol use was more detailed than in the previous studies.

Chander et al. [24••] reported observations among 1711
persons enrolled in an urban HIV clinic cohort from 1998–
2003. They found that heavy alcohol use in the prior
6 months alone and combined with injection drug use was
associated with decreased viral load suppression after
adjusting for age, race, nadir CD4 cell count, and years
on ART. Controlling for self-reported adherence in these
analyses attenuated the effect of heavy drinking, providing
evidence for the causal chain between alcohol and HIV
outcomes via ART adherence. Because the attenuation of
the effect from a 24% to a 14% reduction in odds of viral
suppression was accompanied by somewhat wider confi-
dence intervals and due to the imprecise nature of ART
adherence measurement, these data are inconclusive as to
whether there is an effect of alcohol on viral suppression
beyond that attributed to poorer adherence.

An analysis of participants in two cohorts of a total of
595 HIV-infected persons with a history of alcohol
problems examined CD4 cell counts and HIV viral loads
at 6-month intervals for up to 7 years [5••]. Upon regression
analysis, among subjects not on ART, heavy alcohol
consumption was associated with a lower CD4 cell count,
on average a difference of 49 cells/mm3. There was no
association between heavy alcohol consumption and CD4
cell count among those on ART, in analyses that adjusted
for baseline CD4, adherence to ART, homelessness,
depressive symptoms, and several other variables. Heavy
alcohol use was not associated with HIV viral load in those
on ART and those not on ART. All analyses among those
on ART adjusted for 3-day self-reported adherence,
suggesting that there is no detectable alcohol effect beyond
the effect on adherence among those on ART. However, the
CD4 cell count difference suggests that there might be an
effect of heavy alcohol consumption on HIV progression
among those not on ART.

A recent publication by Baum et al. [47••] examined the
association between alcohol consumption and HIV out-
comes in a cohort of active alcohol or illicit drug users. In
this study, frequent alcohol consumption (defined as ≥ 2
drinks/day on average) compared to moderate alcohol use
and abstention was associated with a decline of CD4 cell
count to less than 200 cells/mm3, among those who had a
baseline CD4 cell count of greater than 200 cells/mm3. The
model in this study controlled for baseline CD4 cell count,
HIV viral load, ART status, years since tested HIV positive,
age, and gender. A similar model that examined the same
factors but was restricted to those not on ART showed a
stronger association. The effect size was also larger when

the predictor variable was the combination of frequent
alcohol use and crack cocaine use; however, the indepen-
dent effects of alcohol and crack cocaine use were not
shown. In addition, frequent alcohol consumption was
associated with increased HIV viral load in a multivariate
model controlling for the same variables as above except
viral load. However, when stratifying by ART the associ-
ation was significant only among those on ART, and the
authors suggested that the association was mediated by
adherence. These analyses are in contrast to a recent
analysis of the same cohort, which found that crack cocaine
use but not alcohol use, coded only as current yes versus
no, was associated with HIV progression [33]. This
illustrates the importance of using a more detailed alcohol
consumption history to ascertain the relationship of alcohol
use and HIV disease progression.

Two studies in women in the post-HAART era failed to
find an association between alcohol consumption and HIV
outcomes. A recent study of 516 women in the HIV
Epidemiologic Research Study (HERS) cohort examined
the effects of alcohol consumption (ie, none, moderate, and
heavy) on both depressive symptoms and CD4 cell count
[48••]. The analysis showed significant associations be-
tween both moderate and heavy alcohol consumption and
depressive symptoms and between depressive symptoms
and CD4 cell count. The direct association between alcohol
consumption and CD4 cell count was not statistically
significant. The indirect effects of alcohol consumption on
CD4 cell count via depression were not reported; therefore,
we cannot comment on effect of alcohol on CD4 cell count
via the effect on depression. In addition, a large study of
1686 HIV-positive women in the Women’s Interagency
HIV Study (WIHS) found that there was no positive
association between heavy alcohol consumption and time
to newly acquired AIDS-defining illnesses or AIDS-related
death, in repeated measures models that adjusted for crack
use, ART use and adherence, CD4 cell count at baseline,
HIV viral load at baseline, year of HIV diagnosis, and
demographic variables [32•]. This study found a strong
association of persistent crack use and AIDS-related
mortality and both persistent and intermittent crack use
and newly acquired AIDS illnesses. This result is consistent
with other studies that included crack use in multivariate
models [33, 34].

Lastly, a study conducted multivariate modeling of the
effect of drink types on HIV viral load suppression, CD4
cell count, and thymus volume in 165 patients after
24 weeks of ART [49••]. In models that controlled for
demographics, baseline Centers for Disease Control and
Prevention HIV stage, and adherence, heavy alcohol
consumption was not associated with the outcomes while
consuming predominantly liquor compared to beer or wine
was associated with lack of HIV viral suppression,
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decreased thymus size, and change in CD4 cell count. This
study highlights a potential future area of interest, that is,
impact of alcohol beverage type.

In summary, we identified six studies in the post-HAART
era, and three demonstrated an association between heavy
alcohol use and at least one measure of HIV disease
progression [5••, 24••, 47••].

Discussion

Overall, we found that there is strong biological plausibility
that heavy alcohol consumption might hasten HIV disease
progression. We touched on several biological mechanisms
by which this might occur, including direct immunological
effects of alcohol, interactions and competitions with drugs,
nutritional intake, and metabolic deficiencies. In addition,
we reviewed behavioral factors by which alcohol consump-
tion could affect HIV progression, such as reduced/poor
retention in HIV care, adherence, nutrition, and mental
health. Given this strong evidence, one would expect that
simple bivariate analyses would show strong associations
between heavy alcohol consumption and HIV outcomes,
and these associations would be attenuated when causal
pathway variables are included in the model. However, this
is not the case in most of the analyses reviewed above.
Instead, pre-HAART studies showed no associations be-
tween heavy alcohol consumption and HIV outcomes,
while some but not all of the later studies did find such
an association. There are several possible explanations for
these findings.

First, several of the early studies measured alcohol
consumption at baseline, yet alcohol consumption changes
over the course of HIV infection [6]. Such a misclassifica-
tion of the exposure could cause an association to be
obscured. However, for the studies that included time-
dependent measures of heavy alcohol consumption, the
feedback loop between declining health and subsequent
declining alcohol consumption might have counteracted
any deleterious effects of alcohol on disease progression.
While some studies attempted to address that issue, by
measuring changes in alcohol consumption or only mea-
suring alcohol consumption in the first several years after
diagnosis, current statistical methods such as marginal
structural models may be more powerful in detecting
associations [50]. This feedback loop may not have been
an issue in the later studies, because ART is usually started
before patients develop any outward signs of disease
progression. Another issue is that some of the earlier studies
focused on any or current alcohol consumption, rather than
heavy alcohol consumption, which may explain the lack of
associations in these studies if heavy alcohol consumption is
needed to accelerate HIV disease progression.

Another possible issue is that the risk profile of the
populations studied changed over time, with a shift from
predominantly men who had sex with men, to inner-city
clinic patients and poly-substance users. The latter groups
of patients may have engaged in heavier levels of alcohol
consumption or other illicit drug use which was associated
with HIV disease progression.

Another possible explanation for the lack of association
in the early studies is that the outcome measures shifted
over time from AIDS-defining illnesses to biological
markers of immunological decline (CD4) or viral replica-
tion. If alcohol has a direct effect on immune function, then
it is more likely that there will be a significant association
when CD4 cell count is used as the outcome variable.

Lastly, it is important to consider the possibility that
publication bias became a more pervasive issue as the
AIDS epidemic wore on. It seems quite conceivable that
researchers evaluated associations between alcohol con-
sumption and HIV disease outcomes in their cohorts, but
did not pursue these analyses to the stage of publication if
the findings were not statistically significant. Because this
question is still unresolved, we suggest an analysis of
existing cohort study datasets, taking into account the
measurement and analysis issues raised above.

Given the ubiquitous nature of alcohol use among the
people of the world who are infected with HIV, quantifying
the impact of alcohol consumption on HIV disease
progression has major implications on the AIDS epidemic
if even only a modest effect is found. Hence, in addition to
taking optimal advantage of existing data to further
illuminate the relationship of HIV disease and alcohol
use, identifying a cohort in which ART has not been
initiated and in which alcohol is heavily consumed and can
be measured would provide very valuable empirical data.
Such a cohort could provide key insights into this issue,
particularly if the data are collected in a manner that learns
from past studies’ limitations.

Conclusions

The link between alcohol use and HIV disease progression
is clearly complicated to disentangle, and the more recent
empirical evidence is suggestive but not strong. Although
alcohol-related behavior appears to impact HIV disease
progression through ART adherence, biological mecha-
nisms are also likely to be implicated. Future studies should
continue to investigate this important topic in order to
provide clearer evidence, ultimately with the goals of
utilizing the most valid measurement and statistical techni-
ques and furthering our understanding by carefully control-
ling for confounding and meanwhile examining
mechanisms of action. These studies are crucial so that
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the true impact and cost-effectiveness of interventions
designed to slow or prevent alcohol-associated HIV disease
progression can be determined.
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OBJECTIVES: To compare longitudinal patterns of
health care utilization and quality of care for other
health conditions between breast cancer-surviving
older women and a matched cohort without breast
cancer.
DESIGN: Prospective five-year longitudinal comparison
of cases and matched controls.
SUBJECTS: Newly identified breast cancer patients
recruited during 1997–1999 from four geographic
regions (Los Angeles, CA; Minnesota; North Carolina;
and Rhode Island; N=422) were matched by age, race,
baseline comorbidity and zip code location with up to
four non-breast-cancer controls (N=1,656).
OUTCOMES: Survival; numbers of hospitalized days
and physician visits; total inpatient and outpatient
Medicare payments; guideline monitoring for patients
with cardiovascular disease and diabetes, and bone
density testing and colorectal cancer screening.
RESULTS: Five-year survival was similar for cases and
controls (80% and 82%, respectively; p=0.18). In the
first follow-up year, comorbidity burden and health care
utilization were higher for cases (p<0.01), with most
differences diminishing over time. However, the number
of physician visits was higher for cases (p<0.01) in every
year, driven partly by more cancer and surgical special-
ist visits. Cases and controls adhered similarly to
recommended bone density testing, and monitoring of
cardiovascular disease and diabetes; adherence to
recommended colorectal cancer screening was better
among cases.
CONCLUSION: Breast cancer survivors’ health care
utilization and disease burden return to pre-diagnosis
levels after one year, yet their greater use of outpa-
tient care persists at least five years. Quality of care

for other chronic health problems is similar for cases
and controls.
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D emographics and therapeutic progress in the United
States are increasing the number of older cancer

survivors. About 182,500 women were diagnosed with breast
cancer in 2008, almost half occurring in women aged 65 or
older. At five years, 89% remain alive;1 of over 2.6 million
breast cancer survivors in the United States, more than half
are ≥65 years old.2 Both the prevalence and absolute numbers
of breast cancer survivors will grow, because aging is the
most important risk factor for breast cancer;3 gains in life
expectancy and advances in detection and treatment will
place more women at risk for breast cancer, and breast
cancer survivorship.

Comorbidities also increase with age, for those with cancer
and others.4–7 Across most cancer types, older cancer patients
report significantly more comorbidity and poorer physical
health than non-cancer patients of the same age.6–8 Since
hypertension, heart conditions, arthritis, and diabetes are
common in older breast cancer survivors,7 the Institute of
Medicine has emphasized quality follow-up care for this
cohort.9,10

Although follow-up care is essential in cancer survivor-
ship,11–15 studies comparing the quality of care for cancer
survivors to those without cancer are conflicting. A longitudi-
nal study of patients with diabetes showed similar quality of
diabetes care for patients with and without cancer.16 Other
studies have found that older cancer survivors receive similar,
or less follow-up care than controls, or that the type of primary
and cancer-related care varies by provider type.9,11–14 Finally,
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a SEER-Medicare study of older breast cancer survivors found
them receiving more preventative services than non-cancer
patients.17 The inconsistent results may be due to different
study populations (e.g. source, age, and type of cancer) and/or
the kinds of follow-up care examined.

To answer whether overall healthcare utilization and quality
of follow-up care for other conditions differs for older women
with and without breast cancer, we conducted a multi-site
study of women ≥65-years of age with breast cancer and age-,
morbidity-, and geography-matched controls. We compared
differences in survival and quality of follow-up care over five
years.

METHODS

Study Design

In this prospective, longitudinal study, we compared survival,
comorbidity, healthcare utilization, and quality of care between
breast cancer patients and a matched control cohort using
Medicare data from the Centers for Medicare and Medicaid
Services (CMS). We examined annual comorbidity and health-
care utilization for five years following the date of breast cancer
diagnosis. Quality of care was defined as guideline-consistent
colorectal cancer screening, bone density testing, andmonitoring
of cardiovascular disease and diabetes.

Study Participants

Recruitment procedures for the breast cancer cohort are
detailed elsewhere.18 Briefly, we identified newly diagnosed
breast cancer patients by reviewing pathology reports at
hospitals or tumor registries in four geographic regions (Los
Angeles, California; Minnesota; North Carolina; and Rhode
Island). Each setting received Institutional Review Board
(IRB) approval. Eligibility required: stage II–IIIA disease or
stage I disease with a tumor diameter ≥1 cm; age at
diagnosis ≥65 years; no prior history of primary breast
cancer; no simultaneously diagnosed or treated second
primary tumor at another site; English speaking; and,
competent for interview.

Eligible participants were mailed an enrollment package
and called by a research staff member. Between 1997 and
1999, 921 women agreed to participate by returning an IRB-
approved signed consent form, and were enrolled. Tumor
information was collected by medical record review, with date
of definitive biopsy treated as the enrollment date for each
case. Based on additional information, 56 respondents did not
meet inclusion criteria, leaving 865 eligible cases.

Because fee-for-service CMS records were the only source of
utilization information for both cases and controls, some
otherwise eligible cases could not be included in this compar-
ison study. Such records were only available for Medicare
enrollees with both inpatient (Part A) and outpatient (Part B)
entitlement and fee-for-service (FFS) coverage. We excluded 301
cases without such coverage for the entire period beginning one
year before study enrollment and for five years following.
Additional case exclusions were due to problematic Medicare
identifiers (n=136); no matched controls (n=5); and no confirma-
tion of breast cancer diagnosis in the administrative data (n=1).

For the remaining 422 cases, we selected controls in two
stages. First, using the full (100%) Medicare data, we
identified all potential controls (n=21,241) that exactly
matched at least one case by age, race (White, Black or
Other) and 5-digit zip code location. For 5.8% of cases we
did not find exact matches and therefore relaxed the matching
criteria for age (±/−2-years) and zip code (within 20-mile radius).
We excluded women with a history of breast cancer.

From among the 21,241 potential controls for the 422 cases,
we sought four controls for each case—specifically the four
non-cases who best matched the comorbidity burden of the
case in the year prior to her cancer diagnosis. Selected controls
were assigned the same “enrollment date” as its matched case.

“Comorbidity burden” was measured by a prospective
diagnostic cost group (DCG) score, calculated from age, sex
and all ICD-9-CM diagnosis codes recorded—excluding breast
cancer diagnosis codes—for inpatient and outpatient encoun-
ters during the year preceding “enrollment.”19 The diagnostic
cost group (DCG) risk adjustment system is a validated risk
adjustment system.20,21 Originally developed for setting pro-
spective Medicare payments, DCG models are now used to risk
adjust various outcomes in a range of populations. The DCG
score used here indicates the expected future cost of utiliza-
tion, normalized to average 1.0 in the Medicare over-age-65
population. All but 13 of the 422 cases had at least five
potential controls, from which the four potential controls with
comorbidity burden (DCG score) nearest to that of the matched
case were selected. Of the rest, one had four potential controls;
two had three; and ten had one. These were all included in the
final study population of 422 cases and 1,656 controls.

Data Sources and Variables

For the study population, we obtained Medicare eligibility files
for 1996 to 2004 and Medicare claims files (MEDPAR, carrier
and outpatient) for 1996 to 2003.

We defined outcome measures using the day after the study
enrollment date (which differs by case), as the beginning of follow-
up. We identified dates of death through 12/31/2004 from CMS
denominator files. We measured comorbidity burden using the
DCG score, as above, for each of five 365-day periods subsequent
to the study enrollment date. To measure total non-breast cancer
illness burden, we dropped breast cancer codes (ICD-9-CM
174.0-174.9, 198.81) before calculating the score. In each year,
utilization was measured as follows: overall utilization as total
Medicare payments; inpatient, as both 1) number of hospital
days and 2) Medicare payments charged for inpatient care:
outpatient, as payments for outpatient care (including physician
visits, imaging, laboratory tests and procedures). We also exam-
ined payments by type of care,22 and a narrow outpatient
measure: number of physician visits. Using provider specialty
codes we categorized visits by specialty—cancer, cardiopulmo-
nary, mental health, surgery, generalist and other. Since outliers
among individual expenditures would unduly influence overall
statistics, annual inpatient payment measures above $50,000
were reset to $50,000; similarly, outpatient payment measures
were top-coded at $25,000. This “top-coding” affected at most
eight observations for any measure.

Quality of care was measured by adherence to a) guideline-
consistent colorectal cancer screening23 and b) bone density
testing for all subjects24, and c) recommended monitoring for
those with cardiovascular disease (CVD) or with diabetes (DM),
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identified from ICD-9-CM diagnosis codes prior to the enroll-
ment date.

Analyses

We used baseline interview data to compare breast cancer
patients included in this study (N=422) with the cases (N=443)
that could not be included. The groups were similar with
respect to age, race/ethnicity, and a range of comorbidity,
tumor and treatment characteristics.

Our key comparisons were of the 422 cases and 1,656
controls, using t-tests, chi-square tests, and log-rank tests (for
survival data) as appropriate. We used Kaplan-Meier survival
analyses, with log-rank tests for differences by group, and
proportional hazards regression models to examine group
differences while controlling for differences in baseline comor-
bidity, age, race and geography between cases and controls.

For annual utilization measures, we report t-test compar-
isons between cohorts. Analogous adjusted comparisons were
tested using linear multivariate regression. Given that the
cohorts were fairly well matched on important predictors,
regression-based findings were very like those based on t-
tests. Thus, we only report the latter. Quality of care measures
were compared using chi-square tests.

RESULTS

Table 1 characterizes the demographics and baseline comorbid-
ity burden of the cases and thematched controls. In both groups,
over half were aged 65 to 74; about 4% were black; over 70% of
both cohorts had less comorbidity at baseline than the Medicare
average (1.0), mainly due to younger ages. While not statistically
significant, more cases (6.9%) than controls (5.0%) were in the
highest comorbidity burden category (DCG >3.0).

Most subjects (74% of cases and 76% of controls) were alive as
of 12/31/2004, the study end date (p=0.16). Five-year survival
was 80% and 82% for cases and controls, respectively (p=0.18).
Annual mortality (Fig. 1) was also similar by either log-rank test
or Cox proportional hazards regression (both p≥0.15).

Table 2 compares healthcare utilization and comorbidity
burden annually for five years following enrollment. During the
first year following breast cancer diagnosis, Medicare pay-
ments for cases ($11,193) were significantly higher than for
controls ($3,159; p<0.01). The magnitude of this difference
decreased in subsequent years, yet Medicare payments
remained significantly higher for cases in three of the four
years. Non-breast cancer morbidity was higher for cases than
controls in all years.

Table 3 characterizes utilization differences separately for
inpatient and outpatient care. In the year following breast
cancer diagnosis, average Medicare payments for cases were
$3,935 for inpatient care and $7,259 for outpatient care. Both
were notably higher than for controls ($1,710 and $1,450,
respectively, p<0.01). This difference is reflected in the quan-
tity measures: first-year hospital days averaged 3.9 for cases
and 1.7 for controls (p<0.01), and average number of outpa-
tient physician visits for cases (16.6) was twice that for controls
(8.1; p<0.01). However, trends differed markedly for outpatient
and inpatient care. The number of outpatient physician visits
remained significantly higher for cases in each of the four
subsequent years, although the year-five difference was smal-
lest (cases=11.0; controls=8.8, p<0.01). In all five years, there
were similar visit numbers for generalists and most specialists,
but higher visit numbers for cancer and surgery specialists. In
terms of Medicare payments, this difference was significant (in
all but the fifth year). For outpatient payments by type of care—
physician visits, imaging, laboratory tests and procedures—
differences were uniform across all types. In contrast, differences
in inpatient care, measured either as Medicare payments or
hospital days, were not significantly different in three of the four
years.

We also examined quality of care for all patients and for
those with CVD or DM at study entry, which were similarly
prevalent among cases and controls (Table 4). Among those
with CVD, missing at least one biennial lipid test prior to the
end of 2003 (for survivors) or the date of death (for non-
survivors), was more likely than not for both cases and
controls. Diabetes was also similarly prevalent (19% vs. 17%,
for cases and controls, respectively), as were lipid and AIC
testing, and eye examinations. Among all cases and controls,

Table 1. Characteristics of the Study Population

Cases (n=422) Controls (n=1,656)

Age at study inceptiona (%)
65–74 54.5 54.3
75–84 37.2 37.4
85+ 8.3 8.3
% Black 4.3 4.4
Baseline comorbidity burden scoreb (DCG score) %
<1.0 73.7 75.7
1.0 to 2.0 19.4 19.3
>3.0 6.9 5.0
Year of study inceptiona

1997 19.7 20.0
1998 54.5 54.2
1999 25.8 25.8

Similarity between the two cohorts was not rejected for any of the
characteristics (at 5% significance level)
aBased on date of diagnosis for cases; for controls, the date of diagnosis
for the matched case was used
bBased on the 1-year prior to study inception

Figure 1. Survivorship of breast cancer cases and controls.
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bone density testing was also equally prevalent; however, non-
adherence to colorectal cancer screening among cases (33%)
was lower than that for controls (47%; p-value < 0.001).

DISCUSSION

This prospective study contrasted health outcomes and
healthcare utilization for a cohort of breast cancer patients
over five years following their cancer diagnosis with those of
controls matched by age, geographic location and total comor-
bidity burden. Non-breast cancer comorbidity at baseline and
five-year survival were similar in the two cohorts at baseline.
Although similar in all other years, non-breast cancer comor-
bidity was significantly higher for cases in the first year
following breast cancer diagnosis. Among survivors in each
cohort, hospital utilization exhibited the same pattern, with
more days of hospitalization and Medicare payments in the first
follow-up year, but similar amounts subsequently. In contrast,
both numbers of physician visits and total Medicare payments
for outpatient services (as measured by Medicare payments)
were notably higher for cases—by over 25%—during most of the
five follow-up years. Quality of care, as measured by guideline-
adherent monitoring for those with baseline CVD and DM, and
bone density testing for all patients, was also similar in the
groups. However, colorectal cancer screening guideline adher-
ence was better for cases.

Our estimates of utilization following breast cancer diagno-
sis are like those of Yabroff et al. in which Medicare payments
in the first year following breast cancer diagnosis were $11,728
(1999–2003), and higher than for a cohort matched by age and
geographic location, but not comorbidity.25 While the
corresponding estimate from our study was $8,034, these
figures are not directly comparable due to differences in
control selection, study time-period, and geography. However,
we estimated inpatient costs for our cases to be 27% of total
Medicare payments for the cases, which is similar to the
Yabroff et al. estimate of 25%. Note that Medicare payments
serve as a good proxy for inpatient and outpatient health care
services as Medicare is the primary payer, accounting for over
86% of such expenditures for the elderly.26

Some studies have found greater comorbidity among cancer
patients than among age-similar non-cancer patients.5–7

Therefore, when breast cancer patients are compared with
non-cancer patients matched only on age and location,25,27,28

the cancer patients could have higher healthcare utilization for
this reason alone. In this study we matched by baseline
comorbidity in addition to age, race and geography; this
enabled us to ask if the breast cancer diagnosis and treatment
itself have longer term effects on healthcare utilization? While
inpatient care utilization was similar between the two cohorts,
numbers of physician visits and Medicare payments for
outpatient care were consistently greater among breast cancer
survivors—by over 100% in the first year and at least 25% in
all four subsequent years. Breast cancer survivors visited

Table 3. Inpatient and Outpatient Healthcare Use Following Breast Cancer Diagnosis

Period after diagnosis Mean (Std Dev) P-value Mean (Std Dev) P-value

Cases Controls Cases Controls

Inpatient care
Inpatient Medicare payments (‘000 $) # Hospitalization days

1st Year 3.9 (6.2) 1.7 (5.5) <0.01 3.9 (6.8) 1.7 (5.2) <0.01
2nd Year 1.7 (5.2) 1.7 (5.5) 0.99 1.8 (5.4) 1.6 (5.1) 0.60
3rd Year 2.5 (6.4) 1.7 (5.2) 0.01 2.2 (6.1) 1.7 (5.3) 0.09
4th Year 2.4 (6.6) 1.9 (5.7) 0.17 2.2 (6.4) 1.8 (5.7) 0.26
5th Year 1.4 (4.1) 1.6 (4.9) 0.65 1.2 (3.7) 1.4 (4.4) 0.59

Outpatient care
All outpatient Medicare payments (‘000 $) # Physician Visits

1st Year 7.3 (4.8) 1.5 (2.2) <0.01 16.6 (11.1) 8.1 (8.5) <0.01
2nd Year 2.2 (2.7) 1.5 (2.3) <0.01 12.5 (10.1) 8.6 (9.1) <0.01
3rd Year 2.6 (3.1) 1.8 (2.6) <0.01 12.3 (9.9) 8.9 (9.7) <0.01
4th Year 3.0 (4.0) 2.1 (3.0) <0.01 13.0 (10.5) 9.6 (9.6) <0.01
5th Year 2.2 (2.7) 2.1 (1.8) 0.57 11.0 (9.5) 8.8 (9.2) <0.01

a P-value is from a t-test of equal mean in same-year measures between cases and controls

Table 2. Total Medicare Payments and Comorbidity Burden Following Breast Cancer Diagnosis

Period after diagnosis Total Medicare payments (‘000 $) Comorbidity burden (DCG) score

Mean (Std Dev) P-value Mean (Std Dev) P-value

Cases Controls Cases Controls

1st Year 11.2 (8.3) 3.2 (7.2) <0.01 0.90 (0.84) 0.80 (0.68) 0.01
2nd Year 3.9 (7.0) 3.3 (7.1) 0.10 1.04 (1.01) 0.96 (0.87) 0.12
3rd Year 5.1 (8.2) 3.5 (7.0) <0.01 1.11 (1.00) 0.98 (0.87) 0.01
4th Year 5.4 (9.1) 4.0 (7.7) <0.01 1.15 (1.03) 1.06 (1.01) 0.12
5th Year 3.6 (5.6) 3.6 (7.9) 0.96 0.95 (0.76) 0.95 (0.82) 0.90

a Comorbidity burden, excluding breast cancer, is measured by diagnosis-based DCG score. Score=1 denotes mean Medicare enrollee burden
b P-value is from a t-test for equal means in same-year measure between cases and controls
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cancer specialists more often, but numbers of visits to mental
health specialists and generalists were similar. Some of this
difference may be due to a “volunteer effect”, in which those
who agree to enroll in a study are more likely to engage in
systematic care-seeking than the controls who were selected
by retrospective matching; the control group contains both
women who would have and those who would not have
accepted study enrollment had it been offered.29,30

Greater outpatient care among breast cancer survivors
could also reflect long-term and late complications of cancer
treatment,13,31 since comorbid conditions and their treatment
may interact with cancer and its treatment, leading to worse
physical health and higher mortality risk.6,32,33 However,
survival for at least five years following diagnosis was quite
similar for cases and controls, as was measured comorbidity
levels in most years. Hence, more physician visits and
outpatient care among breast cancer survivors does not
appear to be due to their being sicker. More likely is that
increased outpatient care is associated with breast cancer
follow-up care. Indeed, the Institute of Medicine report From
Cancer Patient to Cancer Survivor: Lost in Transition focuses on
the complex follow-up needs of cancer survivors, including
preventive care, monitoring for treatment side effects (e.g.,
adjuvant hormonal therapy) and recurrence surveillance.9

That is, breast cancer patients, after being drawn into the
caregiving network, are likely to remain engaged. Several
studies have examined whether breast cancer modifies care-
seeking for comorbid conditions among older adults.11,16,17,34–36

We examined colorectal cancer screening and bone density
testing for all patients, andmonitoring for two important chronic
condition subgroups—those with CVD and DM. We found no
differences between cases and controls, except in the case of
colorectal cancer screening. Similar or better quality of care

among breast cancer survivors is consistent with our finding that
they had more physician visits compared to the controls.
Differing study design makes comparisons with previous reports
difficult. Snyder et al. found that in each of the five years of follow-
up, breast cancer survivors had less colorectal cancer screening,
bone density and lipid testing thanmatched controls.36 However,
their controls were chosen from women who had had a mammo-
gram during the baseline year, making it likely that their overall
quality of care was also above average. In contrast, Earle et al.
found that breast cancer survivors with diabetes hadhigher rates
of lipid testing than matched controls.17 Since comorbidity was
not a matching criterion, this could have been due to differences
in comorbid disease burden. Ultimately it has not been clear
whether breast cancer survivors receive either more or less
chronic disease care than similarly-ill women with the same
morbidity burden. Keating et al., which alsomatched controls by
comorbidity, found any-cancer survivors with diabetes receiving
diabetes screening “of generally similar quality” as non-cancer
diabetics.16 This is consistent with our findings.

Previous studies have examined breast cancer survivors
retrospectively;17,37 in contrast, we have been able to examine
survival prospectively. The estimated five-year survival for this
breast cancer cohort (79.6%), is lower than that for National
Cancer Institute’s Surveillance Epidemiology and End Results
(SEER) regions (89.6%; 1996–2003).38 This could partly be due
to the difference in populations represented—our subjects were
from four selected geographic areas, while SEER data is obtained
from areas containing over 26% of the national population.
Further, because we were also interested in studying utilization,
we examined only fee-for-service Medicare beneficiaries.

This study has several limitations. The study population
was clustered in four geographic areas and may not generalize
nationally. The breast cancer cohort had volunteered for a
study; they may be healthier, or more prone to positive health
behaviors, than other survivors, or a matched cohort selected
from the general population.29,30 Also, we used only Medicare
administrative data, with limited clinical detail on comorbidity
severity and no pharmacy data; since patient comorbidity was
identified from diagnoses coded on claim forms, breast cancer
survivors’ greater interaction with health care providers may
partly explain their higher measured comorbidity. Both cases
and controls participated in Medicare FFS; in this sense they
were similar, but not fully representative of Medicare enrollees,
upwards of 20% of whom are enrolled in managed care plans.
Also, since studying survivorship requires waiting for the data
to mature, our subjects’ care does not reflect recent advances
in breast cancer management, such as sentinel lymph node
biopsy and the use of aromatase inhibitors. We also recognize
that the sub-cohorts examined for quality of care, involving those
with baseline CVD and diabetes, were small. The study cohort
has few minorities (4.3% black), a result of a) the population
distribution of the study regions and b) older black women being
at lower risk of developing breast cancer, but at higher risk of
presenting with late stage disease (and therefore excluded from
our study). Finally, due to lack of completeness of provider
specialty field, the provider type of a sizable proportion of
physician visits (about 25%) could not be determined.

In summary, this study clarifies the mixed picture related to
longitudinal health care for older breast cancer survivors. We
found that, beyond the first year after breast cancer diagnosis,
older survivors have patterns of disease burden, inpatient care
and quality of care for other health problems quite similar to

Table 4. Comparison of Indicators of Inadequate Quality of
Chronic Disease Care

Survivors Controls P-value

Cardiovascular disease (CVD)
Baseline prevalence, % 49 49 0.97
CVD patients who missed
biennial lipid test, %

49 48 0.87

Diabetes (DM)
Baseline prevalence, % 19 17 0.36
DM patients who missed
biennial lipid test, %

39 39 0.98

DM patients who missed
annual A1C test, %

66 64 0.74

DM patients who missed biennial
eye exam, %

42 43 0.80

All
% missed guideline colorectal
cancer screening during
follow-up

21 27 0.03

% with no bone density
testing during follow-up

57 59 0.47

Data on care received following breast cancer diagnosis till Dec 31, 2003
a The follow-up period extends from the day after enrollment to 12/31/
2003 or the date of death if the latter is earlier. Using the U.S. Preventive
Services Taskforce guideline for colorectal cancer screening, we defined
compliance for this study cohort as one of the following during the follow-
up period (for subjects in 65–75 year age group): i) annual screening with
high-sensitivity fecal occult blood testing, ii) one sigmoidoscopy exami-
nation and one fecal occult blood test, and iii) one colonoscopy
examination23,39
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those of women without breast cancer. There was one excep-
tion—they had notably more physician visits, especially for
cancer and surgical specialists, than non-breast-cancer
patients in each of five years of follow-up. Reasons for this
should be pursued using more detailed clinical data. For
example, were the excess visits for cancer surveillance, and, if
so, did they follow accepted guidelines?
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Abstract For many surgical procedures, apparent volume–outcome relationships may

reflect differences in patient risk-profiles as well as quality of care. As some important

patient profile differences may be unobserved, we use fixed effects (FE) regression to

estimate the relationship between operative mortality and surgeon and hospital volumes,

and compare this method with the more commonly used random effects (RE) regression

approach. The 1998 and 1999 Medicare Inpatient and Denominator files for Medicare Fee

for Service enrollees aged 65–99. Operative mortality rates are estimated for different

surgeon and hospital volume tertiles (high, medium, low) using FE and RE regression

methods, adjusted for patient demographics and morbidities. The data were collected by the

Centers for Medicare and Medicaid Services (CMS). FE regression estimates that lowest

volume tertile hospitals have 1.4 and lowest volume tertile surgeons have 1.6 additional
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operative deaths (for every 100 CABG surgeries) compared to their highest volume tertile

counterparts. The corresponding RE estimates are 0.5 and 1.4 respectively. The substan-

tially higher FE hospital volume effect compared to RE indicates the presence of unob-

served ‘‘protective’’ characteristics in lower volume providers, including a less complicated

patient profile. Lower hospital and surgeon volumes are associated with substantially higher

excess operative mortality from CABG surgeries than previously estimated.

Keywords Hospital volume � Surgeon volume � Fixed effects � Random effects

1 Introduction

An overwhelmingly large proportion of studies to date indicate that hospitals and surgeons

who perform more surgeries have lower operative mortality (Halm et al. 2002; Shahian and

Normand 2003). To what extent then can we infer that higher volume providers offer better

quality care? At the provider level, lower operative mortality can result from better quality

of care or from having more patients with fewer medical complications. Such variation of

patients across providers can result from selective physician referral, patient choice or

strategic selection by providers (‘‘cherry picking’’). An analyst using administrative or

clinical data can identify and control for some of these patient profile differences using

available clinical and demographic information. But there may still be other patient

characteristics, largely unobserved by the analyst, that potentially influence operative

mortality. We use an econometric method—‘‘fixed effects’’ (FE) regression—that takes

advantage of the dual clustering of patients among surgeons and hospitals, to estimate the

association between provider volume and operative mortality in a way that adjusts even for

unobserved provider-level differences in patient characteristics. Results are then compared

with those from random effects (RE) regressions, the most commonly used approach in the

literature.1 Also referred to as ‘hierarchical’ models, they are commonly used in risk

adjustment for evaluating health outcomes (Christiansen and Morris 1997; Krumholz et al.

2006; Normand et al. 1997; O’Brien et al. 2008; Shahian et al. 2005).

While the present study is limited to CABG surgeries, the significance of this meth-

odological issue should be viewed in the context of the far-reaching impact of this volu-

minous literature, dating back over three decades (Luft et al. 1979). As indicated by recent

surveys, interest in the volume–mortality relationship spans a wide range of surgeries

(predominantly high risk cardiovascular surgeries and cancer resections) as well as non-

surgical care (such as inpatient treatment for pneumonia or HIV positive patients)(Halm

et al. 2000; Post et al. 2010; Shahian and Normand 2003). The findings from this literature

1 As the term ‘‘fixed effects’’ used in the econometrics literature is quite different from that in the applied
statistics/biostatistics literature, a clarification is in order. In regressions involving multilevel or hierarchical
data, fixed effects regression is an approach in the econometrics literature wherein only intra-level variation
is used to obtain regression coefficient estimates. For instance, in the context of longitudinal person-level
data, fixed effects regression estimates are obtained by comparing only the temporal changes in measures,
not the levels between individuals. The strength of this approach is that each individual is treated as a control
for himself/herself. Random effects estimates utilize both within- and between-individual variation.
(Johnston and DiNardo 1997; Wooldridge 2002). Alternately, in the applied statistics literature, the terms
‘‘fixed effects’’ and ‘‘random effects’’ are used to specify the nature of the regression coefficients in a
multilevel regression. If a coefficient is permitted to vary—say across individuals in a longitudinal data
framework—then it could be specified as a random variable; however, if a coefficient is not permitted to
vary then it is described as a ‘‘fixed effect’’ (Raudenbush and Bryk 2002). Such a distinction does not arise in
this study as none of the regression coefficients are random.
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have attracted the attention of a variety of interest groups—consumer advocacy groups,

health insurance coalitions and state agencies seeking to reduce costs and improve quality

by enforcing protocols of proven efficacy. Strategies include regionalizing selected sur-

geries, publishing provider report cards and recommending provider minimum volumes for

specified surgeries (Birkmeyer 2000, 2004; Birkmeyer and Birkmeyer 2006; Fredenheim

2005; Hewitt 2000).

Along with the growth of the volume-mortality literature has come a better under-

standing of its vulnerabilities, especially given that virtually all such studies are based on

observational data, usually administrative or clinical databases. An enduring potential

weakness arises from unobserved differences among patients seen by different providers.

The multitude of processes that connect patients with surgeons and hospitals are not ran-

dom, and are known to result in systematic differences, often large, in the patients treated by

different surgeons at different hospitals (Auerbach et al. 2009; Kumbhani et al. 2009).

Sicker patients are likely to gain more from higher-quality care and thus may be more

prevalent among the patients of providers perceived to have higher quality. This matching

may result from physician referrals or from patients’ choice based on available information

(including, report cards). Another sorting process involves a different kind of response to

provider report cards: providers avoiding sicker patients (‘cherry picking’) possibly seeking

a more favorable operative mortality record (Dranove et al. 2003). Recent evidence also

points to systematic differences by hospitals in socioeconomic patient profiles—in partic-

ular, of significant clustering of black and other minority patients in relatively few hospitals

(Jha et al. 2007; Losina et al. 2007). Not all the important differences among patients are

observed, even in detailed clinical databases (Dranove et al. 2003; Gowrisankaran and

Town 1999). To the extent that these unobserved factors significantly affect operative

mortality, then traditional comparisons of operative mortality rates across all surgeons and

hospitals risk mistaking differences in patient severity with differences in the quality of

care. For instance, if higher volume hospitals attract disproportionately larger number of

sicker patients and some important illness characteristics are not observed, then RE

regression is likely to over-estimate adjusted mortality and under-estimate quality of care

for the surgeons in higher volume hospitals. An attractive alternative is to limit comparisons

of surgeons within each hospital, thereby sweeping out unobserved patient characteristics

across hospitals. This is the basic logic behind the econometric approach to FE regression.

Given the clustering of patients at the surgeon and hospital levels, the advantage of FE

regression is in exploiting the within-provider variation in operative mortality to estimate

the volume–outcome relationships, thereby making it robust to systematic differences in

unobserved characteristics at provider level. In contrast, the RE regression, the standard

workhorse in this literature, is based on the assumption that there are no systematic

differences across providers in unobserved patient characteristics. Given evidence of large

socioeconomic patient profile differences across hospitals (due to residential segregation

and other factors), cherry-picking and patient choice, the assumption of a standard random

effects model needs to be validated. The only existing study using FE regression that we

know of examined associations of longitudinal changes in hospital volume on two patient

outcomes (length of stay and inpatient mortality) from hip fracture surgery (Hamilton and

Ho 1998). They found that the apparent protective effect of higher volume from RE

regression disappeared when adjusted for hospital fixed effects.

We use a readily available data set previously used to examine the association of

operative mortality with hospital and surgeon volumes. To control for systematic provider-

level differences in unobserved patient as well as provider characteristics, we use a FE

regression approach modified to take advantage of the nature of surgeon and hospital level

18 Health Serv Outcomes Res Method (2010) 10:16–32
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clustering of patients. Two separate FE regressions are estimated, one to estimate the

surgeon volume effect (i.e., association of surgeon volume and operative mortality) and

another to estimate the hospital volume effect. As most hospitals in our data had two or

more surgeons, to estimate surgeon volume effect, unobserved differences in patients

across hospitals are controlled for by only comparing operative mortality of surgeons

within same hospital. To estimate the hospital volume effect, we take advantage of the fact

that surgeons are not nested in hospitals—a large proportion (51%) of surgeries are per-

formed by surgeons who operated at two or more hospitals. This enables us to compare

operative mortality across hospitals of patients operated by the same surgeon—thereby

adjusting for systematic unobserved patient characteristics at the surgeon level.

By relying only on within-cluster comparisons, the FE approach offers a better

approximation of the operative mortality differences arising from differences in quality of

care indicators—including caregiver skill, experience and pre and post operative process of

care. This is herein referred to as the quality of care component of the operative mortality

differences by provider volume. Based on this we can also estimate the unobserved factors
component—the residual mortality differences by provider volume that may be attributed

to unobserved characteristics, including systematic unobserved patient differences across

providers. We compare the estimates of this FE decomposition with the overall single

estimate from a parallel RE regression. That is, does the sum of the two FE components

equal the estimate from RE regression?

2 Data and methods

2.1 Data

We use an analytic data set of patient level CABG surgery mortality outcomes and

covariates previously used to examine volume–outcome relationships, adopting all the

variable definitions from that study (Birkmeyer et al. 2002, 2003). Briefly, using 100% of

acute care hospitalization discharge data for Medicare fee-for-service beneficiaries in 1998

and 1999, admissions in which CABG surgery was performed for persons aged 65–99 are

included (thereby excluding a small number of CABGs performed on younger patients

with disability or End Stage Renal Disease). Discharges that also involved a valve

replacement were excluded. The Institutional Review Board at Boston University School

of Medicine approved the study protocol.

To identify the operating surgeon for each CABG, the unique provider identification

number in the ‘‘primary operator’’ field in the Medicare Inpatient file was used. In 6% of

procedures the provider identification numbers were invalid and therefore excluded. In

addition, only CABGs performed by self-designated cardiothoracic surgeons were selec-

ted, to avoid cardiologists being wrongly identified as surgeons. This results in an addi-

tional 13% of the records being excluded, leading to a study sample of 220,592 patients.

2.2 Analytic cohorts

Patients in the data are clustered at the level of surgeons and hospitals. The FE approach to

estimating the effect of surgeon volume consists of comparing surgeons in each hospital—

thereby requiring at least two surgeons in every hospital. This cohort, herein called the

Within Hospital Cohort, is obtained by excluding 60 hospitals (out of 958), because only

one surgeon operated there, and 2,802 patients (out of 220,592).
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An analogous FE approach is used to estimate the effect of hospital volume. Here we

limit our analysis to outcome for patients of surgeons who operate at two or more hospitals

(‘‘splitters’’) so that we can compare outcome of patients from the same surgeon but at

different hospitals. This cohort, called the Within Surgeon Cohort, retains 44% of all

surgeons, 79% of the hospitals and 51% of all patients.

2.3 Outcome measure and covariates

Operative mortality for a patient is defined as death within 30 days of the procedure or

before hospital discharge. Surgeon and hospital volumes are defined as the total number of

CABG surgeries performed in a year, including Medicare as well as other payer patients.

These are estimated for individual surgeons and hospitals by scaling up Medicare FFS

volume to reflect total volume—the scale up multipliers are based on the proportion of all

CABG patients who are Medicare FFS beneficiaries, obtained from 1997 Nationwide

Inpatient Sample (NIS) and urban/rural location. Both surgeons and hospitals are cate-

gorized into patient-level tertiles—using 101 (33rd percentile) and 162 (66th percentile)

surgeries per year as the cutoffs for surgeon volume and 314 and 628 for hospital volume.

Patient covariates include age, sex, race, the Charlson comorbidity score and an area-level

income measure (mean income from Social Security for the patient’s residence ZIP code).

The Charlson score is based on ICD-9-CM diagnosis codes from the index admission as

well as any other inpatient admissions in the preceding 6 months, excluding primary

indicators for the surgical procedure or post-operative complications. Hospital character-

istics adjusted for are teaching status and ownership (not-for-profit, government and for-

profit).

2.4 Estimation

Our interest is in estimating the relationship between operative mortality and both surgeon

and hospital volumes. A general regression notation that encompasses the FE and RE

approaches is as follows.

OMpsh ¼ a � PCpsh þ bS � SVsh þ bH � HVsh þ c � HCsh þ us þ vh þ esph ð1Þ

We reiterate that the terms random and fixed effects are not to be interpreted as

describing whether regression coefficients are random variables or not; as described earlier,

they refer to whether coefficients are estimated using only within-level variation (fixed

effects) or within- and between-level variation (random effects). OM denotes operative

mortality (with values 0 and 1, denoting survival and death respectively) of patient

p operated by surgeon s in hospital h. The covariates are grouped as patient characteristics

(PC), surgeon volume (SV), hospital volume (HV) and other hospital characteristics (HC).

Unobserved cluster effects at the surgeon and hospital levels are denoted by u and

v respectively. Finally e denotes the effect of unobserved patient characteristics. Both FE

and RE regression models are estimated as linear regressions.2 In both models e is specified

to be independent and identically (normal) distributed random variable with mean 0. Mean

of u and v are specified to be 0. Since all regression covariates are categorical groups, all

2 Fixed effects logistic regression (also known as conditional logistic regression) requires at least one
decedent and survivor from each fixed level (surgeon, hospital) (Chamberlain 1980). As 507 of the 2772
surgeons have no decedents, we have instead followed previous studies (Tsai et al. 2006) and chosen to use
the linear probability specification that has the advantage of retaining data from all surgeons and hospitals.
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the regression coefficients are interpreted as excess rates in operative mortality compared

to the reference category.

RE estimates are obtained from a three-tiered hierarchical regression wherein surgeons

are treated as being nested with in hospitals—with surgeons operating at two or more

hospitals treated as distinct surgeons, using their combined volume across all hospitals

(Raudenbush and Bryk 2002). This regression is estimated for both the analytic cohorts

(within hospital and within surgeon) using the xtmixed procedure in Stata 9.2 (StataCorp

2005).

The FE estimates are obtained from two separate regressions, each estimating the

volume effects for the two provider types, surgeons and hospitals. To estimate the effect of

surgeon volume we limit comparisons of surgeons within the same hospital by the fol-

lowing transformation of Eq. 1, wherein the outcome measure as well as all the covariates

are expressed in terms of within-hospital mean differences (Johnston and DiNardo 1997).

ðOMpsh � OMhÞ ¼ a � ðPCpsh � PChÞ þ bs � ðSVsh � SVhÞ þ ðus � uhÞ þ ðesph � ehÞ ð2Þ

This transformation of all measures in terms of intra-cluster differences is the hallmark

of the econometric fixed effects regression. Each variable transformation involves differ-

encing cluster level means—for instance, OMh denotes the mean operative mortality

among all patients at hospital h. And uh denotes the mean unobserved surgeon effects (us)

across all the surgeons in hospital h. Note that with all hospital measures (HV, HC and

v) eliminated, the resulting Eq. 2 has a two-tier structure (patients and surgeons). This

transformed equation is estimated as a RE linear regression model using the within-

hospital cohort—therefore, our approach is not purely fixed effects; instead it is a partial or

quasi FE approach. The RE regression of (2) assumes that the mean differenced unob-

served surgeon effect, ðus � uhÞ, is uncorrelated with other covariates and error term, all of

which are mean differenced—implying that, for instance, within-hospital differences

around mean in volume across surgeons, ðSVsk � SVhÞ, is uncorrelated with within-hospital

differences around mean in patient severity across surgeons, ðus � uhÞ. However, this

permits cluster-level measures (say, SV and uh) to be correlated.

Analogously, to estimate the effect of hospital volume we use the within-surgeon cohort

with only patients of surgeons who operated at two or more hospitals—thereby permitting

comparison of outcomes of patients across hospitals holding the surgeon characteristics the

same. The corresponding transformation of (1) is

ðOMpsh � OMsÞ ¼ a � ðPCpsh � PCsÞ þ bh � ðHVsh � HVsÞ þ cðHCsh � HCsÞ
þ ðvh � vsÞ þ ðesph � esÞ

ð3Þ

OMs denotes the mean operative mortality for surgeon s patients across all the hospitals.

Note that here surgeon characteristics (SV and u) are eliminated and the resulting structure

is two-tiered (patients and hospitals). This equation is estimated as a RE linear regression

model using the within-surgeon cohort.

The FE hospital volume effect is analogously estimated by limiting comparisons of

operative mortality of patients with the same surgeon but who operates at different hos-

pitals (i.e., the within surgeon cohort). Here transformation involves differencing surgeon-

level averages, followed by a two-tiered RE regression involving hospital unobserved

cluster effect. Additional technical details are elaborated in the Appendix. The quality of
care component of the volume effect on operative mortality is measured by bH for hospital

volume and bS for surgeon volume, both estimated from the FE regressions.
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FE and RE approaches differ principally in the specification of cluster effects us and vh.

Note that vh represents the operative mortality at hospital h resulting from unobserved

factors that vary systematically across hospitals, and us is the analog for unobserved

differences across surgeons. Therefore systematic differences in unobserved patient

characteristics, if any, are captured by either us and vh. The RE estimation assumes that us

and vh are uncorrelated with the model covariates (PC, SV, HV and HC) as well as residual

e—in particular, this implies that there are no systematic differences in unobserved patient

characteristics across providers. Violation of this assumption results in biased estimates—

bH and bS from RE no longer reflect the quality of care component. In contrast the FE

approach makes a weaker assumption, permitting this correlation at both the cluster levels

(surgeons and hospitals), but assuming that within-cluster differences across measures are

uncorrelated. This implies that even if provider volume were correlated with unobserved

patient severity, bH and bS from FE remain unbiased estimates of quality of care com-
ponent. Therefore, the greater the differences in FE and RE estimates of bH and bS, the

greater is the influence of unobserved factor differences by providers.

The overall unobserved factors component is measured by the residual mortality—that

is, the combined effect of unobserved hospital and surgeon factors (u ? v). This is

obtained by substituting the FE covariate estimates in Eq. 1 to obtain

OMpsh � ða � PCpsh þ bS � SVsh þ bH � HVsh þ c � HCshÞ ¼ us þ vh þ esph ð4Þ

We report the average of this measure by each provider volume.

Therefore, we not only compare RE estimates of bH and bS against those from FE, but

also against the sum of quality of care and unobserved factors components from FE

regressions.

3 Results

3.1 CABG patients, surgeons and hospitals

Table 1 provides sample characteristics of the entire study population (All column) as well

as the two subsets—the within hospital and the within surgeon cohorts. The entire study

population consists of 220,592 patients operated on by 2,772 surgeons in 958 hospitals

during 1998 and 1999. The overall operative mortality was 50.5 per 1,000 surgeries. The

average annual volume for surgeons was 85 and that for hospitals 297—note that these

volumes refer to not only Medicare patients but to all patients. As mentioned earlier, 44%

of surgeons operated at two or more hospitals (i.e., splitters) and 94% of hospitals had two

or more surgeons.

All analyses are performed in terms of patient-level tertiles of hospital and surgeon

volumes. Among the 2,772 surgeons, 377 were in the top tertile, with annual volume

ranging from 162 to 567 surgeries, and 1,783 were in the bottom tertile, with a volume of

less than 101 surgeries. Of the 958 hospitals, 101 are in the top tertile (again of patients)

with an annual volume of at least 628 surgeries; 644 hospitals are in the bottom tertile with

a volume of less than 314 surgeries. Patients in high/low volume hospital (i.e., highest/

lowest volume tertile) were more likely to also have a high/low volume surgeon, and vice

versa. Of the patients at high volume hospitals, half were operated on by high volume

surgeons and about 15% by low volume surgeons; for the patients at low volume hospitals,

half were operated on by low volume surgeons and about 15% by high volume surgeons. A

22 Health Serv Outcomes Res Method (2010) 10:16–32

123



Table 1 Patient, surgeon and hospital characteristics: CABG admissions, 1998–99

All Within
hospital
cohorta

Within
surgeon
cohorta

# CABG admissionsb 220,592 217,790 112,143

Mean operative mortality rate (per 1,000) 50.5 50.4 52.1

# Surgeons 2,772 2,744 1,216

Mean annual # CABG surgeries per surgeon 85 86 96

% Surgeons operating at 2 or more hospitals 44% 44% 100%

# Hospitals 958 898 755

Mean annual # CABG surgeries per hospital 297 311 250

% Hospitals with 2 or more surgeons 94% 100% 94%

Provider volume

% Patients with surgeon volume \101 (‘‘lowest tertile surgeon’’)c 33% 33% 33%

% Patients with surgeon volume [162 (‘‘highest tertile surgeon’’)c 33% 33% 36%

% Patients in hospitals with volume \314
(‘‘lowest tertile hospital’’)c

33% 33% 42%

% Patients in hospitals with volume [628
(‘‘highest tertile hospital’’)c

33% 34% 28%

Patient characteristics (%)

Age 40% 40% 40%

65–74 60% 60% 60%

75–84 37% 37% 37%

85? 3% 3% 3%

Female 35% 35% 35%

Black 4% 4% 4%

Charlson scored 10% 10% 10%

0 41% 41% 41%

1 33% 33% 34%

2 16% 16% 16%

3? 1% 1% 1%

Nonelective admission 57% 57% 56%

Resident zip code mean Social Security income below $2,500 66% 66% 67%

Hospital characteristics (% patients with following hospital characteristics)

Teaching 46% 46% 39%

Government owned 7% 7% 5%

Not for profit 81% 81% 80%

For profit 11% 11% 15%

All patients are 65 or older and Medicare Fee for Service enrolled
a Within Hospital Cohort excludes CABG admissions from 60 hospitals with only one surgeon, and Within
Surgeon Cohort retains CABG admissions from the 1,216 surgeons who operated at two or more hospitals
b Among all these admission, there are no patients with more than one CABG surgery—each surgery
admission refers to a distinct patient
c Note that surgeon and hospital volumes are estimates of annual volumes covering all payers
d Note that the Charlson score, based on ICD-9 diagnoses codes from the index admission as well as any
other inpatient admissions in the preceding 6 months, excludes primary indicators for the surgical procedure
or post-operative complications
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similar pattern was observed for the converse distribution of patients at low and high

volume surgeons across low and high volume hospitals.

3.2 The analytic cohorts

All summary figures in Table 1 for the within hospital cohort are virtually identical to that

for the entire sample. However, the within surgeon cohort, containing surgeons operating

at two or more hospitals, shows differences in provider profiles—surgeon volumes are

larger (by 10%), hospital volumes are smaller (by 17%) and fewer hospitals are teaching

(by 15%). More importantly, the patient profile appears to be no different compared to the

overall population, and operative mortality rates and patient characteristics are very

similar.

Table 2 gives the unadjusted operative mortality rates (per 1,000 CABG surgeries) for

different strata cross-classified by provider volume for both analytic cohorts. Lower vol-

ume hospitals had 11 more operative deaths while lower volume surgeons had 14 more

operative deaths compared to their high volume counterparts. Higher mortality is associ-

ated with older age, female gender, black race, higher Charlson score and emergent

admission. With respect to provider volume two patterns emerged—(i) the magnitude of

difference between high and low volume providers (either hospitals or surgeons) is con-

stant across most strata, and (ii) the two analytic cohorts have very similar operative

mortality rates for the same strata.

3.3 Estimates of surgeon and hospital volume effects

Table 3 presents the main regression estimates from both FE and RE approaches. Column

1 presents the RE estimates of operative mortality rates (%) associated with surgeon and

hospital volumes using the within hospital cohort. For comparison this model is also

estimated for the within surgeon cohort (column 2). Columns 3 and 4 give the corre-

sponding estimates from the FE approach. Note that both the RE estimates are similar

across all patient and hospital characteristics, although the hospital volume effects are

smaller in column (2) but not (statistically) significantly different—the column (1) figure

will be used for RE estimates herein. Using patients at high volume providers as the

reference cohort, those treated by low and medium volume hospitals had 0.45 more

operative deaths per 100 CABG surgeries (95% CI = [0.0008, 0.89]) and those treated by

low volume surgeons had 1.41 more operative deaths (95% CI = [1.08, 1.74]). The FE

approach estimates that, compared to their high volume provider counterparts, patients

treated by low volume hospitals had 1.36 more operative deaths (95% CI = [0.34, 2.37]

and those by low volume surgeons had 1.56 more operative deaths (95% CI = [0.67,

2.46]).

Estimates of other covariates that have statistically significant association with operative

mortality—gender and age composition, Charlson score and admission type, have very

similar estimates across all four regressions (columns 1–4). The teaching status of the

hospital and the mean Social Security income in a patient’s residence zip code were not

associated with operative mortality in any of the models. However, for-profit hospitals had

higher operative mortality in the RE models but not in the FE model.

As described in the Methods section, FE regression is used to decompose the total

volume effect into quality of care component (obtained from FE regression coefficients in

Table 3) and unobserved factor component (hospital or surgeon-level mean of FE

regression residuals). These are presented in the first two columns of Table 4, followed by
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their sum in column 3. As the unobserved factor component (column 2) gives the portion

of the observed operative mortality not explained by the regression variables, negative

values indicate that observed mortality was less than expected by the FE model. We see

Table 2 Operative Mortality Rate (%) for Highest & Lowest Volume Tertiles, by Sample Characteristics

Within Hospital Cohort
(Hospitals with at least 2 surgeons)

Within Surgeon Cohort
(Surgeons practicing at 2 or more hospitals)

Hospital
volume
low
(\314)

Hospital
volume
high
([628)

Surgeon
volume
low
(\101)

Surgeon
volume
high
([162)

Hospital
volume
low
(\314)

Hospital
volume
high
([628)

Surgeon
volume
low
(\101)

Surgeon
volume
high
([162)

All 5.6 4.5 5.9 4.5 5.7 4.4 6.2 4.6

Age

65–69 3.5 3.0 3.9 2.9 3.6 3.0 3.9 3.0

70–74 5.0 4.0 5.4 3.8 5.1 3.9 5.8 3.9

75–79 6.2 5.3 6.7 5.3 6.3 5.1 6.9 5.3

80–84 9.3 7.0 9.6 7.1 9.8 6.8 10.3 7.2

85? 12.1 8.5 12.9 9.0 11.5 8.2 12.7 10.3

Gender

Female 7.0 5.6 7.4 5.4 7.2 5.6 7.9 5.5

Male 4.8 3.9 5.2 4.0 4.9 3.8 5.3 4.1

Race

Black 6.6 5.5 6.9 5.1 6.2 4.8 6.9 4.7

Non-Black 5.5 4.5 5.9 4.4 5.7 4.4 6.2 4.6

Charlson score

0 5.6 4.7 6.1 4.5 5.7 4.5 6.3 4.5

1 5.2 4.1 5.4 4.2 5.3 3.9 5.8 4.3

2 5.2 4.1 5.5 4.1 5.3 4.2 5.6 4.3

3? 7.3 6.2 7.9 5.8 7.5 6.2 8.3 6.1

Resident zip code mean Social Security income

Below
$2,500

5.6 4.6 6.1 4.6 5.8 4.5 6.4 4.6

Above
$2,500

5.5 4.3 5.7 4.3 5.5 4.2 5.7 4.5

Admission type

Elective 4.2 3.4 4.4 3.3 4.5 3.4 4.7 3.5

Urgent/
emergent

6.6 5.4 7.1 5.4 6.6 5.2 7.4 5.5

Teaching status

Teaching
hospital

5.6 4.5 5.8 4.4 5.9 4.2 6.0 4.6

Not teaching
hospital

5.5 4.5 6.1 4.5 5.6 4.7 6.3 4.6

Hospital ownership

Government
owned

5.6 5.3 6.0 5.1 6.2 6.5 6.5 5.4

Not for profit 5.4 4.5 5.8 4.4 5.5 4.4 6.0 4.5

For profit 6.0 3.8 6.6 4.6 6.1 3.1 6.8 4.8
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that low volume hospitals have 0.84 fewer deaths than expected (using highest volume

tertile as the reference); and middle (tertile) volume hospitals have 0.40 fewer deaths—

resulting from unobserved factors including a less complicated patient profile. Column 3

Table 3 Random and fixed effects regression estimates of excess operative mortality (per 100 CABG
surgeries)

Random Effects Fixed Effects

Within hospital
cohort (1)

Within surgeon
cohort (2)

Within hospital
cohort (3)

Within surgeon
cohort (4)

Co-eff. Std.
Err.

Co-eff. Std.
Err.

Co-eff. Std.
Err.

Co-eff. Std.
Err.

Hospital volume

Lowest tertile (\314) 0.45 0.23 0.09 0.30 1.36 0.52

Middle tertile (314–628) 0.39 0.23 0.16 0.28 0.80 0.53

Highest tertile ([628) Reference Reference Reference

Surgeon volume

Lowest tertile (\101) 1.41 0.17 1.53 0.26 1.56 0.46

Middle tertile (101–162) 0.24 0.16 0.27 0.25 -0.11 0.47

Highest tertile ([162) Reference Reference Reference

Female 1.43 0.10 1.21 0.14 1.43 0.10 1.71 0.14

Age

65–69 Reference Reference Reference Reference

70–74 1.12 0.12 1.06 0.17 1.13 0.12 1.22 0.17

75–79 2.34 0.13 2.29 0.18 2.35 0.13 2.40 0.18

80–84 4.51 0.16 4.21 0.23 4.51 0.16 4.83 0.23

85? 7.05 0.30 7.03 0.42 7.01 0.30 7.16 0.42

Black 0.31 0.25 0.77 0.36 0.07 0.26 20.23 0.36

Charlson score

0 Reference Reference Reference Reference

1 20.52 0.11 20.67 0.15 20.52 0.11 20.37 0.15

2 20.33 0.14 20.40 0.19 20.31 0.14 20.24 0.20

3? 1.75 0.17 1.54 0.23 1.77 0.17 2.04 0.24

Admission type

Elective Reference Reference Reference Reference

Urgent/emergent 2.16 0.10 2.19 0.14 2.25 0.10 2.14 0.14

Year

1998 Reference Reference Reference Reference

1999 0.03 0.09 -0.03 0.13 0.08 0.10 0.06 0.14

Major teaching hospital -0.13 0.15 -0.19 0.21 0.05 0.28

Hospital ownership

Not for profit Reference Reference Reference

Government 0.38 0.28 0.23 0.34 0.14 0.77

For profit 0.61 0.24 0.66 0.41 -0.16 0.45

Resident zip code mean Social
Security income below $2,500

0.16 0.11 0.18 0.15 0.05 0.11 0.05 0.16

Note: Estimates in bold are significant at 5% level
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gives the sum of the two FE components. Combining the two components—1.36 additional

deaths from the quality component and 0.84 fewer deaths due to other unobserved factors,

lowest tertile hospitals have a total (net) excess mortality of 0.52 deaths (per 100 CABG

surgeries)—as indicated in column 3. This figure is similar to the direct estimate of 0.45

excess deaths from RE regression (column 4). A similar pattern is true for medium volume

hospitals, with a net FE effect of 0.40 and a direct RE estimate is 0.39 excess deaths,

thereby suggesting that RE hospital volume effects approximate the sum of the quality and

unobserved factor FE components. But this comparison does not hold for the surgeon

volume comparison—particularly for the low volume surgeons. The average unobserved
factors component for low volume surgeons is -5.8, thereby leading to the total FE

estimate of 9.8 excess mortality rate—much lower than the RE direct estimate of 14.1.

3.4 Sensitivity analyses

An important step in the estimation process is the use of the two distinct subsets (cohorts)

of the overall data. In particular, the within surgeon cohort excludes 49% of the patients

and 44% of surgeons. We performed a number of robustness and sensitivity checks to

validate the estimates obtained. First, to assess the robustness of the FE hospital effects

estimates, we re-estimated the regression using bootstrapping (1,000 replications) ran-

domly dropping 10% of the surgeons (and their patients). The results do not change—the

average excess mortality rate for low volume hospitals is 1.4 (95% CI = [0.89, 1.86]) and

for medium volume hospitals is 0.8 (95% CI = [0.42, 1.29]).

Second, we address the difference in hospital volume effects estimated by the two RE

regressions (columns 1 and 2 of Table 3). For instance, for low volume hospitals, the

excess mortality estimate is 0.45 using the within hospital cohort (column 1) but it is 0.09

using the within surgeon cohort (column 2). Note that while the within hospital cohort

includes virtually all the study data, the within surgeon cohort excludes all patients treated

by 44% of surgeons who operated at more than one hospital. It is unclear if this difference

is indicative of systematic difference in the within surgeon cohort subset or indicative of

lack of robustness of the estimate. To evaluate this we obtained 100 different sub-samples

Table 4 Expected excess operative mortality rates (%) by hospital & surgeon volume

(1) (2) (3) (4)
Quality of care
componenta (FE
expected)

Unobserved factor
component (FE
residual)

Total FE
(1) ? (2)

REa

Hospital volume

Lowest tertile (\314) 1.36 -0.84 0.52 0.45

Middle tertile
(314–628)

0.80 -0.40 0.40 0.39

Highest tertile ([628) Reference Reference Reference Reference

Surgeon volume

Lowest tertile (\101) 1.56 -0.58 0.98 1.41

Middle tertile
(101–162)

-0.11 0.07 -0.04 0.24

Highest tertile ([162) Reference Reference Reference Reference

a These figures are from Table 3 (FE Expected values are from columns 3 or 4 while RE values are from
column 1)
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of the overall data by excluding all patients from 44% of surgeons randomly selected—that

is, exclusion of surgeons was not based on whether or not they operated at more than one

hospital. The mean (from the 100 regressions) of low hospital volume effect is 0.39, with

the range [-0.17, 0.88]—thereby suggesting that the aforementioned difference (betweens

columns 1 and 2 of Table 3) may be due to the lack of robustness of the estimate and not

necessarily indicative of systematic differences in patients in the two cohorts.

To further ascertain if the patients included in the within surgeon cohort are system-

atically different from those who are excluded, and in the spirit of marginal propensity

score estimation, we performed a logistic regression with inclusion/exclusion as the out-

come and all patient factors plus operative mortality as the covariates. We find that this

model has poor discrimination—with only 51% of patients correctly classified (area under

ROC was 51.3), thereby indicating little systematic difference between the included and

excluded patients.

Finally, to examine if the results are sensitive to using distinct cohorts for the two FE

regressions, we identified a sub-sample that simultaneously met the two criteria identifying

each cohort (hospitals with at least two surgeons, and surgeons who operated at two or

more hospitals)—this sub-sample has 104,340 patients, 596 hospitals and 1,126 surgeons.

The RE and both the FE regressions estimated on this common data yielded virtually the

same results as those in Table 3—in particular, a much higher estimate of excess deaths

associated with low-hospital volume from FE regression (1.21 deaths) than from RE

regression (0.66 deaths).

4 Discussion

Are lower operative mortality rates among higher volume surgeons and hospitals a signal

of better quality of care, or is this association confounded by patient profile differences

across providers? Providers may differ in the proportion of complicated patients they treat,

and not all of these complications are adequately identifiable in administrative or clinical

data. To better adjust for such differences, we used fixed effects (FE) regression methods to

obtain estimates based only on within cluster comparisons. To avoid comparisons across

hospitals, surgeons within same hospital were compared with each other in estimating the

surgeon volume effect; and to estimate the hospital volume effect we compared operative

mortality across hospitals for patients treated by the same surgeon. By overcoming the

potential confounding from unobserved patient differences, this approach better approxi-

mates the volume effects associated with quality of care differences across providers. This

regression approach indicates that, compared to hospitals that perform at least 628 CABG

surgeries a year, those that perform less than 314 a year have an excess operative mortality

rate of 1.36 deaths (per 100 surgeries) and those that perform between 314 and 628

surgeries have an excess mortality of 0.8. Further, compared to surgeons who perform at

least 162 CABG surgeries a year, those who perform fewer than 101 surgeries have an

excess operative mortality rate of 1.56.

Comparing FE and RE regression estimates indicate that they differ significantly with

respect to the effects of hospital volume but not surgeon volume. Specifically, FE

regression estimates that excess deaths associated with low volume hospitals (1.36 excess

deaths per 100 CABG surgeries) is much higher than that estimated by RE regression

(0.52). Recall that the FE estimate is based on comparing operative mortality of the same

surgeon across hospitals—implying that even after adjusting for surgeon-level factors there

are significant differences across hospitals in unobserved factors. On the other hand FE and
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RE estimates of excess deaths associated with low surgeon volume are similar (1.56 and

1.41 respectively)—since FE estimates are based on within hospital comparison of sur-

geons, similarity between FE and RE estimates implies that, once unobserved factors at the

hospital level are adjusted for (i.e., within each hospital), unobserved factors across sur-

geons by volume do not have significant effect on operative mortality. That is, within each

hospital, there are no systematic differences in unobserved patient characteristics across

surgeons—consequently the surgeon volume effects from RE and FE are very similar.

The FE approach also enables estimation of the effect of unobserved characteristics on

operative mortality (unobserved factors component) at the provider level. This captures

factors that are important determinants of operative mortality but not observed in the data.

Averaging this component at provider volume level, we indeed find large differences in this

component. Low volume hospitals and surgeons have much lower operative mortality than

expected by the FE regression model. While the regression model predicts low volume

hospitals to have an excess operative mortality rate of 1.36, the observed excess mortality rate

is 0.52, leading to a large difference accounted for by unobserved factors. Similarly, while the

low volume surgeons have an expected excess mortality rate of 1.56, the observed excess

mortality rate is 0.98. Both these indicate the presence of large ‘‘protective’’ factors in low

volume hospitals and providers. Note that process-of-care differences across providers that

vary with volume are already captured explicitly in the regression, but other process differ-

ences (that affect quality) could contribute to this unobserved component.

Based on growing evidence from other studies, a plausible ‘‘protective’’ factor may be

unobserved patient severity or complications, implying that high volume hospitals and sur-

geons have more complicated patients compared to their low volume counterparts. While this

implication of a more complicated patient profile in higher volume hospitals contradicts some

previous findings (Shahian and Normand 2003), a number of recent studies corroborate it.

The strongest evidence comes from studies of the impact of mandatory annual reporting of

risk-adjusted mortality from CABG surgery for each hospital and surgeon in New York and

Pennsylvania since 1992. One study surveyed a sample of cardiologists and cardiac surgeons

from the two states, finding that 59% of the cardiologists ‘‘reported increased difficulty in

finding surgeons willing to perform CABG surgery in severely ill patients who required it, and

63% of the cardiac surgeons reported that they were less willing to operate on such patients’’

(Schneider and Epstein 1996). Another large study based on the majority of all CABG

surgeries performed among Medicare population between 1987 and 1994, found that ‘‘report

cards led to increased sorting of patients to providers on the basis of the severity of their illness

… with those two states’ teaching hospitals picking up an increasing share of patients with

more severe illness’’ (Dranove et al. 2003). Since physician referral has been found to be the

most important determinant of provider choice, it is likely that more complicated patients are

referred to teaching and other high volume providers as they are expected to gain more than

those with fewer complications (Schwartz et al. 2005). Despite this supportive evidence in the

literature, we acknowledge that the present study provides not direct evidence of unobserved

patient profile differences by provider volume. There may be other unobserved factors,

including at provider levels, not adequately captured by the methods used here.

This study also has implications for the random effects (RE) regression approach to

estimating volume effects. As this method does not adjust for unobserved factors that affect

operative mortality, including important patient severity indicators, RE volume effect

estimates may be an inappropriate measure of quality of care differences. Therefore if our

interest is in volume effects driven by quality of care differences, say for report cards, then

the appropriate estimates are those from FE regression. But if our interest is in the overall

association of operative mortality with surgeon volume—either arising from quality of care
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or other differences, then RE volume effect estimates appear to approximate the combined

FE volume effect. Note that it is this overall measure is the appropriate measure in

assessing the impact of regionalization of CABG surgery—since the quality of care benefit

from regional centers is only experienced if complicated patients would otherwise have

gone to ‘‘low-volume’’ providers, the appropriate accounting should therefore combine

quality of care component with unobserved factor component from FE regression.

While the FE approach used here addresses some of the complexities of using

observational data, a number of important limitations still remain. Firstly, given the two

levels of clustering of patients (within surgeons and hospitals), the FE approach used here

is a two-step procedure wherein the first step uses FE for one level of clustering while the

second component is an RE regression at the other level. Although less restrictive than a

three-tiered RE model, it nevertheless does not eliminate all forms of correlation of

unobserved cluster effects. For instance, in comparing surgeons within each hospital it is

assumed that patient profiles are similar across surgeons—to the extent that some of the

patients are triaged to specific surgeons based on unobserved characteristics (including

severity) the quality measure is confounded. Also, the fixed effects method does not allow

interaction of unobserved hospital- and surgeon-level factors. Similarly, when comparing

patient outcomes for the same surgeon but at different hospitals it is assumed that there

are no systematic unobserved differences among patients across hospitals. The second

limitation is that the range of clinical information to measure patients’ disease burden is

limited. The large unobserved mortality component estimated here might be the result of

limited comorbidity information available (Charlson scores based only on ICD-9-CM

codes from inpatient records for 6 months). Enriching this information, in particular, with

data from clinical databases, might result in lower unobserved mortality. However it is

not clear if the volume effects associated with quality of care differences will be affected

with the use of richer patient information. The FE regression used to estimate hospital

volume effects uses a subset that excludes 49% of the patient records in the available

data. While we have performed a variety of sensitivity and robustness checks, there may

still be other differences between those included and excluded. Third, we also recognize

that this study does not attempt to disentangle the bi-directional relationship between

volume and operative mortality—it only estimates a reduced form relationship between

the two measures regardless of the underlying cause. While the ‘‘learning by doing’’

hypothesis posits volume as the cause, an alternative hypothesis (‘‘selective referral’’)

allows for quality (operative mortality rate) being the cause and volume the effect.

Majority of the studies that have attempted to disentangle the causal direction, using

instrumental variables regression, have found evidence for both effects at the hospital

level (Farley and Ozminkowski 1992; Gaynor et al. 2005; Gowrisankaran et al. 2005; Luft

1980; Tsai et al. 2006)—we know of no studies that have modeled both surgeon and

hospital volumes.

In conclusion, fixed effects (FE) regression estimates excess operative mortality from

low volume hospitals to be much higher than previously estimated. This reflects differ-

ences in operative mortality arising from quality of care differences across providers by

volume. It appears that the previous estimates using random effects (RE) regression

captured not only quality of care differences but also other important operative mortality

determinants unobserved in the data—in particular, unobserved patient complications.
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PERCEIVED RACIAL DISCRIMINATION IN HEALTH CARE AND ITS ASSOCIATION WITH

PATIENTS’ HEALTHCARE EXPERIENCES: DOES THE MEASURE MATTER?

Leslie R. M. Hausmann, PhD; Nancy R. Kressin, PhD;
Barbara H. Hanusa, PhD; Said A. Ibrahim, MD

Objectives: Examine whether three measures

of perceived racial discrimination in health

care detect similar rates of discrimination and

show similar associations with patients’ health-

care experiences.

Design: Cross-sectional observational study

involving telephone surveys and medical

record reviews.

Setting: Veterans Affairs Pittsburgh Healthcare

System

Participants: 50 White and 50 African Amer-

ican veterans with diabetes

Main Outcome Measures: Three types of

measures of perceived racial discrimination in

health care were compared: single-item and

multi-item measures assessing personal expe-

riences of discrimination in healthcare settings,

and a measure assessing general racism in the

healthcare system. Associations of each mea-

sure with patient-reported problems with their

medical care and receipt of recommended

preventive screenings were also explored.

Results: More African American than White

veterans reported perceived discrimination on

all measures (personal discrimination, single-

item: 42% vs 6%, P,.001; personal discrim-

ination, multi-item: 42% vs 18%, P5.01;

general racism: 74% vs 40%, P5.001). In the

total sample, discrimination was more likely to

be reported on the general racism measure

than on the single-item (OR536.53, 95%

CI57.95–167.89) or multi-item measures

(OR520.28, 95% CI55.12–80.34) of personal

discrimination. The multi-item measure of

personal discrimination (OR53.96, 95%

CI51.29–12.18) and general racism measure

(OR53.61, 95% CI51.34–9.71) were signifi-

cantly associated with patient-reported prob-

lems with their care. Receipt of recommended

screenings was not associated with any of the

discrimination measures.

Conclusions: Different measures of perceived

racial discrimination in healthcare settings

yield different rates of discrimination and show

variable associations with patients’ perceptions

of care. (Ethn Dis. 2010;20:40–47)

Key Words: Perceived Discrimination, Qual-

ity of Care, Healthcare Utilization, Diabetes

INTRODUCTION

More than 200 empirical studies

have investigated the health implica-

tions of discrimination,1–3 which refers

to differential and negative treatment of

individuals because of their membership

in a particular demographic group (eg,

race, sex, class).4 Although discrimina-

tion can be based on any characteristic

and may affect health even when it is

not directly perceived,5 most research

has focused on the health effects of race

or ethnicity-based discrimination that is

directly perceived by targeted individu-

als.1–3 Such research has demonstrated

that perceived racial and ethnic discrim-

ination is associated with decrements in

both mental and physical health, as well

as an increase in negative health behav-

iors (eg, cigarette smoking, alcohol

use).1,2,6–11

The current study focuses on per-

ceptions of racial discrimination en-

countered in healthcare settings, which

has been the focus of a relatively small
subset of studies.7,12–26 Discrimination
may arise in healthcare settings due to a
number of factors.4,27 For instance,
geographic location and bureaucratic
complexity of medical facilities may
result in differential access to and

utilization of health services for different
racial and ethnic groups. Unequal
healthcare delivery can also result from
the ambiguous nature of clinical deci-
sions, misunderstandings in doctor-pa-
tient communication, provider attitudes
and stereotypes, and/or expectations
patients have regarding clinical encoun-
ters.

Understanding discrimination in
healthcare settings is particularly impor-
tant for several reasons. First, the
healthcare system has a moral and
legal obligation to provide equal care
to all patients, regardless of their race,
ethnicity, or other characteristics. Sec-

ond, discrimination in healthcare set-
tings may cultivate patient disengage-
ment from the healthcare system,
thereby negatively affecting future
healthcare encounters and patient
health.12,17,18,22,23,25,26 Finally, dis-
crimination that is perceived within
healthcare settings can potentially be
addressed through quality improvement
efforts implemented by healthcare sys-
tems, whereas there may be little

healthcare systems can do in response
to discrimination that occurs outside of
their institutions.

For these reasons, it is important to

determine the prevalence of perceived
discrimination in healthcare settings and
to understand its potential impact.
Unfortunately, work in this area is
inhibited by a wide variation in how
perceived discrimination in healthcare
settings has been measured across stud-
ies.28 Most studies have measured
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healthcare discrimination with either a

single item from a scale of perceived

discrimination26 or with unique items

developed for inclusion in a given

survey.6,7,12,20,23–25 Others have adapt-

ed existing, multi-item measures of

perceived discrimination to assess dis-

crimination that is perceived particular-

ly within healthcare settings.16,29 Still

others have asked patients about their

general perceptions of racism in health

care rather than whether patients have

personally experienced such discrimina-

tion.13,17 The variation in measurement

has made it difficult to draw conclusions

about the prevalence and impact of

discrimination in health care.

The current study was undertaken as

an initial effort to compare the preva-

lence of perceived discrimination in

health care across multiple measures

within a single patient population. In a

sample of 100 African American and

White adults with diabetes, this explor-

atory study measured perceived discrim-

ination using 3 types of measures that

have often been used in prior research: a

single-item assessing personal experienc-

es with discrimination in health care (ie,

personal discrimination, single-item),30

a multiple-item measure adapted from a

commonly-used measure of personal

experiences with discrimination (ie,

personal discrimination, multi-item),29

and a measure assessing perceptions of

general racism in the healthcare system,

regardless of one’s personal experiences

with discrimination (ie, general rac-

ism).17

The primary aim was to examine

differences in the prevalence of per-

ceived discrimination in health care

across patient race and type of measure.

Based on previous findings that dis-

crimination is more commonly experi-

enced by racial and ethnic minorities

than by Whites,7,30 we predicted that

African Americans would report more

perceived discrimination than Whites

across all measures of discrimination.

Given that rates of perceived discrimi-

nation have been somewhat lower when

assessed with a single-item than with
multiple-items7,29, we also predicted
that the prevalence of personal discrim-
ination for both Whites and African
Americans would be higher on the
multi-item than single-item measure.
Finally, it has been well-established in
the psychological literature that people
are more likely to perceive discrimina-
tion against their group in general rather
than against themselves personally.31

We therefore predicted that rates of
perceived discrimination would be high-
er on the general racism measure than
on either the single-item or multi-item
measure of personal discrimination.

A secondary aim was to explore
whether each measure of perceived
discrimination was associated with pa-
tient experiences with the healthcare
system, including patients’ perceptions
of problems with their medical care and
their receipt of screenings recommended
for optimal diabetes management. This
aim was included to explore whether
conflicting evidence in the literature
regarding whether perceived discrimina-
tion is associated with less patient
satisfaction and/or healthcare utilization
could be due to different measures of
perceived discrimination being used
across studies.17,18,24,25

METHODS

Study Sample
The sample included 100 patients

from the Veterans Affairs Pittsburgh
Healthcare System (VAPHS) who were

aged $18 years, self-identified their race
as White or African American, had a
diagnosis of diabetes from at least 2
years prior to the start of the study, and
had no diagnosis of Alzheimer’s or
dementia (Table 1). To recruit the
sample, a random sample of 479
patients (234 African Americans, 245
Whites) who met the inclusion criteria
were identified from a VAPHS admin-
istrative database. Patients were mailed
an initial letter and up to 2 follow-up
letters inviting them to participate in a
30-minute telephone survey regarding
their experiences with seeking treatment
for diabetes. Consistent with local
Institutional Review Board policies,
only patients who indicated their inter-
est in the study by mail or telephone
were able to be enrolled in the study.
African American (n582, 35%) and
White (n593, 38%) patients were
equally likely to express interest in the
study (x2(1)50.44, P5.51). Trained
research staff telephoned interested pa-
tients to explain the study in more
detail, obtain patients’ verbal informed
consent, and administer the survey. Due
to funding limitations, recruitment
efforts ended after the goal of enrolling
100 patients had been met. Patients
were compensated $20 for their partic-
ipation.

Measures of Perceived
Discrimination in Health Care

Personal Discrimination, Single-Item
An item from the validated and

reliable Experiences of Discrimination

Table 1. Sociodemographic characteristics of the sample

African American
(n=50)

White
(n=50) P-value*

Age, mean (range, SD) 63 (40–86, 11) 70 (52–85, 9) .002

Income .049

,$20K 50% 32%
.$20K 40% 64%
Missing 10% 4%

High school, GED or less 54% 46% .424

* t-test with unequal variances for age, chi-square test for income and education.
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(EOD) measure30 was used as the

single-item measure of personal discrim-

ination in healthcare settings (Table 2).

The original EOD asks how often
(never, once, 2 or 3 times, 4 or more

times) patients have encountered dis-

crimination in 9 different settings, one

of which is while getting medical care.

The single medical care item has been
used in previous studies to examine

perceptions of discrimination in health

care.25,26 Because the current study

focused on a VA patient population,
the item was modified slightly so that it

assessed patients’ experiences of discrim-

ination while getting medical care in

either Veterans Affairs or non-Veterans

Affairs facilities. Responses were di-
chotomized into never vs ever for

analyses.

Personal Discrimination, Multi-Item
The multi-item measure of personal

discrimination in healthcare settings was

an adaptation of Williams’ validated

and widely-used Everyday Discrimina-
tion measure.32,33 Williams’ original

measure assesses how often (never, once,
2 or 3 times, or 4 times or more) one

has encountered 7 types of unfair
treatment and the reason for the

treatment (eg, race, sex). In previous
studies, an adapted version was created

specifically to assess race-based unfair
treatment encountered within health-

care settings.16,29 The healthcare-specif-
ic adapted version has shown excellent

reliability in a variety of diverse patient
populations16,29 and was used in the

current study (Table 2). We dichoto-
mized each response into never vs ever

and counted the number of items on

which patients reported perceiving dis-
crimination (coefficient alpha 5 .94).
Preliminary analyses indicated that this

count variable was not normally-distrib-
uted and that responses were best
categorized into 2 levels (none vs any)
for analyses.

General Racism in the
Healthcare System

Perceptions that racism against Af-
rican Americans exists in the healthcare
system were measured by the 4-item

Racism in Health Care Index (Ta-
ble 2).17 This was referred to as the
‘‘general racism’’ measure in the current

study to highlight that it assesses
perceptions of racism in health care
regardless of patients’ personal experi-

Table 2. Race differences in prevalence of perceived racial discrimination in health care across three types of measures

African
Americans

(n=50)
Whites
(n=50)

Unadjusted
P-value;

Adjusted
P-value<

Personal discrimination, single-item measure (PD-S): While getting medical care, have you ever
experienced discrimination, been prevented from doing something, or been hassled or made to feel
inferior because of your race ethnicity, or color

42 6 ,.001 .004(% reporting that it occurred at least once)*

Personal discrimination, multi-item measure (PD-M): When getting health care, how often has each
experience happened to you because of your race or color
(% reporting that experience occurred at least once)

Treated with less courtesy than other people 30 4 .001 .032
Treated with less respect than other people 30 2 ,.001 .027
Received poorer services than other people 30 6 .002 .026
Had a doctor or nurse act as if he or she thinks you were not smart 28 6 .004 .135
Had a doctor or nurse act as if he or she was afraid of you 22 2 .002 .151
Had a doctor or nurse act as if he or she was better than you 24 14 .202 .870
Felt like a doctor or nurse was not listening to what you were saying 34 16 .038 .498
% reporting any of the above* 42 18 .009 .134

General racism measure

Doctors treat African American and White people the same.
65 37 .007 .041(% disagree or strongly disagree)

Racial discrimination in a doctor’s office is common.
38 14 .009 .032(% agree or strongly agree)

In most hospitals, African American and Whites receive the same kind of care.
66 25 ,.001 .001(% disagree or strongly disagree)

African Americans can receive the care they want as equally as White people can.
53 33 .050 .270(% disagree or strongly disagree)

% perceived discrimination on any of the above*1 74 40 .001 .004

* Variable used in regression models.

3 Unadjusted P values comparing African American and white responses using chi-square tests.
4 P-values for association of race with each measure, adjusting for patient age, education, and income, using logistic regression models.
1 Responses consistent with perceived discrimination were disagree or strongly disagree for items 1, 3, and 4, and agree or strongly agree for item 2.
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ences with such discrimination, which
are assessed by the single-item and

multi-item measures of personal dis-
crimination. For this measure, patients

were asked to indicate the extent to
which they agree with four statements

about racial discrimination in healthcare

settings (strongly disagree, disagree,
neither disagree or agree, agree, strongly

agree). The number of statements on
which patients perceived discrimination

was calculated (coefficient alpha 5 .87).

Preliminary analyses indicated that this
count variable was not normally-distrib-

uted and that responses were best
categorized into 2 levels (perceived

discrimination on 0 vs .0 items) for

analyses.

Sociodemographic Variables
Self-reported race, age, highest level

of education completed, and income
were assessed during the telephone

survey.

Exploratory Outcome Measures

Perceptions of Problems with
Health Care

Patients’ perceptions of the care they
receive for diabetes were measured using

the 4-item Doctor-Patient Relationship

subscale of the Questionnaire on Stress
in Patients with Diabetes – Revised.34

This scale assesses whether each of the
following is a problem for the patient:

different doctors give you different

information regarding your diabetes;
you feel insufficiently informed about

your diabetes; doctors do not spend
enough time with you; and your doctor

does not treat your diabetes in the best

possible way (coefficient alpha 5 .80).
For analyses, we categorized patients

into those who reported no problems vs
at least one problem.

Receipt of Screenings for
Diabetes Complications

Electronic medical records were

examined to assess whether patients
had received all recommended screen-

ings for diabetes complications in the

past 2 years. Based on standards from

the Diabetes Quality Improvement

Project, these included at least one

hemoglobin A1c test, dilated eye exam,

comprehensive foot exam, and urine

protein test within the past year, and a

fasting lipid test within the past 2

years.35 Because all 5 tests are recom-

mended for optimal diabetes manage-

ment, patients were categorized as

having received all 5 or fewer than 5

tests. Given that this outcome was based

on Veterans Affairs medical records,

patients who reported receiving no care

from Veterans Affairs facilities in the

past 12 months (n59) were excluded

from analyses of this outcome.

Statistical Analyses
Individual items and dichotomized

summary scores of perceived discrimi-

nation measures were compared be-

tween races using chi-square tests for

bivariate comparisons and logistic re-

gression for tests of racial differences

controlling for patient age, education,

and income. Correlations among the

dichotomized measures of perceived

discrimination were examined in the

total sample and within each race using

phi coefficients. Mixed effect logistic

regression models, which take into

account the dependence of multiple

outcomes within the same individual,

were used to compare the dichotomized

measures of perceived discrimination,

adjusting for patient race, age, educa-

tion, and income. Interactions between

race and each perceived discrimina-

tion measure were tested and none

were found to be significant, so

models without these interactions are

reported.

Separate regression models were

used to test the association of each

discrimination measure with patients’

perceptions of care and receipt of

recommended screenings for diabetes

management. First, base models that

included race, age, education, and

income as predictors of each outcome

were tested. The effects of perceived
discrimination were then tested by
adding each of the three measures one
at a time to the base models. A criterion
of P,.05 was used to determine
statistical significance. Analyses were
conducted using STATA/MP 10.1
(College Station, TX, 2008).

RESULTS

Sample Characteristics
The sample included 50 African

Americans and 50 Whites, 99% of
whom were male. Compared to Whites,
African Americans were significantly
younger and had lower incomes, but
did not differ in educational attainment
(Table 1).

Race Differences in Perceived
Discrimination across Measures

Racial differences in the percentage
of patients reporting discrimination on
each measure of perceived discrimina-
tion in health care are reported in
Table 2. As expected, African Ameri-
cans were more likely than Whites to
perceive discrimination in health care,
although exact rates varied across indi-
vidual items and dichotomized summa-
ry measures. Based on the personal
discrimination, single-item measure,
42% of African Americans and 6% of
Whites had experienced discrimination
while getting medical care, a difference
that was significant even after adjusting
for patient age, education, and income
(P5.004).

On individual items within the
personal discrimination, multi-item
measure, rates of perceived discrimina-
tion tended to be higher among African
Americans (22%–34% across items)
than among Whites (2%–16% across
items). Although more African Ameri-
cans than Whites perceived discrimina-
tion on at least one of the items, this
difference was not statistically signifi-
cant after controlling for patient char-
acteristics (42% vs 18%, P5.134).
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Finally, on most of the individual

items assessing general racism in the

healthcare system, rates of perceived

discrimination were higher among Af-

rican Americans (38%–66% across

items) than among Whites (14%–37%

across items). African Americans were

significantly more likely than Whites to
perceive discrimination on at least one

of the 4 individual items (74% vs 40%,

respectively, P5.004).

Comparisons across Measures of
Perceived Discrimination

As shown in Table 3, the three

dichotomized measures of perceived

discrimination were significantly posi-
tively correlated with one another in the

total sample and within each racial

group. When all three measures were

included in a mixed effect regression

model (# of observations 5 279, # of

patients 5 93), there was a significant

effect for race such that African Amer-

icans reported more perceived discrim-

ination than Whites (OR5 18.57, 95%

CI5 2.43–142.04). Rates of discrimi-

nation also differed across measures,

such that patients were more likely to

report perceived discrimination on the

general racism measure compared to the

personal discrimination, single-item

(OR536.53, 95% CI57.95–167.89)

or multi-item (OR520.28, 95%

CI55.12–80.34) measures. Responses

were not significantly different on the

personal discrimination, single-item and

personal discrimination, multi-item

measures (OR51.80, 95% CI5.61–

5.32).

Perceived Discrimination and
Patients’ Perceptions of Care

Overall, 56% of patients reported at

least one problem with their diabetes care

(54% and 58% of African Americans and

Whites, respectively). In a model con-

taining only patient characteristics as

predictors, the likelihood of reporting a

problem was not significantly associated

with patient race, education, or income,

but did decline with age (OR5.95, 95%

CI5.91–1.00, P5.047; Table 4, Model

0). Models in which each measure of

perceived discrimination was separately

added to the base model indicated that

the likelihood of patient-reported prob-

lems was not significantly associated with

the personal discrimination, single-item

measure (OR52.57, 95% CI5.77–8.56;

Table 4, Model 1). However, the person-

al discrimination, multi-item (OR53.96,

95% CI51.29–12.18; Table 4, Model 2)

and general racism (OR53.61, 95%

CI51.34–9.71; Table 4, Model 3) mea-

sures were each associated with nearly a

four-fold increase in the likelihood of

reporting a problem with care.

Perceived Discrimination and
Patients’ Receipt of
Recommended Screenings

Patients received a median of 4

(IQR 5 3–5) out of 5 recommended

Table 3. Phi correlation coefficients among perceived discrimination measures for
total sample and each racial group

Measures of perceived
discrimination

Total Sample African Americans Whites

PD-S PD-M PD-S PD-M PD-S PD-M

PD-M .553 .513 .543

General racism .493 .483 .503 .503 .31* .36*

PD-S: personal discrimination, single-item measure.
PD-M: personal discrimination, multi-item measure.

* P,.05.
3 P,.001.

Table 4. Logistic regression models testing association of perceived discrimination measures with patient-reported problems
with diabetes care, adjusting for sociodemographic characteristics

Predictors

Model 0 Model 1 Model 2 Model 3

OR (95% CI) OR (95% CI) OR (95% CI) OR (95% CI)

Sociodemographics
African American race 0.46 (0.17–1.22) 0.35 (0.12–1.01)3 0.36 (0.13–1.02)3 0.29 (0.10–0.85)*
Age 0.95 (0.91–1.00)* 0.96 (0.91–1.00)3 0.96 (0.91–1.01)3 0.95 (0.91–1.00)*
Education (.high school) 1.28 (0.51–3.24) 1.38 (0.54–3.56) 1.20 (0.46–3.11) 1.30 (0.50–3.38)
Income ,$20,000 0.41 (0.16–1.04)3 0.43 (0.17–1.11)3 0.49 (0.19–1.29) 0.43 (0.17–1.14)3
Perceived discrimination
PD-S 2.57 (0.77–8.56)
PD-M 3.96 (1.29–12.18)*
General racism 3.61 (1.34–9.71)*
Pseudo R2 .073 .09* .12* .12*

N593 for all models.
PD-S: personal discrimination, single-item measure.
PD-M: personal discrimination, multi-item measure.

* P,.05.
3 P,.10.
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screenings for diabetes complications

within the prior two years, with 35%

of both Whites and African Americans

having received all 5 tests. Receiving all

5 tests was not significantly associated

with patient characteristics or with any

of the measures of perceived discrimi-

nation (data not shown).

DISCUSSION

This study compared rates of per-

ceived racial discrimination in health

care among African American and

White patients using three different

measures of discrimination. The mea-

sures were moderately correlated with

one another, suggesting that they tap a

similar underlying construct. However,

rates of perceived discrimination were

higher when assessed using a measure of

general racism in health care than when

assessed using a single-item or multi-

item measure of personal experiences

with discrimination in healthcare set-

tings. This is consistent with the robust

finding in psychological literature that

people report less discrimination direct-

ed at themselves than at their group in

general.31 The current study indicates

that this personal/group discrimination

discrepancy extends to healthcare dis-

crimination.

Rates of personal discrimination in

healthcare settings did not differ signif-

icantly when assessed using a single-item

or multi-item measure. This is some-

what surprising, given that rates of

perceived discrimination in health care

tend to be lower in studies using only a

single item to assess discrimination than

in those using multi-item mea-

sures.7,22,25,26,29 Studies using single-

item measures have found that 6%–

12% of African American patients

report having experienced racial dis-

c r iminat ion in hea l thcare se t -

tings,7,12,13,22,25,26 whereas discrimina-

tion was reported by 63% of African

American patients in a study using a

multi-item measure.29 Past studies,

however, have not compared single-item

and multi-item measures within the

same patient population, as in the

current study.

A secondary goal of the current

study was to explore whether the

measure used to assess discrimination

in health care influences the degree to

which perceived discrimination is asso-

ciated with patients’ experiences with

the healthcare system. It has been

proposed that experiences of discrimi-

nation foster disengagement from the

healthcare system.25 Several studies have

reported significant associations be-

tween perceived discrimination and in-

dicators of patient disengagement (eg,

delaying necessary care),12,15–18,20,23 but

conflicting evidence has also been

reported.12,16,18,24–26 Most studies that

have found no association,24–26 or

inconsistent relationships across out-

comes,12,18,23 have relied on single-item

measures of perceived discrimination,

which may have contributed to the

inconsistent findings. In the current

study, a multi-item measure assessing

personal discrimination encountered in

healthcare settings was associated with

patient-reported problems with their

care, whereas a single-item measure

failed to predict this outcome.

None of the measures in the current

study were associated with patients’

receipt of screenings recommended for

optimal diabetes management, even

though previous studies have reported

that perceived discrimination among

patients with diabetes is associated with

a lower likelihood of obtaining A1c

tests, eye exams, and diabetic foot

exams.12,23 Past studies relied on patient

self-report to assess screening behavior

whereas the current study obtained this

information from medical records.

Several limitations should be con-

sidered when interpreting the findings

of this study. This study was designed as

an exploratory study with a small

sample and, as such, is not powered to

detect small effects or interactions

among the variables. The sample size,

coupled with the low prevalence of

perceived discrimination reported by

Whites, required the summary measures

of discrimination to be dichotomized,

which may have further limited the

study’s statistical power. The nature of

the study sample, which consisted of

older, primarily male Veterans with

diabetes who were recruited by mail

from a single Veterans Affairs facility,

also constrained the generalizability of

our findings. The differences found

across measures in this sample, however,

suggest the importance of examining

these issues in a larger study with a more

representative group of patients.

Although the study compared the 3

types of measures most commonly used

in research on perceived discrimination

in health care, it was not possible to

assess the impact of every factor that

could affect reports of discrimination,

such as the timeframe in which patients

experienced discrimination (eg, in the

past 12 months vs ever) or whether the

instruments are self-administered or

interviewer-administered.1 Further-

more, the measures of discrimination

in this study assessed patients’ percep-

tions of discrimination rather than

verifiable instances of discrimination.

It is therefore unclear whether the rates

of discrimination reported by patients

are over-, under-, or accurate estimates

of patients’ actual encounters with

discrimination. However, patient per-

ceptions of discrimination are likely to

influence their reactions or behavior in a

given situation,36 regardless of whether

discrimination has objectively occurred,

thereby justifying the focus on perceived

rather than actual discrimination.

This study also focused on only two

measures of patient experiences with the

healthcare system, including patient-

reported problems with their care and

screening behavior. There may be other

aspects of patient experiences with the

healthcare system that are more sensitive

to patients’ perceptions of discrimina-

tion that were not examined in this

study. The study’s cross-sectional design
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also does not allow one to draw causal

conclusions about the relationships

observed between measures of perceived

discrimination and patients’ receipt of

care.

These limitations notwithstanding,

this study makes a notable contribution

to existing literature on perceived dis-

crimination and health care by examin-

ing how the prevalence of perceived

discrimination in healthcare settings and

its association with patient experiences

depends on how perceived discrimina-

tion is measured. The current study

suggests that measures that assess pa-

tients’ perceptions of general racism in

the healthcare system yield considerably

higher rates of discrimination than

measures that assess patients’ personal

experiences with such discrimination.

Moreover, single-item measures of pa-

tients’ personal experiences with dis-

crimination in healthcare settings are

less likely to be associated with patient-

reported problems with their medical

care than a multi-item measure of

personal discrimination.

Based on these findings, healthcare

systems should consider assessing pa-

tients’ experiences with discrimination

and how they relate to outcomes of

interest using the multi-item measure of

personal discrimination from the cur-

rent study. Collecting this information

as part of standard quality control

activities would allow healthcare systems

to monitor the extent to which their

patients perceive discrimination while

obtaining services. Assessing whether

perceived discrimination is a problem

for a given healthcare system is an

important first step towards developing

strategies to address it. Regularly assess-

ing patients’ perceptions of healthcare

discrimination using a reliable, sensitive

measure could provide valuable infor-

mation to guide patient outreach or

provider education activities designed,

in part, to reduce perceived discrimina-

tion in health care and its negative

influence on patients’ perceptions of

care.

ACKNOWLEDGMENTS

This material is the result of work supported
by resources and the use of facilities at the
Veterans Affairs Pittsburgh Healthcare Sys-
tem in Pittsburgh, PA. The authors take full
responsibility for the contents of this paper,
which do not represent the views of the
Department of Veterans Affairs or the
United States Government. The study was
funded by the Center for Health Equity
Research and Promotion Pilot Research
Program (LIP 72-035). Dr. Hausmann was
also supported by VA Health Services
Research and Development Career Devel-
opment Awards (RCD 06-287 & ER 0280-
1). Dr. Ibrahim is the recipient of a VA
Health Services Research Career Develop-
ment Award and the Harold Amos Robert
Wood Johnson Scholar Award. Dr. Ibrahim
was also supported by a K24 Award
(1K24AR055259-01) from the National
Institutes of Musculoskeletal and Skin
Disorders. Dr. Kressin was supported by a
Research Career Scientist award, Depart-
ment of Veterans Affairs, Health Services
Research & Development (RCS 02-066-1).
The authors thank Amie Cande and Eliza-
beth Flatley for their assistance with data
collection. The authors have no conflicts of
interest to disclose.

REFERENCES

1. Paradies Y. A systematic review of empirical

research on self-reported racism and health.

Int J Epidemiol. 2006;35(4):888–901.

2. Williams DR, Mohammed SA. Discrimina-

tion and racial disparities in health: evidence

and needed research. J Behav Med .

2009;32(1):20–47.

3. Pascoe EA, Smart Richman L. Perceived

discrimination and health: a meta-analytic

review. Psychol Bull. 2009;135(4):531–

554.

4. Smedley BD, Stith AY, Nelson AR, eds.

Unequal treatment: Confronting racial and

ethnic disparities in health care. Washington,

DC: National Academies Press; 2003.

5. Krieger N. Embodying inequality: a review

of concepts, measures, and methods for

studying health consequences of discri-

mination. Int J Health Serv. 1999;29(2):295–

352.

6. Wagner J, Abbott G. Depression and depres-

sion care in diabetes: relationship to perceived

discrimination in African Americans. Diabetes

Care. 2007;30(2):364–366.

7. Hausmann LR, Jeong K, Bost JE, Ibrahim SA.

Perceived discrimination in health care and

health status in a racially diverse sample. Med

Care. 2008;46(9):905–914.

8. Barnes LL, de Leon CF, Lewis TT, Bienias JL,

Wilson RS, Evans DA. Perceived discrimina-

tion and mortality in a population-based study

of older adults. Am J Public Health.

2008;98(7):1241–1247.

9. Borrell LN, Jacobs DRJr, Williams DR,

Pletcher MJ, Houston TK, Kiefe CI. Self-

reported racial discrimination and substance

use in the Coronary Artery Risk Development

in Adult s Study. Am J Epidemiol .

2007;166:1068–1079.

10. Schulz AJ, Gravlee CC, Williams DR, Israel

BA, Mentz G, Rowe Z. Discrimination,

symptoms of depression, and self-rated health

among African American women in Detroit:

results from a longitudinal analysis. Am J Public

Health. 2006;96(7):1265–1270.

11. Ryan AM, Gee GC, Laflamme DF. The

association between self-reported discrimina-

tion, physical health and blood pressure:

findings from African Americans, Black im-

migrants, and Latino immigrants in New

Hampshire. J Health Care Poor Underserved.

2006;17(2 Suppl):116–132.

12. Trivedi AN, Ayanian JZ. Perceived discrimi-

nation and use of preventive health services.

J Gen Intern Med. 2006;21(6):553–558.

13. Lillie-Blanton M, Brodie M, Rowland D,

Altman D, McIntosh M. Race, ethnicity, and

the health care system: public perceptions and

experiences. Med Care Res Rev. 2000;57 Suppl

1:218–235.

14. LaVeist TA, Rolley NC, Diala C. Prevalence

and patterns of discrimination among U.S.

health care consumers. Int J Health Serv.

2003;33(2):331–344.

15. Van Houtven CH, Voils CI, Oddone EZ, et

al. Perceived discrimination and reported delay

of pharmacy prescriptions and medical tests.

J Gen Intern Med. 2005;20:578–583.

16. Bird ST, Bogart LM, Delahanty DL. Health-

related correlates of perceived discrimination

in HIV care. AIDS Patient Care and STDs.

2004;18(1):19–26.

17. LaVeist TA, Nickerson KJ, Bowie JV. Atti-

tudes about racism, medical mistrust, and

satisfaction with care among African American

and White cardiac patients. Med Care Res Rev.

2000;57(Suppl 1):146–161.

18. Blanchard J, Lurie N. R-E-S-P-E-C-T: patient

reports of disrespect in the health care setting

and its impact on care. J Fam Pract. Sep

2004;53(9):721–730.

19. Blendon RJ, Buhr T, Cassidy EF, et al.

Disparities in health: perspectives of a multi-

ethnic, multi-racial America. Health Aff (Mill-

wood). 2007;26(5):1437–1447.

20. Wamala S, Merlo J, Bostrom G, Hogstedt C.

Perceived discrimination, socioeconomic dis-

advantage and refraining from seeking medical

treatment in Sweden. J Epidemiol Community

Health. 2007;61(5):409–415.

PERCEIVED DISCRIMINATION IN HEALTH CARE - Hausmann et al

46 Ethnicity & Disease, Volume 20, Winter 2010



21. Gee GC, Ryan A, Laflamme DJ, Holt J. Self-

reported discrimination and mental health

status among African descendants, Mexican

Americans, and other Latinos in the New

Hampshire REACH 2010 Initiative: the added

dimension of immigration. Am J Public

Health. 2006;96(10):1821–1828.

22. Piette JD, Bibbins-Domingo K, Schillinger D.

Health care discrimination, processes of care,

and diabetes patients’ health status. Patient

Educ Couns. 2006;60(1):41–48.

23. Ryan AM, Gee GC, Griffith D. The effects of

perceived discrimination on diabetes manage-

ment. J Health Care Poor Underserved.

2008;19(1):149–163.

24. Hausmann LR, Jeong K, Bost JE, Ibrahim SA.

Perceived discrimination in health care and use

of preventive health services. J Gen Intern Med.

2 0 0 8 ; 2 3 ( 1 0 ) : 1 6 7 9 – 1 6 8 4 . P M C I D :

PMC2533365.

25. Burgess DJ, Ding Y, Hargreaves M, van Ryn

M, Phelan S. The association between per-

ceived discrimination and underutilization of

needed medical and mental health care in a

multi-ethnic community sample. J Health Care

Poor Underserved. 2008;19(3):894–911.

26. Casagrande SS, Gary TL, Laveist TA, Gaskin

DJ, Cooper LA. Perceived discrimination and

adherence to medical care in a racially

integrated community. J Gen Intern Med.

2007;22(3):389–395.

27. King RK, Green AR, Tan-McGrory A,

Donahue EJ, Kimbrough-Sugick J, Betancourt

JR. A plan for action: key perspectives from

the racial/ethnic disparities strategy forum.

Milbank Q. 2008;86(2):241–272.

28. Kressin NR, Raymond KL, Manze M. Per-

ceptions of race/ethnicity-based discrimina-

tion: a review of measures and evaluation of

their usefulness for the health care setting.

J Health Care Poor Underserved. 2008;19

(3):697–730.

29. Bird ST, Bogart LM. Perceived race-based and

socioeconomic status (SES)-based discrimina-

tion in interactions with health care providers.

Ethn Dis. 2001;11(3):554–563.

30. Krieger N, Smith K, Naishadham D, Hartman

C, Barbeau EM. Experiences of discrimina-

tion: validity and reliability of a self-report

measure for population health research on

racism and health. Soc Sci Med. 2005;61(7):

1576–1596.

31. Taylor DM, Wright SC, Porter LE. Dimen-

sions of perceived discrimination: The person-

al/group discrimination discrepancy. In:

Zanna MP, Olson JM, eds. The Psychology of

Prejudice: The Ontario Symposium. Vol 7.

Hillsdale, NJ: Erlbaum; 1994:233–255.

32. Williams DR, Yu Y, Jackson JS, Anderson NB.

Racial differences in physical and mental

health: socio-economic status, stress and

discrimination. J Health Psychol. 1997;2:335–

351.

33. Taylor TR, Kamarck TW, Shiffman S.

Validation of the Detroit Area Study Discrim-

ination Scale in a community sample of older

African American adults: the Pittsburgh

healthy heart project. Int J Behav Med.

2004;11(2):88–94.

34. Herschbach P, Duran G, Waadt S, Zettler A,

Amm C, Marten-Mittag B. Psychometric

properties of the Questionnaire on Stress in

Patients with Diabetes–Revised (QSD-R).

Health Psychol. 1997;16(2):171–174.

35. McLaughlin S. Diabetes Quality Improvement

Project Initial Measure Set (Final Version).

Available at: http://journal.diabetes.org/

diabetesspectrum/00v13n1/pg5. Last accessed:

October 19, 2009.

36. Clark R, Anderson NB, Clark VR, Williams

DR. Racism as a stressor for African Ameri-

cans: A biopsychosocial model. American

Psychologist. 1999;54(10):805–816.

AUTHOR CONTRIBUTIONS

Design concept of study: Hausmann, Kressin,
Ibrahim

Acquisition of data: Hausmann
Data analysis and interpretation: Hausmann,

Kressin, Hanusa
Manuscript draft: Hausmann, Kressin, Ha-

nusa, Ibrahim
Statistical expertise: Hausmann, Hanusa
Acquisition of funding: Hausmann, Ibrahim
Administrative, technical, or material assis-

tance: Hausmann, Hanusa, Ibrahim
Supervision: Kressin, Ibrahim

PERCEIVED DISCRIMINATION IN HEALTH CARE - Hausmann et al

Ethnicity & Disease, Volume 20, Winter 2010 47



The effects of binge drinking on college students’
next-day academic test-taking performance and
mood stateadd_2880 655..665

Jonathan Howland1, Damaris J. Rohsenow2, Jacey A. Greece3, Caroline A. Littlefield1,
Alissa Almeida4, Timothy Heeren1, Michael Winter1, Caleb A. Bliss1, Sarah Hunt1 & John Hermos1

Youth Alcohol Prevention Center at Boston University School of Public Health, Boston, MA, USA1 Center for Alcohol and Addiction Studies at Brown University,
Providence, RI, USA,2 Abt Associates, Cambridge, MA, USA3 and Boston Medical Center, Boston, MA, USA4

ABSTRACT

Aim To assess the effects of binge drinking on students’ next-day academic test-taking performance. Design A
placebo-controlled cross-over design with randomly assigned order of conditions. Participants were randomized
to either alcoholic beverage [mean = 0.12 g% breath alcohol concentration (BrAC)] or placebo on the first night
and then received the other beverage a week later. The next day, participants were assessed on test-taking, neurocog-
nitive performance and mood state. Participants A total of 196 college students (�21 years) recruited from greater
Boston. Setting The trial was conducted at the General Clinical Research Center at the Boston Medical Center.
Measurements The Graduate Record Examinations© (GREs) and a quiz on a lecture presented the previous day
measured test-taking performance; the Neurobehavioral Evaluation System (NES3) and the Psychomotor Vigilance
Test (PVT) measured neurocognitive performance; and the Profile of Mood States (POMS) measured mood.
Findings Test-taking performance was not affected on the morning after alcohol administration, but mood state and
attention/reaction-time were affected. Conclusion Drinking to a level of 0.12 g% BrAC does not affect next-day
test-taking performance, but does affect some neurocognitive measures and mood state.

Keywords Academic performance, binge drinking, intoxication, mood state, neurocognitive performance,
students.
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INTRODUCTION

The National Advisory Council of the National Institute
on Alcohol Abuse and Alcoholism (NIAAA) defines binge
drinking as attaining a blood alcohol concentration
(BAC) of 0.08 g% or more, corresponding, for most
adults, to five or more drinks (more than four if female)
in about 2 hours [1]. In the United States, both binge
drinking and heavy drinking (binge drinking at least five
times in the last 30 days [1]) peak at age 21 [2].

Although college students have lower rates of daily
drinking than their non-college peers, they have higher
rates of binge drinking [3], with 32–44% reporting binge
drinking [4]. Not surprisingly, 60–75% of college stu-
dents experience at least one hangover a year, 27% report

one to two hangovers and 34% report 12–51 hangovers
[5].

Serious negative consequences associated with
student drinking include death [6], injury, suicide, fight-
ing, unprotected sex, rape, property damage, and legal
problems; academic difficulties are, however, the most
frequently reported consequence of excessive student
drinking [7]. Academic problems resulting from heavy
drinking can occur through several mechanisms: hang-
over results in missing morning classes; drinking uses
time otherwise spent studying; drinking impedes next-
day learning in class or, when studying, by affecting
memory retention [8]; and personal and interpersonal
problems resulting from heavy drinking may make it
difficult to focus on school work [9,10].
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A number of surveys have shown relationships
between college students’ drinking and academic difficul-
ties [7,9–15]. Other survey studies, however, have found
that the relationship of drinking and academic perfor-
mance disappeared after controlling for pre-college differ-
ences in academic performance [16,17].

Little experimental work has been published on the
effects of student drinking on academic performance.
There is, however, a body of experimental research on the
effects of intoxication on next-day performance (‘residual
effects of alcohol’), as measured by neurocognitive labo-
ratory tests or occupational training simulators. Because
academic performance is the occupation of students, this
research is relevant to the question of whether intoxi-
cation in the evening impairs students’ next-day test-
taking ability, when blood alcohol concentration (BAC)
has returned to zero. Several studies found residual
alcohol effects on simulated occupational tasks [18–29].
However, in other experimental studies residual effects
of intoxication were not found for occupational tasks
[30–34]. Some investigators have found residual alcohol
effects on various neurocognitive tests [35–44], but other
studies found no impairment on tests of manual dexterity
or neurocognitive performance [39,45–49].

Inconsistencies among study findings may be the
result of factors such as the type of performance mea-
sured the amount of alcohol administered, the age and
alcohol tolerance of participants and the length of time
from drinking to testing [49].

We conducted a randomized cross-over trial to
examine the extent to which alcohol intoxication affects
college students’ next-day academic performance at zero
BAC. Neurocognitive tasks relevant to academic perfor-
mance were also assessed. We hypothesized that drinking
to about 0.12 g% BrAC would not affect next-day perfor-
mance on academic tests requiring long-term memory
(e.g. standardized academic achievement tests), but
would affect performance on tests of recently learned
material and on neurocognitive tests requiring sustained
attention and speed. To our knowledge, this is the first
study to explore experimentally the relationship between
binge drinking and academic performance.

METHODS

Participants

Participants were university students recruited from
greater Boston, Massachusetts, who were between 21
and 24 years of age and met the following criteria: (1) no
drinking problems (score <5 on the Short Michigan
Alcohol Screening Test (SMAST)) [50] and no history of
treatment or counseling for chronic alcohol problems; (2)
consumption of more than five drinks (more than four if

female) on a single occasion at least once in the 30 days
prior to screening; (3) no health problems or current
medication use contraindicated for alcohol; (4) no diag-
nosis of sleep disorders or use of sleeping medications; (5)
fluent English; (6) recently graduated from, or currently
attending, an institution of higher learning; (7) not
working night shifts; (8) not a daily smoker; (9) not trav-
eled across two or more time zones in the prior month;
and (10) if female, negative pregnancy test and not
nursing. Female participants’ menstrual cycle phase was
documented, but not a factor in scheduling their experi-
mental sessions [51–53]. For safety reasons, regular
tobacco users were excluded because participants were
not allowed to leave the laboratory to smoke. This exclu-
sion also avoided possible confounding due to nicotine
withdrawal during the study sessions. Before beverage
administration, participants who reported consuming
alcohol, caffeine, prescription or over-the-counter drugs
within the prior 24 hours, or who had had a positive
breath alcohol test (BrAC), were rescheduled (see Table 1
for participant characteristics).

No information about individuals’ participation was
provided to institutions attended by volunteers. Partici-
pants were paid $300 upon completion of the study, or
a pro rata amount if their participation ended prior to
completing the study. The Institutional Review Boards at
Boston Medical Center and Brown University approved
this study.

Study design

We used a placebo-controlled, double-blind, within-
subjects, repeated-measures design to study the residual
effects of alcohol, with participants serving as their own
controls. Participants took part in the study over 4 days:
an evening and the next morning, followed a week later
by the same schedule. All participants received two bev-
erages (alcohol and placebo) in counterbalanced order
(alcohol week 1 versus alcohol week 2).

Study procedures

Recruitment and screening

Participants were recruited by advertisements in local
newspapers and websites (e.g. Facebook and Craig’s List).
Interested individuals were first screened by telephone
and then in person, including a physician examination
(after informed consent). To reduce potential con-
founding by sleep pattern variations, participants were
instructed to keep a sleep diary, comply with a minimum
regimen of 8 hours sleep (retiring to bed no later than
midnight and awaking no later than 8 a.m.), with confir-
mation call-ins to a time-stamped answering machine
each evening and morning for the 3 nights prior to
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experimental sessions. Participants were told not to nap
and, for 24 hours prior to their experimental sessions, to
abstain from alcohol, medications not already approved
by the study physician, sleep aids, recreational drugs and
caffeine. To familiarize participants with the standard
academic achievement tests, they were required to read
and complete a practice booklet issued by the testing
service.

One week after screening and enrollment, participants
returned in groups of three to five for the first overnight
experimental session. They reported at 4 p.m.; car keys
were collected from participants who drove to the study
site; compliance with pre-laboratory regimens was
checked; and, following a standardized dinner, partici-
pants were screened for zero breath alcohol (BrAC) and

negative pregnancy test (if female). To prepare for a
quiz the following morning, at 6 p.m. participants viewed
randomly one of two 30-minute video lectures on a
public health topic and had an hour to study an accom-
panying textbook chapter. They viewed the other video
lecture the following week. To reduce potential learning
effects, participants then practised the computer-based
neurocognitive test prior to alcohol administration
(Table 2).

Randomization procedures

For the first experimental session, participants received a
study ID number and were assigned randomly to bever-
age (placebo or alcohol); they received the other beverage
the following week. For safety reasons, no more than
three of the five participants received alcohol on any
given night. To maintain double blinding, the individual
who prepared beverages and conducted breath tests had
no other contact with participants; all other study assis-
tants working directly with participants were unaware
of participants’ beverage assignments. Participants were
told there was a 50–50 chance of receiving alcohol the
first night and they were instructed not to inspect or taste
each others’ drinks or discuss the beverage they received.

Table 1 Participant characteristics.

Total (n = 193)

Sex
Male 107 (55.4%)
Female 86 (44.6%)

Age
Mean � SD 21.47 (0.64)
Range 21–24

Race
White 155 (80.3%)
Black 8 (4.2%)
Asian 13 (6.7%)
Other 17 (8.8%)

Family history of alcohol problems
Yes 71 (36.8%)
No 119 (61.7%)
Adopted 3 (1.6%)

Mean age of drinking onset
Mean � SD 16.18 (1.66)
Range 11–21

Maximum breath alcohol concentration
(BrAC)
Mean � SD 0.12 (0.01)
Range 0.09–0.16

Amount of alcohol received (ml)
Male: mean � SD 1609 (288)
Male: range 1052–2308
Female: mean � SD 1122 (178)
Female: range 683–1606

% with hangover
Rated hangover >1 on the morning

following alcohol administration
when asked to rate their hangover
on a scale from 0 (no hangover) to
7 (incapacitating hangover)

69.8%

Morning mean AHS score
Placebo condition 0.71 (0.35)
Alcohol condition 1.38 (0.81)

AHS: Acute Hangover Scale; SD: standard deviation.

Table 2 Schedule of study procedures.

Orientation/consent
10 a.m.–12 p.m.

Orientation. Consent. Enrollment
questionnaires. Medical screening by
physician

Evening sessions
4 p.m.–5 p.m.

Dinner, screened for adherence to study
protocol. BrAC tested. Pregnancy tests
administered to females

5 p.m–6 p.m Family Tree questionnaire administered.
Practice tests to familiarize participants
with GRE and PVT

6 p.m–7.30 p.m Video lecture based on next-day’s quiz.
Participants study lecture notes for
1 hour

7.30 p.m–8.45 p.m Practice NES3 test
8.45 p.m–11 p.m Beverage administration

Repeated BrAC tests
11 p.m Lights out

Observed throughout night by EMT
Morning sessions Subjects awakened. Morning

questionnaires7 a.m.–7.30 a.m.
7.30 a.m.–8 a.m. Breakfast
8 a.m.–11 a.m. BrAC tests

POMS questionnaire, quiz on video
lecture, GRE, NES3, PVT, self-rated
performance questionnaire

12.30 p.m. Subjects dismissed

BrAC: breath alcohol concentration; GRE: Graduate Record Examina-
tions; PVT: Psychomotor Vigilance Test; EMT: emergency medical techni-
cian; POMS: Profile of Mood States; NES3: Neurobehavioral Evaluation
System.
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Beverage administration procedures

Alcoholic beverage administration targeted 0.12 g%
BrAC, adjusting the alcohol per kilogram of body weight
for sex (1.068 g/kg body weight for men and 0.915 g/kg
for women), as per Friel et al. [54]. Males received a
mean of 1609.07 (SD: 288.55) ml of beverage (range:
1052.20–2308.00), or the equivalent of 6.75 12-oz cans
of regular beer (at 4.82% alcohol by volume); females
received a mean of 1122.09 (SD: 178.48) ml of beverage
(range: 683.3–1606.60), or the equivalent of 4.72 12-oz
cans of regular beer.

Beer controlled with non-alcoholic beer has been
shown to be one of the two most effective beverage com-
binations for disguising placebo [55]. Beer was chosen
because most young men and women find it palatable.
Elephant Beer™ (Carlsberg, Copenhagen V, Denmark)
with 7.2% alcohol and Clausthaler™ non-alcoholic beer
(Radeberger Gruppe KG, Frankfurt am Main, Germany)
were the beverages. High alcohol beer reduces the volume
required to achieve the targeted BrAC. Beverage admin-
istration began 4 hours after eating and went from 8.45
p.m. to 9.45 p.m. (up to 10.00 p.m. as needed). Partici-
pants were told the total number of cups of beverage they
were to consume in an hour. They were asked to drink the
first two cups (330–340 ml) quickly and to pace the rest
over the time allowed. Participants were breath tested 15
minutes after completing their beverage. If participants
randomized to alcohol did not reach 0.12 g% BrAC, the
ratio of obtained versus targeted BrAC was used to esti-
mate the additional amount of beer to be administered.
To maintain blinding, some of the placebo participants
were given a matched extra dose of non-alcoholic beer.
After participants finished drinking, they were breath
tested every 15 minutes prior to bedtime, with the last
BrAC measurement recorded 5 minutes before lights out.

Following beverage administration and a 30-minute
absorption period, participants completed question-
naires, received snacks and prepared for bed. Participants
had an 8-hour opportunity to sleep (no lights or televi-
sion and cellphones turned off) between 11 p.m. and 7
a.m. in an individual bedroom with bathroom. They were
monitored throughout the night for safety by an emer-
gency medical technician (EMT).

At 7 a.m. participants were awakened, breath-tested
and served breakfast (no caffeine). They then completed a
questionnaire assessing mood state and, at 8 a.m., started
testing. Sleep inertia during the first 30 minutes after
waking is likely to impair performance [56]; allowing an
hour before performance testing avoids this. To avoid con-
founding by alcohol remaining in the blood, performance
testing was delayed, if necessary, until BrAC reached
<0.00 g%. Participants were dismissed from this session
at approximately 11.30 a.m. They were given an

additional mood assessment questionnaire in a self-
addressed, postage-paid return envelope and asked to
complete it at 5 p.m. that day and mail it back to the study
coordinator. One week later they returned for the second
experimental session, identical except for beverage, video
lecture and the standardized test version.

Individual difference measures

Recent drinking practice was estimated using a two-item
alcohol use questionnaire: (i) ‘Considering all your drink-
ing times in the past 30 days, about how often did you
have any beer, wine or liquor?’, Likert-rated from 1 ‘once
a day’ to 7, ‘did not drink’, with each point anchored; and
(ii) ‘In the past 30 days, on a typical day that you drank,
about how much did you have to drink in one day?’, rated
from 1 to 8, with choices of one to seven drinks and ‘eight
or more drinks’. (One drink was defined as 12 ounces
of beer or wine cooler, 4 oz of wine or 1 oz of liquor.)
Average daily volume (ADV) was calculated as the
product of these. We also collected information on family
history of drinking problems using the Family History
Tree questionnaire developed by Mann et al. [57] and
on age of drinking onset. These data are presented in
Table 1, but were not included in th analyses.

Dependent measures of objective effects

Overview

Two tests of academic performance were used. Short-
term recall was assessed by a quiz on a lecture delivered
prior to beverage administration. Versions of the Gradu-
ate Record Examinations© (GREs) (Educational Testing
Service, Princeton, NJ) were used to measure verbal and
quantitative skills that have been acquired over a long
period of time. Two methods of assessing neurocognitive
performance were used: the Neurobehavioral Evaluation
System (NES3), a neurocognitive battery; and the Psy-
chomotor Vigilance Task (PVT), a measure of sustained
attention/reaction-time.

Lecture quiz

First we administered a 30-question quiz based on
the videotaped lecture and associated reading presented
the day before. Two lectures and readings were used in
counterbalanced order. The two lectures were based on
chapters from a public health text, Introduction to Public
Health [58]: Chapter 15, ‘Tobacco: Public Health Threat
Number One’ and Chapter 16, ‘Diet and Activity: Public
Health Threat Number Two’. Quiz questions were derived
from the teacher’s guide. The quizzes were pilot-tested
previously with 50 college students to ensure a normal
distribution of scores.
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GREs

After the quiz, we administered two parts of the GRE’s
General Test: a 30-minute verbal section (ability to
discern, comprehend and analyze words, sentences and
written passages) and a 45-minute quantitative section
(basic mathematical skills, elementary mathematical
concepts and ability to reason and to solve quantitative
problems) in four broad content areas: arithmetic,
algebra, geometry and data analysis [59]. Two different,
but comparable, computer-administered and computer-
scored tests were used, with order randomized by
individual.

For assessments, participants had their own carrels
and were monitored to ensure that they did not commu-
nicate. To enhance motivation, participants who scored
in the top 50% of national averages on both sections
received up to four complimentary movie tickets (two
per study week). Participants were not informed of their
scores or awarded tickets until they had completed the
study.

NES3

The NES3 is a computer-assisted battery of cognitive tests
validated for cognitive impairment [60]. As primary mea-
sures, we selected nine tests requiring speed, sustained
attention or sustained attention/reaction-time, tests most
apt to be affected the day after intoxication [61]. For
manual dexterity tests that tested each hand individually,
we used the test for the preferred hand; for tests that
had forward and backward versions, we used the more
difficult backward versions. The following tests assessed
speed: Finger Tapping Test, preferred hand (FTT-P)
(assesses manual motor speed and dexterity); and
Sequences Test A, latency (ST-A-L); Digit-Symbol Test,
latency (DST-L); Pattern Memory Test, latency (PMT-L)
(all assessing speed of cognitive processing). The follow-
ing tests assessed sustained attention: Auditory Digit
Span Test, backwards (ADST-B); Adaptive Paced Auditory
Serial Addition Test, number correct (APASAT-C); Visual
Span Test, backward (VST-B); Pattern Memory Test,
number correct (PMT-C). The Continuous Performance
Test (CPT) measures both sustained attention and
reaction-time.

PVT

As an additional test of sustained attention/reaction-
time, we used the Psychomotor Vigilance Task [62]
(Ambulatory Monitoring, Inc, Ardsley, NY, USA). On this
hand-held unit participants press a button with their pre-
ferred hand as quickly as possible in response to numbers
scrolling on an LCD screen, with a random 3–7-second
interstimulus interval. Response time is counted in milli-

seconds. A solid-state storage unit collects data for down-
loading to a PC. The recorded outcome variable is median
reaction-time.

Exploratory measures

As exploratory measures, we administered an additional
nine NES-3 tests: FTT (non-preferred hand); ST (back-
ward); ADST-F (forward); APASAT (stimulus response
rate); VST (forward); VT (Vocabulary Test, a measure
of general verbal ability); LOT (Line Orientation Test,
number correct and latency, both measures of attention
to visiospatial information); and LL (List Learning, a
measure of quantitative aspects of several components
of verbal learning and memory).

Dependent measures of subjective effects

Mood

Because the residual effects of alcohol on mood state
might be salient to college students, we also measured
next-day mood in both the morning and the afternoon.
To assess mood, we used the Profile of Mood State Brief
Form (POMS) [63], a validated self-administered ques-
tionnaire with 30 adjectives [each rated on a five-point
Likert scale, from 0 (not at all) to 4 (extremely)]. These
comprise six domains: fatigue–inertia (F); tension–
anxiety (T); depression–dejection (D); anger–hostility
(A); confusion–bewilderment (C); and vigor–activity (V).
Only total mood disturbance score [(F+ T+D+A +C)-V]
was scored for analyses because we had no hypotheses
about individual mood domains.

Self-rated performance

To assess participants’ perceptions of their performance
on the morning quiz and GRE tests, they completed
ratings of subjective performance, with every point
anchored: ‘Overall, how would you rate your perfor-
mance on the test that you just completed?’. Response
categories were: 1 = ‘very poor’; 2 = ‘poor’; 3 = ‘good’;
4 = ‘very good’; and 5 = ‘excellent’.

Hangover

The Acute Hangover Scale (AHS) [64], developed based
on empirical hangover data [36,65,66], consists of eight
validated symptoms plus ‘hangover’ rated from 0, ‘none’
to 7, ‘incapacitating’ on anchored Likert-type scales. The
nine items form a reliable and valid scale, scored using
the mean.

Alcohol Administration Manipulation checks

An AlcoSensor-4 (Intoximeters, Inc., St Louis, MO, USA)
was used for breath testing. Following beverage adminis-
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tration, participants were asked to estimate their blood
alcohol concentration on a scale ranging from 0 to 0.15
g%.

Statistical power

With a target enrollment of 200 participants, our study
had 99% power of detecting the anticipated medium-
sized effect of alcohol on next-day academic test perfor-
mance (d = 0.52), a value derived from our previous
studies. For comparison of the effects of alcohol versus
placebo in females versus males, the study had 80%
power of detecting a difference.

Data analysis approach

All measures were examined for normality and outliers,
using the criteria set forth by Hoaglin et al. [67]. Outliers
were recoded following recommendations by Tabach-
nick & Fidell [68]. Among the primary outcomes mea-
sures, there was one outlier for both the GRE verbal and
GRE quantitative scores and five outliers for the quiz
score.

Differences in outcomes following consumption of
alcohol versus placebo were tested through mixed-effects
regression models for repeated-measures data [69]. Our
primary interest was in differences by experimental con-
dition (alcohol versus placebo, a within-subjects factor).
We controlled for randomly assigned order of beverage
administration by including a session variable (indicating
a first or second study evening, a within-subject factor)
and also controlled for gender (a between-subject factor).
Differences in alcohol effects for males and females were
tested through the interaction between experimental
condition and gender, and all other two-way and three-
way interactions were also included in the model. Where
significant interactions were found between experimental
condition and gender, within-gender alcohol effects were
tested through model contrasts.

Comparisonwise P-values are reported. When consid-
ering multiple testing issues, we grouped study outcomes
as measures of: (i) academic performance (one quiz and
two GRE scores); (ii) 10 primary neurocognitive perfor-
mance measures (including the PVT); (iii) nine explor-
atory neurocognitive performance measures; (iv) mood
state measures (a.m. and p.m. assessments); and (v) self-
reported performance (one for the quiz and one for the
two GRE scores). Analyses are interpreted to indicate an
alcohol effect if either the main effect of beverage, or the
interaction between experimental condition and gender,
are significant. To account formally for multiple compari-
sons using a Bonferroni adjustment, comparisonwise
P-values of 0.008 (academics) 0.0025 (primary neu-
rocognitive) 0.0028 (exploratory neurocognitive) and
0.0125 (mood state and self-rated performance) would be

required. Because Bonferroni is known to overcorrect, we
used an a = 0.005 throughout our analyses.

Although formal analyses were based on mixed effects
regression models, rather than simple differences by bev-
erage condition, difference scores and their standard
deviations are presented for ease of interpretation. Differ-
ences in performance are also described as standardized
effect sizes, calculated as the difference in mean perfor-
mance under alcohol and placebo divided by the standard
deviation of the difference scores (Cohen’s d) [70]. Cohen
[70] considers effect sizes (d) of 0.2, 0.5 and 0.8 as small,
moderate and large, respectively.

RESULTS

Participant enrollment

Four hundred and thirteen participants were screened;
364 (88%) were eligible. Of these, 239 (65%) appeared
for their scheduled experimental session, and of these
196 (82%) completed the study. Three of the 196 parti-
cipants who completed the study were excluded from
analyses because their maximum breath alcohol mea-
sures did not reach the minimum BrAC level (.09 g%).
Seventy per cent of participants reported some hangover
on the morning following alcohol administration. The
mean AHS score was significantly higher under alcohol
condition, relative to placebo condition (Table 1).

Objective performance outcomes

The morning after beverage administration, neither the
quiz scores on the prior day’s lecture nor the two GRE
scores differed by beverage condition; effect sizes were
close to zero (<0.06). None of the academic performance
outcomes showed significant beverage–order or gender–
beverage interactions (Table 3).

Of the nine primary NES3 measures, VST-B was sig-
nificantly different by beverage. PMT-C showed signifi-
cant gender by beverage interaction (P = 0.032); females
performed worse (borderline significant) under alcohol
condition, relative to placebo, but for males there was no
difference. No interactions of beverage with order were
significant. The morning after beverage administration,
median attention/reaction-time scores, as measured by
the PVT, were significantly longer under the alcohol con-
dition, relative to the placebo condition (Table 4). Of the
exploratory neurocognitive tests, none was significantly
different by beverage condition at our a level.

Dependent measures of subjective effects

Mood

The day after beverage administration, the mean total
mood disturbance score was significantly worse under
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alcohol condition, relative to placebo condition, in both
the morning and the afternoon (Table 5).

Self-rated performance

Participants tended to rate their performance on the
academic tests as worse under alcohol condition, com-
pared to placebo condition. These differences were signi-
ficant for self-rated performance on the quiz and GREs
(Table 5). Participants’ mean estimates of their BrACs

following beverage administration were 0.006 g%
and 0.098 g% under placebo and alcohol conditions,
respectively.

DISCUSSION

College students’ test-taking performance was not
affected significantly on the morning after intoxication.
Significant decrements in some laboratory tests of neu-

Table 3 Academic performance outcomes by experimental condition.

Measure n Alcohol Placebo
Difference
(SD)

Effect Size
(d) P-value

GRE Raw Scores GRE verbal 193 495.39 (87.79) 497.62 (86.43) -2.23 (61.02) 0.04 NS
GRE quantitative 193 615.75 (98.92) 612.38 (94.64) +3.37 (62.57) 0.05 NS

Quiz no. correct 193 24.70 (2.26) 24.59 (2.48) +0.11 (2.65) 0.04 NS

All P-values are based on mixed-effects models controlling for gender and session number. The interaction of gender and dose was tested in each model
and found to be non-significant. GRE: Graduate Record Examinations; NS: not significant; SD: standard deviation.

Table 4 Neurobehavioral Evaluation System-3 and PVT outcomes by beverage condition.

NES3 outcomes n Alcohol Placebo
Difference
(SD)

Effect size
(d) P-value

Tests requiring speed
Finger Tapping Test: mean number of taps,

preferred hand (FTT-P)
188 59.68 (7.11) 60.12 (7.24) -0.44 (4.73) 0.09 NS

Sequences Test (ST-A-L)
Sequence A: latency (ms)a 188 14.35 (2.66) 14.48 (3.02) -0.13 (2.59) 0.05 NS
Digit-Symbol Test (DST-L)

Latency (ms)b 188 80.02 (9.53) 79.53 (9.22) +0.49 (6.63) 0.07 NS
Pattern Memory Test (PMT-L)

Average response latency for correct items
(seconds)

188 3.17 (0.85) 3.15 (0.90) +0.01 (0.71) 0.02 NS

Tests requiring sustained attention
Auditory Digit Span Test (ADST-B)c

Maximum span backward 188 6.25 (1.40) 6.16 (1.42) +0.09 (1.40) 0.06 NS
Adaptive Paced Auditory Serial Addition Test

(APASAT-C)
Number correct 184 94.92 (3.42) 95.06 (3.19) -0.14 (2.86) 0.05 NS

Visual Span Test (VST-B)
Maximum span backward 186 5.41 (0.89) 5.67 (1.16) -0.26 (1.22) 0.21 0.004

Pattern Memory Test (PMT-C)
Number correct

Male 103 16.14 (2.90) 16.06 (2.36) +0.08 (2.65) 0.03 NS
Female 85 15.26 (2.74) 16.12 (2.12) -0.86 (2.70) 0.32 0.004

Tests requiring sustained attention and reaction-time
Continuous performance test (CPT)

Reaction-time (ms) 187 378.77 (35.48) 375.98 (35.82) +2.78 (22.47) 0.12 NS
Psychomotor vigilance test (PVT)

Median reaction-time (ms) 190 223.40 (22.81) 218.57 (20.25) +4.83 (15.08) 0.32 0.000

All P-values are based on mixed-effects models controlling for gender and session number. The interaction of gender and dose was tested in each model.
If interaction found to be significant, results were presented by gender. aMaximum time permitted to complete sequence A: 60 seconds; sequence B: 120
seconds. bMaximum time permitted to complete digit/symbol test: 180 seconds. cValid range of span scores for the forward condition: 3–9; backward
condition: 2–8. NS: not significant; SD: standard deviation.
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rocognitive function were observed on the morning after
alcohol. The NES3 was administered to increase under-
standing of academic performance effects, should they be
found. Under placebo condition, participants’ NES3 per-
formance scores were normative and most tests showed
no alcohol effects. The pattern of residual alcohol effects
we found clustered around visuospatial, motor function
and attention/reaction-time deficits. These effects may
not be central to performance on multiple choice tests
based on recall and recognition, but may affect other
types of academic performance (unmeasured by our
study), such as essay-writing and problem-solving requir-
ing higher-order cognitive skills, as well as safety-related
performance such as ability to process information and
respond quickly to unexpected events when driving or
operating machinery. Mood states, both in the morning
and afternoon, were significantly worse on the day after
alcohol. Similarly, participants tended to rate their test-
taking performance as significantly worse on the day
after alcohol relative to placebo, even though no impair-
ment in academic performance was actually observed.

We do not believe our outcomes were artifacts of par-
ticipant motivation. The GRE scores were comparable to
recent norms, with about 60% of participants scoring in
the top 50th percentile of the national distribution. Simi-
larly, the mean quiz scores were about 83%, high enough
to indicate participant motivation, but low enough to
suggest that the quizzes were not too easy (i.e. no ceiling
effect). We also do not believe that participant blinding,
which can be problematic at high alcohol doses, affected
results because the bias would be away from the null
hypothesis and we did not find differences on the primary
outcome variables (academic test-taking performance).
Although our procedures called for abstinence from rec-
reational drugs 24 hours prior to experimental sessions,
we used only self-report to check drug-use compliance.
Moreover, we did not screen for, or document, drug-use
history. Thus, participants’ undisclosed drug use prior
to experimental sessions could have. If so, there was no

consistent effect, as some outcomes were affected
significantly on the day after alcohol and others were
not.

Although the morning and afternoon mood scores
were significantly worse following the alcohol condition,
these results may have been driven in part by fatigue
resulting from alcohol’s sleep-disturbing effects [36,71–
73].

While our findings are discordant with results of
survey studies that find associations between alcohol use
and academic problems, these studies are potentially con-
founded in that a third factor (e.g. personality) may cause
both excessive drinking and academic difficulties and
causal order is unknown (i.e. academic difficulties could
lead to excessive drinking). Our findings are consistent,
however, with a study on the effects of intoxication
on next-day occupational performance [33]. In that
study, merchant marine cadets’ performance on a diesel
engine simulator was not affected significantly, relative
to placebo, on the morning after intoxication (mean
BrAC.115 g%), but self-rated performance was signifi-
cantly worse. Similarly, another laboratory study found
measures of combined attention and reaction-time to
be the only neurocognitive measures affected on the
morning after 0.11 g% BrAC [74].

We do not conclude, however, that excessive drinking
is not a risk factor for academic problems. It is possible
that a higher alcohol dose would have affected next-day
academic test scores. Moreover, test-taking is only one
factor in academic success. Study habits, motivation
and class attendance also contribute to academic perfor-
mance; each of these could be affected by intoxication.
When drinking leads to staying up too late, sleeping in or
getting too little sleep, it can disrupt next-morning atten-
dance or focus. Moreover, we did not measure whether
learning skills were impaired on the day after intoxica-
tion. The neurocognitive measures that were affected
negatively on the day after alcohol could be related to the
ability to process new information effectively. By neces-

Table 5 Subjective measures by beverage condition.

Profile of Mood States (POMS) (higher scores reflect more negative mood state)

Measure n Alcohol Placebo
Difference
(SD)

Effect Size
(d) P-value

Morning: total mood disturbance score 193 6.71 (9.41) 1.90 (7.20) +4.81 (7.95) 0.60 0.000
Afternoon: total mood disturbance score 153 4.30 (10.19) 1.93 (8.39) +2.37 (8.72) 0.27 0.001
Self-rated performance
Quiz performance 185 3.43 (0.77) 3.61 (0.79) -0.18 (0.95) 0.19 0.005
GRE performance 188 2.48 (0.69) 2.65 (0.68) -0.18 (0.76) 0.23 0.002

All P-values are based on mixed-effects models controlling for gender and session number. The interaction of gender and dose was tested in each model
and found to be non-significant. GRE: Graduate Record Examinations; SD: standard deviation.
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sity, all participants were �21 years of age and thus were
college juniors, seniors or recent graduates. It is possible
that over the course of their education students develop
skills that allow them to perform well on multiple-choice
tests despite neurocognitive impairment resulting from
intoxication the previous night. Accordingly, had our par-
ticipants been freshmen or sophomores, they might have
performed worse under alcohol, relative to placebo, con-
dition. We excluded volunteers who had not engaged in
recent binge drinking or who were at risk for alcohol
dependence. It is possible that these excluded drinkers
might be more susceptible to alcohol-related problems
with test-taking. Nonetheless, in surveys almost half of
college students report binge drinking and presumably
most of these have not developed alcohol dependence.
Thus, we believe that our findings are relevant to a sub-
stantial proportion of college students.

Clinical trials registration

ClinicalTrials.Gov Identifier: NCT00183170
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Therapeutic Potential of Oral Factor Xa Inhibitors
Elaine M. Hylek, M.D., M.P.H.

Venous thromboembolism is the third leading 
cause of cardiovascular death, after myocardial 
infarction and stroke.1 Total hip or knee arthro-
plasty is the procedure with the highest risk of 
venous thromboembolism.2 In this issue of the 
Journal, two studies affirm and extend the efficacy 
and safety of the novel oral factor Xa inhibitors, 
rivaroxaban and apixaban, in the management 
of venous thromboembolic disease.3,4 In the Acute 
DVT Study,3 rivaroxaban (at a dose of 15 mg twice 
daily for 3 weeks, followed by 20 mg once daily) 
was compared with enoxaparin followed by war-
farin or acenocoumarol, for 3, 6, or 12 months, 
in patients with acute, symptomatic deep-vein 
thrombosis. Rivaroxaban had noninferior effi-
cacy with respect to recurrent venous thrombo-
embolism, with similar rates of hemorrhage. 
The Continued Treatment Study3 confirmed the 
persistent risk of recurrent venous thromboem-
bolism after initial treatment, as shown by Ridker 
and colleagues,5 and lends further support to ex-
tending the duration of anticoagulant therapy, 
particularly given the low rates of major bleed-
ing with rivaroxaban (0.7%). Lassen and col-
leagues studied thromboprophylactic regimens 
in patients undergoing total hip replacement.4 
Participants were randomly assigned to apixa-
ban, at a dose of 2.5 mg orally twice daily, or 
enoxaparin, at a dose of 40 mg subcutaneously 
every 24 hours, with the treatments initiated 
perioperatively and continued for 35 days after 
surgery. Apixaban was associated with lower rates 
of venous thromboembolism without an increase 
in bleeding complications.

The oral factor Xa inhibitors represent a major 
advance in the prevention and treatment of 
thromboembolic disease. Factor Xa is strategi-
cally positioned at the juncture of the intrinsic 

and extrinsic coagulation pathways proximal to 
thrombin. The potential impact of these oral, 
highly specific, fixed-dose drugs that do not re-
quire routine monitoring will no doubt be sub-
stantial. Currently, millions of people worldwide 
are relegated to receiving no therapy or therapy 
that has been proven to be ineffective, because 
they lack access to the monitoring expertise 
needed to safely and effectively administer war-
farin. It is conceivable that the oral factor Xa 
inhibitors, as compared with warfarin, will prove 
to be safer in clinical practice because they are 
administered in fixed doses, do not interfere 
with diet, and have fewer interactions with other 
drugs. Given the nine different tablet strengths 
of warfarin, transitions in care settings and 
fluctuations in health status invariably create 
opportunities for unintended harm. A growing 
appreciation of the hazards of warfarin therapy 
prompted the Food and Drug Administration to 
issue a black-box warning for warfarin in Octo-
ber 2006.6 The factor Xa inhibitors that are 
most advanced in clinical development are riva-
roxaban, apixaban, and edoxaban. (Other factor 
Xa inhibitors in development include betrixa-
ban, YM150, and TAK-442.) Unlike the case with 
warfarin, drug elimination in the case of the 
factor Xa inhibitors involves multiple pathways. 
The degree of renal clearance is 66% in the case 
of rivaroxaban, 25% in the case of apixaban, 
and 35% in the case of edoxaban. As compared 
with warfarin’s half-life of 20 to 60 hours, the 
respective half-lives of these agents are 7 to 11 
hours, 12 hours, and 9 to 11 hours. As shown 
in the study by the EINSTEIN investigators, the 
rapid onset of action obviates the need for hepa-
rin in the acute management of venous throm-
bosis. The rapid onset of action also has impli-
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cations for the appropriate timing of the 
initiation of the drug after the procedure, given 
the need for wound hemostasis. The shorter half-
life of these agents may improve their overall 
safety profile but, conversely, will also result in 
the drugs’ providing less protection if doses are 
missed. All these drugs are metabolized to differ-
ent degrees by cytochrome P-450 3A4 (CYP3A4) 
and are substrates for P-glycoprotein. Therefore, 
the concomitant use of drugs that inhibit both 
pathways, such as azole antifungal agents or pro-
tease inhibitors, is contraindicated.7

Each of the factor Xa inhibitors is being eval-
uated in at least one large-scale phase 3 trial of 
stroke prevention in patients with atrial fibrilla-
tion. Positive results from the completed Riva-
roxaban Once-Daily Oral Direct Factor Xa Inhi-
bition Compared with Vitamin K Antagonism 
for Prevention of Stroke and Embolism Trial in 
Atrial Fibrillation (ROCKET-AF; ClinicalTrials.gov 
number, NCT00403767) were recently presented 
at the annual scientific sessions of the Ameri-
can Heart Association.8 The randomized trial of 
Apixaban versus Acetylsalicylic Acid to Prevent 
Stroke in Atrial Fibrillation Patients Who Have 
Failed or Are Unsuitable for Vitamin K Antago-
nist Treatment (AVERROES, NCT00496769) was 
stopped early because the efficacy of apixaban 
had been shown.9 The results of ongoing trials 
involving patients with atrial fibrillation, in 
which warfarin is the active comparator, are ex-
pected in 2011: the Apixaban for the Prevention 
of Stroke in Subjects With Atrial Fibrillation study 
(ARISTOTLE, NCT00412984), in which apixaban 
is being tested with a dose of 5 mg twice daily, 
and the Global Study to Assess the Safety and Ef-
fectiveness of DU-176b versus Standard Practice 
of Dosing With Warfarin in Patients With Atrial 
Fibrillation (EngageAFTIMI48, NCT00781391), in 
which two doses of edoxaban, 30 mg and 60 mg, 
each administered once daily, are being com-
pared with warfarin.

Translating the efficacy and safety that have 
been shown in clinical trials to real-world prac-
tice is often a challenge because, as compared 
with patients in real-world practices, participants 
in trials are usually younger, have less medically 
complex illnesses, are more likely to be adher-
ent, and have been specifically selected on the 
basis of having a lower risk of bleeding. Con-
comitant antiplatelet therapy is either discouraged 
or considered to be an exclusion criterion. The 

mean age of participants undergoing hip arthro-
plasty in the study by Lassen et al. was 60 years, 
and approximately 89% of the participants had 
normal renal function. Similarly, the mean age 
of participants with acute symptomatic deep-
vein thrombosis in the study by the EINSTEIN 
investigators was 56 years, and 92% had a creat-
inine clearance of 50 ml per minute or more. 
Because both the risk of thrombosis and the 
risk of hemorrhage increase substantially with 
age and with burden of chronic disease, the ef-
fectiveness of the novel agents in real-world prac-
tice will need to be closely monitored, particu-
larly among older adults with renal impairment. 
The critical role of baseline risk and the additive 
hazards of combination antiplatelet therapy and 
bleeding were highlighted by the recent early 
termination, because of increased bleeding with 
apixaban, of the Apixaban for Prevention of 
Acute Ischemic Events 2 trial (APPRAISE-2, 
NCT00831441), in which patients with a recent 
acute coronary syndrome who were receiving 
single or dual antiplatelet therapy were random-
ly assigned to apixaban or placebo.10

Alternatives to warfarin have been long await-
ed. The oral factor Xa inhibitors show great 
promise. The reversibility of the drugs’ effects 
and the ability to measure the anticoagulant ef-
fect in specific situations will continue to be 
highly desirable features and will help to allay 
physicians’ concerns. If these novel, breakthrough, 
oral anticoagulant drugs prove to be effective 
across the broad spectrum of patients in routine 
care and are conscientiously priced, the world-
wide impact will be huge.

Disclosure forms provided by the author are available with the 
full text of this article at NEJM.org.

From the Section of General Internal Medicine, Department of 
Medicine, Boston University School of Medicine, Boston.
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Abstract

Background: Unhealthy substance use is the spectrum from use that risks harm, to use associated with problems,
to the diagnosable conditions of substance abuse and dependence, often referred to as substance abuse disorders.
Despite the prevalence and impact of unhealthy substance use, medical education in this area remains lacking, not
providing physicians with the necessary expertise to effectively address one of the most common and costly
health conditions. Medical educators have begun to address the need for physician training in unhealthy
substance use, and formal curricula have been developed and evaluated, though broad integration into busy
residency curricula remains a challenge.

Discussion: We review the development of unhealthy substance use related competencies, and describe a
curriculum in unhealthy substance use that integrates these competencies into internal medicine resident
physician training. We outline strategies to facilitate adoption of such curricula by the residency programs. This
paper provides an outline for the actual implementation of the curriculum within the structure of a training
program, with examples using common teaching venues. We describe and link the content to the core
competencies mandated by the Accreditation Council for Graduate Medical Education, the formal accrediting body
for residency training programs in the United States. Specific topics are recommended, with suggestions on how
to integrate such teaching into existing internal medicine residency training program curricula.

Summary: Given the burden of disease and effective interventions available that can be delivered by internal
medicine physicians, teaching about unhealthy substance use must be incorporated into internal medicine
residency training, and can be done within existing teaching venues.

Background
Unhealthy substance use (SU) is the spectrum from use
that risks harm, to use associated with consequences or
problems, to the diagnosable conditions substance abuse
and dependence often referred to as substance use dis-
orders [1]. Unhealthy SU is a major public health pro-
blem in the United States. Many physician interventions
(e.g., brief counseling, pharmacotherapy) have proven
efficacy. Internal medicine physicians are among the
most commonly visited physicians in the US [2]. Yet
internal medicine physician training in substance use-
related preventive services, diagnosis, treatment, and
chronic disease management has been inadequate. This

inadequacy leaves patients and the health system with-
out sufficient expertise to address one of the most com-
mon and costly health conditions.
Among people 12 and older, there were 20.4 million

current users of illicit drugs, 125 million users of alcohol
and 72.9 million users of tobacco products, according to
the 2006 National Survey on Drug Use andHealth [3]. Of
those, 22.6 million alcohol and illicit drug users (9.2% of
the population 12 and older) met criteria for substance
abuse or dependence. Drug abuse was responsible in
2002 for approximately 26,000 deaths and cost society
$180.8 billion [4]. Alcohol use cost society similarly and
was responsible for 85,000 deaths [5,6]. Comparatively,
coronary heart disease, the leading cause of death in the
United States for the past 80 years and a major cause of
disability, cost an estimated $151.6 billion in 2007 [7,8].
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Education about unhealthy SU is inadequate in medi-
cal training [9]. This deficiency persists despite the con-
tribution of SU to disability and premature death, [10]
and its prevalence and societal costs [6,11,12]. Screening
and management of SU merits a position in medical
curricula that reflects its importance and characteristics
as a mainstream medical condition [13-17]. Although
screening and brief intervention for unhealthy alcohol
use is among the most effective and cost-effective pre-
ventive services delivered by physicians, its actual deliv-
ery is the lowest among comparably ranked services
(most often not delivered to those eligible) [18-20].
Many physicians fail to address SU conditions due to

discomfort with SU-related patient discussions, [21]
deficient knowledge and clinical skills, [22,23] and nega-
tive attitudes, [24,25] all resulting in barriers to provid-
ing optimal medical care for their patients and reducing
the consequences that affect their families and society
[26]. The diagnosis of substance abuse or dependence is
often missed by physicians and even when the diagnosis
is made, many physicians do not know how to respond
appropriately using brief intervention or developing an
organized plan for referral or treatment and follow-up.
While there are many reasons physicians are not per-
forming screening and brief intervention, such as stigma
or lack of skill, there may be few local referral resources
for patients with SU, once identified. At minimum, the
basic clinical skills of screening, assessment, diagnosis,
negotiating treatment and ongoing monitoring in SU
must be addressed in physician training. These are skills
that physicians already routinely employ in the preven-
tion and management of other chronic conditions [27].
SU conditions can be serious and chronic, and risk fac-
tors and earlier stage unhealthy use can be recognized,
highlighting the need for physicians to embrace their
role in preventing, identifying and managing patients
with unhealthy SU [28].

Discussion
Physician education
Medical educators have started addressing the need for
physician training in unhealthy SU screening, assess-
ment, and management [29-34]. Formal curricula on
these subjects have been developed [35,36] and evalu-
ated [37,38] and recommendations for the medical care
of addicted patients have been published [13,39,40]
Nonetheless, dissemination of up-to-date addiction
research and clinical recommendations into physician
practice and residency curricula remains a significant
challenge [41,42].
Unhealthy substance use education aimed at improving

residents’ attitudes and clinical practice behaviors has
been shown to be effective [43,44]. When residents feel
responsible for caring for patients with SU conditions

(i.e., “role responsibility”), they develop greater confi-
dence in their ability to screen and refer patients [45].
Wider implementation of known effective clinical prac-
tices for addressing SU conditions requires creative stra-
tegies to develop a workforce that sees the management
of SU conditions as part of its overall mission, is knowl-
edgeable about state-of-the-art approaches to patient
management, and is motivated to implement such prac-
tices in a range of clinical settings [9,38,46,47]. As noted
in the Institute of Medicine Report Improving the Quality
of Health Care for Mental and Substance-Use Conditions,
[26] medical educators have not adequately addressed
past recommendations to update training of medical pro-
fessionals, leaving trainees ill equipped in their ability to
care for patients with SU conditions.
The need to implement SU curricula is also supported

by the existence of several national initiatives regarding
SU care in medical settings–the Joint Commission,
which is considering SU-related performance measures
for hospitals, a performance measure for alcohol screen-
ing included by the Center for Medicare and Medicaid
Services in 2009, and national Screening Brief Interven-
tion Referral and Treatment programs supported by fed-
eral grants to a number of states in the US [48-50].

Strategies for educational change
There are several strategies that may be employed to
foster the adoption of core addiction medicine compe-
tencies into mainstream of graduate medical education
curricula, each with strengths and limitations. Examples
include:

1) Modifying residency training to support the
development of core skills and behaviors by the
program graduates, though residency programs may
be reluctant to add new training initiatives to their
busy schedules;
2) Disseminating models for understanding SU
conditions that are already familiar to physicians,
for example, highlighting that SU conditions are
often chronic diseases with periods of remission and
relapse for many patients; [51]
3) Addressing attitudes towards unhealthy SU
and patients with these conditions, recognizing
that attitudinal issues play a large role in physicians’
willingness to address SU conditions in their
patients. For example, clinical guidelines and proto-
cols may be more readily accepted if championed by
opinion leaders and role models who are trusted
sources of clinical information (often requiring them
to be from the same specialty and profession), effec-
tive presenters of new information about changes in
clinical practice and viewed as mentors by colleagues
and younger trainees;
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4) Recommendations and requirements of accred-
itation bodies to serve as catalysts and ultimately
for enforcement of change within training programs.

Accreditation and certification to improve resident
physician unhealthy substance use education
Academic institutions provide learners with opportu-
nities to develop knowledge and skills that are pre-
requisites for safe, effective, and competent practice.
Accrediting organizations assess educational programs
to determine whether their content is designed to pro-
duce fully competent graduates. Accreditation is granted
to those programs meeting their standards. The Accred-
itation Council for Graduate Medical Education
(ACGME) is a private, non-profit council that evaluates
and accredits medical residency programs in the United
States. The ACGME was established in 1981 based on a
consensus in the academic medical community for an
independent accrediting organization. Its forerunner was
the Liaison Committee for Graduate Medical Education
(LCGME) and had been established in 1972.
The mission of the ACGME is to improve health care

by assessing and advancing the quality of resident physi-
cians’ education through accreditation. For each medical
specialty, the ACGME has a Residency Review Commit-
tee (RRC) comprised of 6 to 15 volunteer physicians.
Members of the residency review committees are
appointed by the American Medical Association (AMA)
Council on Medical Education and the appropriate med-
ical specialty boards and organizations.
In the evaluation of graduate medical education, the

ACGME has shifted from a descriptive model focused
on structure and measurement of a program’s “poten-
tial” to train competent physicians, to a model that mea-
sures actual training outcomes. In 1997, the ACGME
initiated the Outcome Project and began to develop
core competencies. The goal of the Outcomes Project is
to enhance residency education through resident out-
come assessment [52]. This project is a long-term initia-
tive which emphasizes the attainment of a core set of
competencies by the residents, as an indicator of a resi-
dency program’s educational effectiveness and quality
rather than simple compliance with regulations. In 1999,
the AGGME endorsed six general competencies around
which all residency curricula should be organized: 1)
Medical Knowledge; 2) Patient Care; 3) Interpersonal
and Communication Skills; 4) Professionalism; 5) Prac-
tice-based learning and improvement; 6) Systems-based
practice. The ACGME has progressively moved to the
present mandate for training programs to demonstrate
data-driven changes and improvements in curricula
based on resident performance data in each of the com-
petencies, promoting continuous improvement in

resident education and ultimately, in the healthcare
workforce. Any efforts to improve resident physician
unhealthy substance use education via accreditation will
likely be most successful if they take into account and
relate clearly to the ACGME core competencies.
Health professional organizations frequently rely on

independent certifying bodies that grant certification
recognizing that individuals have successfully demon-
strated knowledge or competency in a particular specialty.
The American Board of Internal Medicine (ABIM) is a
non-profit, independent evaluation organization that,
through the administration of a certifying examination,
has for more than 70 years maintained the highest stan-
dard in internal medicine. ABIM certification has meant
that internists have demonstrated - to their peers and to
the public - that they have the clinical judgment, skills and
attitudes essential for the delivery of excellent patient care.
However, only 2% of the American Board of Internal Med-
icine certifying exam typically addresses substance use,
which translates into 2-5 questions in the entire exam
(compared to 14% for cardiovascular disease, 6% for
nephrology, 2% for ophthalmology, and 10% for geriatrics).
Regulatory bodies may provide some leverage in institut-
ing more global implementation of resident training in
substance abuse conditions by increasing the emphasis of
substance use and related conditions on their examina-
tions, such as on the ABIM certifying examination.

Unhealthy substance use-related competencies
The Health Resources and Services Administration
(HRSA) and the Substance Abuse and Mental Health
Services Administration (SAMHSA) Center for Sub-
stance Abuse Treatment (CSAT) supported an effort by
the Association for Medical Education and Research in
Substance Abuse (AMERSA) to implement an interdisci-
plinary project to improve health professional education
in substance abuse [53]. The project was known as Pro-
ject MAINSTREAM (the Multi-Agency INitiative on
Substance abuse Training and Education for America).
A major aim of this project was to produce a national

strategic plan to improve care for substance use pro-
blems, including state-of-the-art reviews and recommen-
dations for health professional development by leading
authorities. To develop the strategic plan, nationally
recognized experts were invited to join a Strategic Plan-
ning Advisory Committee (SPAC) representing dentists,
dietitians, nurse midwives, nurses, nurse practitioners,
occupational therapists, pharmacists, physical therapists,
physicians, physician assistants, psychologists, public
health professionals, rehabilitation counselors, social
workers, speech pathologists, and audiologists.
Using a modified consensus-development approach,

they defined a set of core competencies for all health
professionals, irrespective of discipline. In addition,
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members of the SPAC, in conjunction with other
national leaders in substance abuse, developed disci-
pline-specific papers that summarize the state of the art
regarding education of health professionals about SU
conditions and provide recommendations and action
steps for achieving desired goals within each discipline.
All of the papers were subjected to peer review and
were modified before being accepted for inclusion in the
Strategic Plan. Following further review of the papers,
an exhaustive stratification process was used to derive
key recommendations that cut across the professional
disciplines represented by the authors. The recommen-
dations represent the collective input from SPAC mem-
bers and outside experts from all of the disciplines and
hundreds of other individuals who assisted in the review
of materials in the Strategic Plan.
Since publication of the Strategic Plan in 2002, recom-

mended physician competencies were adopted by the
White House Office of National Drug Control Policy
and by medical education leaders (including representa-
tives from the ACGME, AMA, and the Society of Gen-
eral Internal Medicine) in a series of Leadership
Conferences on Medical Education in Substance Abuse
that took place in 2004, 2006, and twice in 2008, [28]
Unhealthy Substance Use Curriculum for Internal Medicine
Residency Programs
Introduction to Unhealthy Substance Use Curriculum
Many previous publications have outlined curricula for
physicians at various stages of training and from various
specialties, for medical schools and residencies. In this
paper, we outline a curriculum in unhealthy substance
use education for internal medicine resident physicians
specifically, based on the core competencies developed
as outlined above. We provide an outline to assist in the
actual implementation of such a curriculum within an
internal medicine residency training program.
We have organized the curriculum into modules, with

didactic as well as experiential components, utilizing a
variety of educational venues, some new and some typi-
cally found within the existing framework of an internal
medicine residency curriculum. Residency training pro-
grams may opt to deliver this curriculum via a dedicated
rotation. While a dedicated rotation may be more efficient,
it may also be less likely to be implemented as required
components of residencies already replete with such rota-
tions (e.g., intensive care unit). More importantly, we
believe that addiction medicine is best taught to medical
residents when the training is integrated into general med-
ical care, modeling comprehensive care delivery. In this
format, components of the unhealthy substance use curri-
culum are inserted into existing internal medicine teaching
venues, both didactic and clinical, and the competencies
contribute to the core general competencies addressed by
residencies and monitored by the ACGME.

This model relies heavily on faculty who are well
trained in addiction medicine and can serve as effective
teachers. Such a model may also provide only limited
exposure to patients in recovery after having received
specialty treatment, who are less often recognized in
internal medicine clinical settings. Finally, we link the
proposed curricular modules to the ACGME core
competencies. These modules may be modified and
adapted to meet specific program needs and available
resources.
Goal of the unhealthy substance use curriculum The
goal of an unhealthy substance use (SU) curriculum for
internal medicine residents is two-fold. The first goal is
to highlight the importance of addiction medicine in
patient care. The second is to provide internal medicine
residents, regardless of ultimate career choice, with the
core knowledge and skills necessary for all internists
who provide clinical care. Of note, internists include
those in general internal medicine (many of whom deli-
ver primary medical care) as well as subspecialists (e.g.,
cardiologists, gastroenterologists, endocrinologists,
nephrologists). Unhealthy SU condition knowledge and
skills address appropriate prevention, early detection,
diagnosis, treatment and referral for patients with sub-
stance use conditions. We outline herein a curriculum
in unhealthy SU for internal medicine residents, based
on the recommendations of AMERSA’s Project MAIN-
STREAM regarding physician competencies. These core
competencies in unhealthy substance use for internal
medicine residents are as follows:

1) Residents will perform age, gender and culturally
appropriate unhealthy substance use screening
2) Residents will effectively assess patients with
unhealthy substance use
3) Residents will provide brief interventions to
patients with unhealthy substance use
4) Residents will demonstrate effective counseling
methods to help prevent unhealthy substance use
5) Residents will refer patients with substance use
disorders to treatment settings that provide pharma-
cotherapy for relapse prevention
6) Residents will recognize, treat or refer co-morbid
medical and psychiatric conditions in patients with
substance use conditions
7) Residents will refer patients with substance use
disorders to appropriate treatment and supportive
services
8) Residents will be aware of the ethical and legal
issues around physician impairment from substance
use and of resources for referring potential impaired
colleagues, including employee assistance programs,
hospital based committees, and state physician
health programs and licensure boards
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9) Residents will identify the legal and ethical issues
involved in the care of patients with unhealthy sub-
stance use
10) Residents will provide pharmacologic withdrawal
to patients with substance dependence
11) Residents will provide or refer for treatment for
relapse prevention in patients with substance use

disorders, both pharmacotherapy and psychosocial
counseling

Unhealthy substance use curriculum The curriculum
is presented in eight modules, outlined in Table 1. The
modules address the substance use competencies out-
lined by Project MAINSTREAM and are linked to the
ACGME competencies that they can meet. Table 1

Table 1 Unhealthy substance use curricular modules, corresponding ACGME competencies and suggested internal
medicine residency clinical venues

Modules ACGME
Competencies

Suggested Clinical Venue Time

1) Addiction and the brain:
principles of addiction

Medical
knowledge;
Patient care

All patient care activities, especially continuity clinic
experiences;
inpatient medicine;
emergency department

45-60 minute lecture

2) Complications and comorbidities
of unhealthy substance use

Medical
knowledge;
Patient care;
Systems-based
practice

Medical consultation rotations; inpatient medicine;
emergency department; intensive care unit
rotations

45-60 minute case-based lecture

3) Screening and assessment of
unhealthy substance use

Practice-based
learning;

Continuity clinic;
inpatient medicine;
subspecialty electives;
emergency department

45-60 minute interactive lecture and
45-60 minute skills practice session

4) Effective methods of counseling
patients including brief
intervention

Patient care
Medical
knowledge;
Interpersonal and
communication
skills;
Systems-based
practice

Continuity clinic; inpatient medicine; emergency
department

45-60 minute interactive lecture and
45-90 minute skills practice
(1-2 sessions)

5) Substance abuse treatment
including pharmacotherapy

Systems-based
practice;
Medical
knowledge;
Patient care

Intensive care units, medical wards, continuity
clinics, emergency department

60-90 minute lecture

6) Substance-specific inpatient and
outpatient management

Medical
knowledge;
Patient care;
Practice-based
learning;
Systems-based
practice;
Interpersonal and
communication
skills

Continuity clinic; inpatient medicine; emergency
department

60 minute case-based lecture

7) Prescription drug abuse Professionalism;
Interpersonal and
communication
skills;
System-based
practice;
Practice-based
learning; Patient
care;
Medical knowledge

Continuity clinic;
emergency department

60 minute case-based lecture

8) Legal and ethical considerations
for patients and physicians

Professionalism;
Systems-based
practice;
Practice-based
learning;
Medical knowledge

All patient care activities; continuity clinic; inpatient
medicine; emergency department

60 minute lecture
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suggests where to integrate the modules into an internal
medicine residency program’s existing clinical venues
and an anticipated minimum time for each. The didactic
sessions for each of the eight modules listed in Table 1
may be appropriate for more than one didactic session
depending on the depth of teaching and the availability
of group learning conference time. The curriculum is
presented in separate modules, as a suggestion for
implementation. However, these may be modified based
on the needs of the individual training programs. For
example, a residency program might opt to consolidate
the screening and brief intervention modules into one
didactic session, followed by a skill practice workshop.
1) Addiction and the brain: principles of addiction medicine
Module relevance This introductory module sets the
stage for covering substance use conditions as important
and relevant, often chronic conditions, for generalists. It
will teach learners the pathophysiology of addiction.
Module content The session should introduce addiction
as a chronic relapsing brain disease by reviewing the
neurobiology of addiction. The neurobiology of addic-
tion should include where in the brain substances of
abuse act, how they cause intoxicating effects and how
they alter the brain when used chronically. In this way,
addiction medicine is framed similarly to how other
chronic diseases (e.g., chronic obstructive lung disease,
congestive heart failure, and diabetes) are taught. The
session should also include national and local epidemiol-
ogy of substances of abuse and describe the full spec-
trum of unhealthy substance use from at-risk use (that
risks consequences) to substance dependence. A general
overview about how the severity of the substance use
problem influences treatment choice and efficacy and
relapse risk should be covered. The session should be
clinically relevant to the learner, for example, epidemiol-
ogy and treatment should be presented in a way that is
relevant to the specific residency program’s needs and
to the specific residents’ rotation. For example, if the
module is being taught to an inpatient team in an urban
setting where heroin dependence is prevalent, then the
prevalence, neurobiology and management of heroin
dependence in hospitalized patients should be included.
Discussion about the genetic vulnerabilities, risk and
protective factors of addiction should also be covered.
Module special considerations Depending on the
population served by the residency program’s clinical
sites, the curriculum should address the specific needs
for special populations (adolescent, geriatric, racial/eth-
nic/cultural groups) and for specific substances of abuse.
2) Complications and comorbidities of substance abuse
Module relevance This module serves to highlight the
impact SU has on other common medical and psychia-
tric diseases. The module is also important because of
the high prevalence of medical and psychiatric

comorbidities in patients with substance use conditions.
As such it has particular relevance for internal medicine
physicians focused on medical conditions, and common
psychiatric conditions such as depression and anxiety.
Addressing substance use allows more effective manage-
ment of these conditions.
Module content It will be important for learners to
understand how substance use causes or worsens other
chronic diseases (e.g., cirrhosis, cardiomyopathy, depres-
sion) and has important interactions with treatments for
other chronic diseases (e.g., anticoagulation therapy,
sedatives for anxiety, opioids for chronic pain). This
module highlights how common medical conditions
(e.g., hypertension, insomnia) can be adversely affected
by substance use. In addition, injection drug use and
risky sexual behavior during substance use has been
associated with conditions such as endocarditis, hepatitis
B and C and HIV/AIDS. Topics such as cocaine asso-
ciated chest pain or injection drug using patients with
fever are useful contexts to present this topic.
3) Screening and assessment for unhealthy substance use
Module relevance This module has relevance for resi-
dents as screening and early intervention for unhealthy
substance use are recommended practices for all adults
[54]. Many internal medicine patients are unrecognized
and once identified the problem can be addressed to
prevent and manage substance use conditions. It also
serves to teach specific skills on how to detect unhealthy
(covering the spectrum from “at risk use” to “depen-
dence”) alcohol and drug use, using appropriate screen-
ing tools based on their validity, applicability and
purpose.
Module content This module should cover how
unhealthy substance use meets the criteria for wide-
spread screening based on high quality evidence (high
prevalence, significant consequences, valid screening
tests, effective and safe treatments, early identification
and treatment are preferable). The evidence behind
effective formal screening methods (rationale, utility,
operating characteristics) should be covered. Learners
should practice specific techniques (single item screen-
ing tests, quantity and frequency, CAGE, AUDIT,
DAST) [1,55] demonstrating age, gender and culturally
appropriate unhealthy substance use screening skills.
Learners should appreciate the limitations of biological
markers (e.g., urine drug testing, blood mean corpuscu-
lar volume, gamma-glutamyl-transferase, carbohydrate-
deficient transferrin). This module should address steps
to be taken to assess patient’s severity of substance use
and readiness to change their use in patients who screen
positive. Using the stages of change model, learners
should be able to assess a patient’s readiness to change.
Assessment should include identifying substance use
disorders (e.g., whether the patient has dependence, or
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abuse, any consequences, or no consequences but exces-
sive use). Teaching of assessment should also cover
patient factors that increase the risk of any use, such as
pregnancy or trying to conceive; medications contraindi-
cated with substance use (e.g., warfarin); medical condi-
tions that contraindicate alcohol or drug use (e.g.,
hepatitis); blackouts; failed attempts to cut down; family
history of substance conditions; injuries related to sub-
stance use; medical conditions that may be caused by
substance use (e.g., hypertension, trauma, anxiety, sleep
disorders); and behavioral problems that can result from
or be worsened by substance use (e.g., problems with
work, school, or family).
4) Effective methods of counseling patients including brief
interventions
Module relevance This module covers the effectiveness
and skills development of counseling to help prevent the
development of or progression of unhealthy substance
use using formal psychological counseling and brief
interventions. Brief counseling is one of the key skills in
the recommended practice of screening and interven-
tion. Motivational Interviewing and brief counseling are
particularly important skills for managing patients with
unhealthy substance use because many such patients do
not recognize their condition, and when they do, they
may not be ready to change. Brief counseling can facili-
tate change in this context. These skills also have rele-
vance to internal medicine practice beyond addressing
substance use, as they are useful for medication adher-
ence, and behavior change counseling in general.
Module content Residents should learn stages of change
(precontemplation, contemplation, determination,
action, relapse and maintenance) and appropriate coun-
seling strategies including patient advice and education
about harms and risks. Residents should learn the skills
of patient centered motivational interviewing and how
they differ from confrontational approaches. They
should be able to apply the principles of motivational
interviewing including developing discrepancy, avoiding
argumentation, rolling with resistance, expressing empa-
thy and supporting self efficacy. They should be able to
ask open ended questions, listen reflectively, affirm,
summarize and elicit and recognize change talk (i.e., dis-
advantages of the status quo, advantages of change, opti-
mism for change or intention to change; desire, ability
and reasons for change statements, and commitment
language). Residents should also be skilled in helping to
strengthen a patient’s commitment to change by nego-
tiating a plan. Residents should learn the skills of brief
intervention (i.e., counseling) including the components
of patient feedback, emphasizing personal responsibility
for change, giving clear advice, giving a menu of treat-
ment options, having an empathic counseling style and
enhancing a patients self-efficacy.

Module special considerations This module is best
accomplished by employing skills practice where resi-
dents have a chance to role play brief intervention and
motivational interviewing skills and receive feedback on
their clinical skills.
5) Substance Abuse Treatment including Pharmacotherapy
Module relevance This module includes treatments that
internal medicine physicians should have expertise in
(e.g., pharmacotherapy for alcohol dependence) as well
as treatments to which internists will generally refer
patients (e.g., residential addiction specialty treatments).
Module content The module covers the effectiveness
and content of substance abuse treatments including
detoxification, (i.e., medically supervised withdrawal)
residential treatment, 12 step and mutual help pro-
grams, outpatient treatment and pharmacotherapy (e.g.,
methadone, buprenorphine, naltrexone, acamprosate).
Residents should learn how to work collaboratively with
substance abuse specialty treatment programs and clini-
cians and specialists including counselors, psychologists
and social workers. Emphasis should be on talking to
patients about specialty treatment, making appropriate
referrals and prescribing medications to treat depen-
dence. Residents should know the efficacy and limita-
tions of different treatment modalities. They should be
familiar with web-based substance abuse treatment loca-
tor resources (e.g., Substance Abuse and Mental Health
Services Administration (SAMHSA) homepage http://
www.samhsa.gov).
Module special considerations Residents should have
an opportunity to visit treatment programs (e.g., metha-
done maintenance program, alcoholics anonymous
meeting) and interview patients who have undergone
specialty treatment and/or attended mutual help groups,
and those who are in recovery regardless of treatment
history (many such patients can be found in the resi-
dents usual internal medicine training sites).
6) Substance Specific Inpatient and Outpatient
Management
Module relevance This module serves to help residents
identify specific substance intoxication and withdrawal
syndromes, which are often seen in emergency, outpati-
ent and inpatient medicine settings, and make evidence-
based decisions on management strategies for specific
substance (e.g., alcohol, opioid) intoxication, withdrawal
and dependence.
Module content This module should cover substance
specific epidemiology, biochemistry, clinical pharmacol-
ogy (e.g., pharmacokinetics, drug testing, drug-drug
interactions), neurobiology, and behavioral effects (e.g.,
intoxication, tolerance, physical dependence). The major
substance categories should be covered including central
nervous system depressants, psychomotor stimulants,
nicotine, opioids, cannabis and alcohol. Residents should
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be able to identify the signs and symptoms of intoxica-
tion, overdose and withdrawal of all the major categories
of substances. Residents should learn how to manage
acute intoxication and withdrawal syndromes of all the
major categories of substances.
7) Prescription Drug Abuse
Module relevance The challenges of appropriate
chronic pain treatment and recognition and prevention
of prescription drug abuse are well known to internal
medicine physicians. This module serves to give resi-
dents the knowledge and skills to prevent, and identify
and manage a condition that is increasing in prevalence,
prescription drug abuse (PDA).
Module content This module should include an over-
view of PDA including epidemiology, and important
definitions (e.g., prescription drug misuse, tolerance,
physical dependence, aberrant medication taking beha-
vior, pseudoaddiction). Residents should know which
medications are more likely to be abused and factors
that lead to physicians overprescribing controlled sub-
stances. Residents should learn a framework for safe
prescribing including understanding when controlled
substances are indicated, and what their efficacy is,
screening patients for PDA risk, setting realistic thera-
peutic goals and monitoring strategies including urine
drug testing, pill counts, use of patient agreements and
informed consent and use of prescription monitoring
programs. Residents should be able to identify prescrip-
tion drug abuse and have the skills to communicate
with patients about either the lack of benefit from the
controlled substance or apparent harm (e.g,, the possible
diagnosis of addiction) to controlled substances. While
not specifically part of a substance use curriculum, this
module should be complemented by education on the
treatment of acute and chronic pain.
8) Legal and Ethical Considerations for Patients
and Physicians
Module relevance Documentation of substance use and
care for substance use occurs in internal medicine
patient encounters from screening for unhealthy SU to
referral and treatment for dependence. Care for patients
with unhealthy SU often involves challenges related to
family and employment which can raise ethical issues.
As physicians competent to recognize unhealthy sub-
stance use, internists are in a position to recognize it in
their colleagues who may need help. Residents should
be aware of the ethical and legal issues around caring
for patients with substance use conditions as well as
issues around physician impairment.
Module content This module should cover the patient
confidentiality laws pertaining to managing patients with
substance use conditions. Residents should also become
aware of insurance coverage issues pertaining to substance
use condition treatment and recognize that this coverage

varies widely. Resources for information and updates on
these topics should also be presented. Residents should be
aware of the ethical and legal issues around physician
impairment from substance use and of resources for refer-
ring potentially impaired colleagues including employee
assistance programs, hospital-based committees, state phy-
sician health programs, and licensing boards.
Educational Venues
There are two components to the recommended
curriculum-Didactic sessions and Clinical experiences.
Didactic sessions The core topics on substance use
conditions outlined in each module may be presented
using the teaching conferences already in place in inter-
nal medicine residency programs (e.g., departmental
grand rounds, morbidity and mortality conference, noon
conferences, etc.). In fact, doing so has the distinct
advantage of treating unhealthy substance use in the
same way that other medical conditions are treated in
the residency curriculum. The didactic sessions will
address concepts that will be reinforced during clinical
rotations, or will provide a venue to address issues of
addiction medicine that the residents may not be
directly exposed to in their clinical rotations. Examples
of common internal medicine residency didactic venues
that can be used for unhealthy substance use teaching,
and how they might be used, are:

• Lectures and Morbidity and Mortality Rounds/
Conferences: Overview of medical conditions with
associated with substance abuse; overview of screen-
ing for substance abuse; detoxification procedures
for alcohol and other drugs; medication management
of addictions including relapse prevention; overview
of appropriate prescribing practices for opioids and
effective pain management strategies.
• Grand Rounds: As what is often the main aca-
demic conference within an entire department, this
is an excellent venue for high profile, scientific pre-
sentations on unhealthy substance use.
• Case discussions, such as Morning Report (inpati-
ent and ambulatory), attending rounds or continuity
clinic conferences: Topics in unhealthy substance use
may be presented de novo or previously presented
topics can be reinforced during these case discus-
sions. This is accomplished by discussing not only
patients’ medical conditions, but also by highlighting
the underlying substance use conditions that may be
associated with (having caused or worsened) them.
Examples include: hepatitis C (injection drug use),
cardiomyopathy (alcohol), and rhabdomyolisis
(cocaine). During case presentations, any aspect may
be highlighted along the spectrum of unhealthy SU,
integrating substance use management principles
seamlessly into the clinical discussions.
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• Journal Clubs: Presentations would focus on criti-
cal appraisal skills while also addressing and reinfor-
cing concepts in addiction medicine, through review
of peer-reviewed articles on unhealthy substance use
in the medical literature. Examples include: studies
of the effectiveness of brief interventions or use of
buprenorphine.

Additional teaching opportunities for addressing
unhealthy substance use beyond traditional internal
medicine residency conferences include:

• Quality Improvement (QI) Projects: With the
implementation of an unhealthy substance use curri-
culum, residents may have the opportunity to meet
the ACGME requirement of a QI project, within
their own continuity clinic practice, or inpatient
experience. Projects related to an assessment of
institutional or administrative systems affecting
implementation of screening, treatment protocols for
substance withdrawal, or availability of treatment
referrals for their patients are examples.
• Workshops: Programs that include workshops or
seminars (e.g., multi-hour small group sessions) for
skills development can incorporate skills practice
sessions in motivational interviewing and brief coun-
seling interventions, as well as in the use of screen-
ing tools and approaches to assessment.
• Field Trips: Visits outside the medical residency
training program clinic and hospital setting to 12-
step meetings, [56] methadone and buprenorphine
clinics, needle exchange programs, other substance
abuse treatment programs broaden the residents’
view of the spectrum of substance use conditions and
their treatment. These activities can be incorporated
into conference series, ambulatory block experiences
and seminars, inpatient rotations, and electives.
• Meetings with patients in recovery: Residents can
hear first-hand accounts of effective and ineffective
ways that physicians approached their substance use
condition from the patients themselves, creating
powerful learning experiences. They can also be
exposed to patients who are no longer severely
affected. This venue may be incorporated into resi-
dent clinic conferences, including small or large
group teaching sessions.
• Video-taped and other observed patient encounters:
Direct observation of a patient encounter is the
“gold standard” to assess residents’ attitudes, knowl-
edge and skills in the area of patient-doctor commu-
nication, and can teach and assess skills in
screening, motivational interviewing and brief inter-
vention. Guided by a trained preceptor, video-taped
review is a powerful learning experience.

Clinical experiences Core concepts, presented in didac-
tic sessions, can then be reinforced, and skills practiced,
during residents’ routine clinical rotations (inpatient
medicine rotations, continuity clinics, emergency depart-
ment, and intensive care unit rotations), complementing
rather than replacing current curricular components,
and delivered over the three years of training. Examples
of experiential clinical learning experiences and oppor-
tunities include:

• Inpatient hospital service rotations and intensive
care rotations: In these settings, residents can gain
hands-on experience in the management of withdra-
wal syndromes (particularly opioids, alcohol and
other sedatives), learn to assess the severity of addic-
tion and readiness to change, and recognize and
manage the complications and co-morbidities asso-
ciated with substance use conditions, highlighting
the importance of addressing the underlying sub-
stance use conditions. This is also a venue where
resident physicians can have experiences and learn-
ing at the interface between pain and addiction.
• Continuity clinics: The resident continuity clinic is
a site particularly well suited for the development of
screening skills (and implementation–Practice-based
learning), providing faculty with the opportunity to
directly observe the resident selecting and perform-
ing the screening test. Specific curricula in patient-
physician communication skills can easily incorpo-
rate a focus on screening for substance use condi-
tions as one of the case examples. Screening and
ongoing medical management of outpatients, referral
to specialty treatment services and use of the elec-
tronic medical record-based screening and assess-
ment systems are all learning opportunities that may
be present at outpatient sites.
• Emergency department: Residents have the oppor-
tunity to assess patients with substance use condi-
tions, and their consequences, both medical and
social, and to identify existing local resources for
referral to treatment. Residents will also see acute
overdose and intoxication in this setting.
• Medical consultation rotations/curriculum: Resi-
dents may assist in the management of withdrawal
syndromes on non-medical services, address peri-
operative issues of patients with substance use con-
ditions, as well as the medical complications of
addictions.
• Specialty addiction treatment experiences: We
recommend that all residents experience at least one
of the following specialty addiction treatment set-
tings (to which they will refer patients, and from
which they will receive patients), to broaden their
view of addiction and recovery and to understand
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the specialty care perspective. These programs
include detoxification programs, needle exchange
and methadone programs, 12-step meetings, residen-
tial rehabilitation programs and intensive outpatient
treatment settings. These may be incorporated into
an existing elective or ambulatory block, and need
not be lengthy to be effective [56]. Residents’ experi-
ence with substance use conditions would be further
enriched by allowing residents to see patients in
these settings, especially those in recovery who are
doing well (who are often unlike patients residents
recall from their internal medicine settings and
experiences).

Evaluation of the Curriculum
The ability to demonstrate the achievement of compe-
tency-based learning objectives provides evidence that,
when training is complete, graduating resident physi-
cians can meet the health needs of the public [57]. In
concordance with the ACGME’s focus on outcomes, eva-
luation modalities should focus on whether and how
fully internal medicine residents are incorporating con-
cepts of addiction medicine into their practice, and
whether residents are competently performing specific
skills (e.g., screening and brief intervention) documented
by direct observation and/or evidence in work products.
Dimensions of evaluation of the unhealthy substance
use curriculum include:

• Assessment of the effectiveness of didactic teaching
• Assessment of resident skill acquisition
• Clinical performance assessment and feedback
• Resident self-assessment and reflection
• Documentation of academic work products

Evaluation of the didactic sessions To measure learn-
ing in didactic presentations, before-after ("pre-post”)
measures can be administered with each conference to
detect changes in targeted knowledge, skills (or per-
ceived skills), and attitudes. Future intentions can also
be measured to determine if teaching influenced resi-
dents’ plans for changes or improvements in clinical
practice. However, sometimes pre- post testing is diffi-
cult due both to time pressures and the common ten-
dency for some residents to arrive to conferences late
and others to leave early. Audience response technology,
such as TurningPoint® (http://www.turningtechnologies.
com accessed October 19, 2008), could be used as an
alternative thereby integrating testing into an interactive
presentation. This method would allow for the collec-
tion of real-time data using multiple choice questions
near the beginning and the end of a teaching session.
The quality and usefulness of the teaching can also be
evaluated at the end of the didactic session employing a
short resident questionnaire. Such evaluations are best
kept to 3-5 questions to improve response rate.

Direct observation of resident skills A “mini-CEX
(Clinical Evaluation Exercise)"-style evaluation card can
be designed specifically for observation and evaluation
of key addiction medicine clinical skills. The mini-CEX
is a snapshot of doctor/patient interaction, designed to
assess the clinical skills, attitudes and behaviors of trai-
nees essential to providing high quality care by supervi-
sors observing an actual clinical encounter. Not all
elements need be assessed on each occasion. Specific
unhealthy substance use clinical skills can easily be
incorporated into routinely performed CEXs. The mini-
CEX approach to resident clinical skills assessment is a
feasible, reliable, valid, and widely used evaluation
method [58]. For unhealthy substance use patients, the
mini-CEX would be customized to focus on key sub-
stance use condition interactions and patient cases and
different evaluation cards could be customized for both
the inpatient and ambulatory setting.
If the appropriate equipment is available in the clinic

setting and patient consent is obtained, video recording
of encounters where screening or other targeted addic-
tion medicine skills are employed provides the resident
with the opportunity to self-assess and provides the
faculty preceptor the opportunity to offer detailed feed-
back on resident performance. The key is to set aside
sufficient time with resident and preceptor to review the
video interaction in detail, stop and start the interaction
frequently for reflection and skill assessment, and con-
struct a dialogue focusing on reinforcement of skillful
performance and opportunities for performance
improvement.
Performance measures Teaching clinics may also opt to
collect data on total number of patients screened and
other individual resident performance statistics (e.g., brief
intervention, referral to treatment). Data can be collected
via medical record review and fed back to the resident.
Key record indicators that can be measured include doc-
umentation of screening results, documentation of brief
intervention provided, referrals, and follow-up.
Peer record reviews Peer medical record review can be
a successful teaching strategy. Working in dyads, each
resident conducts an annual review of a record of a
patient with unhealthy substance use (or a patient
screened for the condition)[59]. Residents select the
record for their colleague to review, and together, they
prepare a presentation for a pre-clinic conference, iden-
tifying challenges, treatment options, and community
resources. In the process, residents have opportunity for
reflection, self-assessment, and specific feedback on
their approach to care and/or management.
Objective Structured Clinical Exams (OSCEs) The
OSCE is an evaluation methodology where standardized
patients (actors playing patient roles) are placed in
mock healthcare settings to assess residents’ clinical
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skills. Standardized patients are trained to portray speci-
fic patient case scenarios in a standardized manner [60]
so that clinical challenges can be consistently presented
to the participating residents. OSCEs using standardized
patients are employed for clinical skills assessment in
many US residency programs and most US medical
schools [61-63]. For these exams, residents engage in a
clinical interaction with the standardized patient that is
observed and/or video/audio-recorded for skill assess-
ment by faculty. Standardized patients can also be
trained to provide reliable assessments of residents’ per-
formance. The ACGME has identified OSCEs as the
most desirable method for assessing interviewing, com-
munication and counseling skills, and preventive health
procedures, [64] and therefore can be an effective way
to assess specific clinical skills key to substance use con-
dition-related patient care. OSCEs are most cost-effec-
tive when a large number of residents participate during
the same administration [64]. Resources needed for
effective OSCE administration are substantial and
include: space (a clinical facility or OSCE center), cases
designed to call for the use of targeted unhealthy sub-
stance use skills, checklists for faculty and/or patients to
use to assess targeted skills, trained standardized
patients, and sufficient skilled faculty for observation or
review of recorded interactions.
Portfolio submissions Portfolios are employed in resi-
dent evaluation for the documentation of clinical perfor-
mance to meet competency criteria, documentation of
program-related competence development, and docu-
mentation and tools for professional growth [65]. They
are also commonly used to provide in-depth persona-
lized mentoring to residents. There are a variety of dif-
ferent kinds of portfolios currently in use in residency
training. Although many portfolios are paper, digital
portfolios have also been shown to be well received in
medical school and other settings, [66,67] as well as in
residency training [68-71]. Digital portfolios can be
employed not only to collect evidence of proficiency and
professional growth, but can also enhance access and
portability, organization, collaboration, and feedback
[72].
For documentation and evaluation of addiction medi-

cine skills, video recorded patient encounters on digital
video discs (DVDs) or in digital format can be collected
and maintained in the resident’s academic portfolio.
Pre-clinic conference presentations (slides, handouts,
and presentation notes) can also be included. De-identi-
fied substance use condition management plans and
reflective writings about related patient experiences or
observations at AA meetings can also be valuable addi-
tions to resident portfolios. Portfolios are typically
examined by program directors for the resident’s annual
review, are used as a basis for feedback on performance

and resident professional development, and can be an
important source of information for resident letters of
recommendation for fellowship training or transition to
private practice upon graduation.
Resources and implementation
Resources The delivery of the core curriculum, through
our proposed modules would consist of, at minimum,
12 hours of didactics, over three years of residency
training. Residents’ same clinical experiences during
standard internal medicine rotations would provide the
clinical reinforcement of skills, and solidify the key con-
cepts of addiction medicine/unhealthy substance use.
Additional focused evaluation activities will reinforce
both didactic and clinical teaching and provide outcome
measures required by the ACGME. This time commit-
ment represents only a fraction of the focus received by
cardiology and diabetes care.
Costs Once a generation of internal medicine residency
training program faculty with expertise sufficient to
teach addiction medicine exist, teaching the required
competencies to address unhealthy substance use should
not require funds beyond those required for the whole
program. Residency training programs often benefit
from in-kind support or external support for special
teaching efforts. Such added support would be useful for
supporting experiences such as travel to treatment pro-
grams or standardized patients. However, these are the
sorts of costs that, as for teaching of other competencies
in other areas of medicine, are anticipated to be inte-
grated with general funds for residency training, as part
of the whole training program budget.
Achieving an adequate supply of internal medicine

faculty capable of teaching unhealthy substance use
competencies will be a cost. Unlike internal medicine
subspecialty faculty, who are trained in medicine sub-
specialty fellowships and well-represented among inter-
nal medicine residency program faculty, medicine
faculty with expertise in addiction medicine are not
similarly well-represented. Such faculty will either need
to come from new residency graduates, or from training
current faculty, and in fairly large numbers. This train-
ing could occur by self-learning or specific continuing
education experiences for existing faculty, or in national
multidisciplinary training programs as have existed in
the past and have been proposed recently (e.g., Centers
of Excellence) [53].
Resources for Program Directors For training existing
faculty, residency programs could link with local addic-
tion treatment programs, and the few internal medicine
or other faculty with this expertise in academic medical
centers. Continuing medical education programs in per-
son (e.g., as listed at http://www.motivationalinterview.
org/ for motivational interviewing (accessed February
14, 2010), and perhaps more efficiently, online, exist for
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training faculty. For example, the Alcohol Clinical
Training Project (http://www.mdalcoholtraining.org
accessed February 14, 2010) is a free resource for train-
ing faculty consisting of slides with case-based video
vignettes, speaker notes and learner evaluation materials.
The curriculum is flexible and modifiable and can be
taught using all the components together in a 3-hour
workshop or by using various components separately in
45 minute sessions (i.e., preclinic conference or attend-
ing rounds) or for self learning. The curriculum has
been evaluated [37]. A related web publication ("Alco-
hol, other drugs and health: current evidence) can be
used to for faculty (and residents) to keep up to date
(http://www.aodhealth.org accessed February 14, 2008).
Many teaching materials and information resources are
available at http://www.nida.nih.gov, http://www.niaaa.
nih.gov, and http://www.samhsa.gov (all accessed Febru-
ary 14, 2010). The NIAAA web site offers a clinician’s
guide to Helping Patients Who Drink Too Much and
related continuing education materials (including slides
and training videotapes).
Number of faculty needed Residency programs will
need to have sufficient faculty (depending on the num-
ber of residents in the program) to assure their residents
receive training, both to deliver the didactics, but even
more importantly to mentor residents and serve as role
models. Faculty serving as preceptors may need to be
trained in the knowledge and skills slated for this curri-
culum. Thus faculty development efforts must be imple-
mented, particularly when employing an integrated
model. Residents value skill and competence in their
teachers, and multifaceted teachers - those who have an
excellent grasp on medicine, will be more effective tea-
chers about unhealthy substance use for their residents.
Expertise Faculty teaching about unhealthy alcohol and
drug use will need to have the competencies they are
teaching (as noted previously). These faculty need not
have addiction specialty expertise, and the expertise
needed to address all competencies may be spread over
a number of individuals. For example, one faculty mem-
ber may have expertise in the management of inpatient
alcohol withdrawal, another may be expert at screening
and brief intervention. Many of the relevant competen-
cies are similar to those that medicine faculty already
must have to teach preventive medicine. These similar
competencies are those that involve an understanding of
modifiable risk factors and behaviors that risk chronic
illnesses that are addressed by behavioral intervention
aimed at lifestyle change (such as identification and
addressing of depressive symptoms, medication nonad-
herence, physical inactivity). Such competencies are
those reflected by ACGME competencies as communi-
cation skills (e.g., motivational counseling, for example
is needed to address unhealthy drug use as well as

lifestyle change and medication adherence). More tea-
chers are needed to address competencies that all inter-
nists should have (e.g., prevention, screening, brief
intervention, recognition of comorbidity, and ability to
refer for pharmacotherapy and specialty care), whereas
fewer teachers would be needed to address competen-
cies needed to provide more specialized services such as
prescription of buprenorphine for opioid dependence.
Required qualifications Recently, the American Board
of Addiction Medicine was established to examine and
certify diplomats (http://www.abam.net/ accessed Febru-
ary 24, 2010). While not yet recognized by the American
Board of Medical Subspecialties (ABMS) it is the only
US medical specialty board that certifies addiction medi-
cine physicians across a range of medical specialties.
The ABMS does recognize the specialty of addiction
psychiatry (certification available to neurologists and
psychiatrists) and the American Osteopathic Boards of
Anesthesiology, Family Medicine, Internal Medicine and
Neurology and Psychiatry recognize added qualifications
in addiction medicine for their diplomates. Training and
certification but not board certification can be obtained
in other ways by (doctor of medicine) internists. In addi-
tion, much of the knowledge relevant to internists–the
management of patients with unhealthy alcohol and
other drug use in general populations and health set-
tings–is not traditionally the focus of addiction specialty
training (of note many leaders in the field of education
and research on screening and brief intervention in the
past 40 years have been generalist physicians).
The first qualification for training internal medicine

residents is that the teachers be internal medicine physi-
cians. It is important for internists to teach this (in dis-
tinction to psychiatrists or non-physicians) for several
reasons. First, resident physicians see their mentors and
attending physicians modeling appropriate care of
patients with alcohol and drug problems. Second, inter-
nists are the most appropriate teachers to tailor the
broad knowledge and evidence related to these condi-
tions to the content most relevant for medicine resi-
dents and to the teaching venues most appropriate.
Lastly, medicine teachers are most likely to demonstrate
role responsibility for these conditions (and, as such,
residency programs will take such responsibility). Inter-
disciplinary care and teaching is critical in the area of
substance use conditions and faculty from other disci-
plines should be involved. Residents will most likely be
receptive to such teaching when introduced by their pri-
mary clinical teachers (as other specialty subjects are
taught during their residencies). There are parallels for
this model in other areas of internal medicine such as
depression and diabetes care.
Specialty credentials are not required for medicine

faculty teaching about unhealthy SU. However,
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continuing education courses and certification offered
by the American Society of Addiction Medicine
(ASAM) and attendance at professional continuing edu-
cation meetings such as that of the Association for
Medical Education and Research in Substance Abuse
(AMERSA) can be helpful resources. Physicians teaching
buprenorphine treatment of opioid dependence should
be waivered by the Drug Enforcement Agency (DEA) by
completing the required 8 hours of training or the other
routes to achieve this goal (http://buprenorphine.
samhsa.gov/index.html, accessed February 25, 2010).
There have been numerous internists who have led
teaching and educational efforts in internal medicine
nationwide who have been successful without addiction
specialty credentials or training. These teachers gain
their expertise via generalist fellowships or focus on sub-
stance use during their residency training or via self- (by
reading, online materials and workshops and courses at
continuing education venues) and mentored teaching in
their years as faculty.
Challenges in implementing new curricula in resi-
dency programs Internal medicine educators are bom-
barded with teaching requirements, for example in
genetics, ethics, communication skills, molecular medi-
cine, geriatrics, sexual health, computer literacy, and
interdisciplinary team based care, to mention a few.
These demands reflect continued rapid growth in scien-
tific knowledge coupled with society’s expectation that
physicians minister to social and psychological as well as
physical infirmities[73]. Training programs are chal-
lenged to produce competent, ethical and caring physi-
cians in a defined time period of three years, but must
address key health care needs of the population, among
which unhealthy substance use certainly figures highly.
As internal medicine educators, we cannot afford to
ignore addiction medicine with the significant national
burden of disease as well as proven treatment interven-
tions. There is still a serious mismatch between what we
know to be good quality care and the care that is actu-
ally delivered, [52] and residency programs are in a posi-
tion to fill this gap. One way to address the challenge of
a bursting curricula in residency training, is to integrate
a new focus of discussion into standard teaching venues.
Champions For any curriculum change to be imple-
mented and maintained there needs to be a motivated
and vigilant faculty champion who is dedicated to pro-
viding appropriate intervention and support to the resi-
dency program as needed. Ideally, this champion would
be a faculty member who is active in curriculum man-
agement and reform and willing to take on a leadership
role. Designing an unhealthy substance use curriculum
implementation strategy for any residency program will
require a fundamental appreciation of the culture and
resources of the program, its faculty, and its teaching

venues, as well as an understanding of the addiction
field itself. The champion would probably be active in
teaching several didactic sessions to both residents and
faculty as needed, and would monitor the status of the
curriculum and its evaluation to fine-tune and improve
the program over time.

Summary
Given the burden of disease and the effective interven-
tions that can be delivered to patients by internal medi-
cine physicians, teaching about unhealthy substance use
must, and can be incorporated into internal medicine
residency training. In part because clinical management
for substance use conditions is most effective when
integrated with medical and other care, education
should mirror this approach, integrating curricula on
unhealthy substance use into overall residency training.
This integration is not particularly resource intensive
and can be done by making use of many existing teach-
ing venues. Perhaps the biggest challenge will be initi-
ally getting sufficient trained internal medicine faculty
with expertise to teach the curriculum for residents.
Getting sufficient faculty will likely require resources
since unlike other medicine topics, a new faculty (or
new expertise, or at least expertise that is not in abun-
dant supply in internal medicine residency programs) is
required. Many educational resources already exist to
achieve this goal though the manpower and time for
training will still require investment. Federally sup-
ported faculty development efforts have trained a small
number of expert teachers. Programs similar to these
will likely be needed to implement curricula such as we
propose. Further, the development of addiction medi-
cine as a specialty by the American Board of Addiction
Medicine is likely to support implementation of such
curricula in the future. With adequate faculty, few other
challenges remain. Core unhealthy substance use com-
petencies for physicians, easily adapted to internists,
have been established, and they can contribute to meet-
ing ACGME general competencies. A curriculum has
been outlined herein, based on this guidance. Evaluation
of outcomes is fairly straightforward and achievable.
Accrediting bodies can have a significant role in
improving the teaching and therefore care for patients
with unhealthy substance use. The time is right to
improve (and require excellence in) residency training
about unhealthy substance use in internal medicine resi-
dency training programs.
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tato chips, fried potatoes, whole milk and fruit drinks, 
whereas those with higher incomes consumed more 
grain-based salty snacks, fruits, skim milk, soft drinks, 
coffee and tea [Briefel and Johnson, 2004]. The shifted 
dietary patterns have been associated with increased 
risk of endemic diseases such as type 2 diabetes, obesity 
and dental caries.

  Dental caries is a chronic infectious disease charac-
terized by demineralization of tooth tissues at lowered 
pH following bacterial fermentation of dietary carbohy-
drates. The period of critically lowered pH needed for 
caries to occur is mainly a function of the type and fre-
quency of carbohydrates consumed, the microbial com-
position of the tooth biofilm and salivary factors. Sucrose 
and monosaccharides induce a rapid and deep pH drop, 
and accordingly increase the risk of caries [Azevedo et al., 
2005; Seow et al., 2009]. Energy-dense, low-nutrient-
dense foods are often characterized by a high content of 
added sugar, but several modern snack products such as 
chips (crisps), popcorn and shrimp crackers, while not 
sweet, are still potentially cariogenic due to their content 
of extensively hydrolysed starch [Lingström et al., 2000]. 
Snacking has gained an increasing role as a risk indicator 
for caries development in children [Milgrom and Reisine, 
2000; Marshall, 2005], but so far the impact of products 
with extensively hydrolysed starch, such as potato chips, 
on caries risk has not been demonstrated in children or 
adults.

  Caries in young children, often referred to as early 
childhood caries [American Academy of Pediatric Den-
tistry, 2008], may, if left untreated, lead to pain, reduced 
quality of life and impaired eating, and may impair a 
child’s nutritional status and development. The preva-
lence of early childhood caries varies between communi-
ties but is frequently high in underprivileged communi-
ties and among disadvantaged immigrants [Grindefjord 
et al., 1993; Milnes, 1996; Petersen and Esheng, 1998; 
Wennhall et al., 2002; Jose and King, 2003; Stecksen-
Blicks et al., 2004; Vachirarojpisan et al., 2004; Beltrán-
Aguilar et al., 2005; Schroth et al., 2005]. Understanding 
the role of lifestyle-associated risk indicators for dental 
caries in young children in groups prone to caries devel-
opment forms the basis for targeted caries prevention 
programs. The aim of the present study has been to in-
vestigate the association between snacking habits and 
caries, considering oral hygiene and socioeconomics as 
possible confounders, in a cohort of young children living 
in a population at high risk of dental caries in an indus-
trialized country (USA).

  Subjects and Methods 

  Study Cohort 
  Preschool children presenting for well-child visits at the pae-

diatric clinics at Boston Medical Center, Boston University, and 
the Floating Hospital, Tufts Medical Center, Boston, USA, were 
recruited in a 12-month period in 2003–2005. These hospitals 
serve all racial and ethnic groups living in the Boston area but 
have a special mission for underserved groups [Kressin et al., 
2009]. Inclusion criteria were that a child was 6 months to no more 
than 5 years of age, and that a parent or guardian was willing to 
consent to the child’s clinical examinations [Kressin et al., 2009]. 
Children with congenital diseases affecting the dentition were ex-
cluded. The study design, protocol, questionnaire and informed 
consent were approved by the institutional review boards of the 
institutions involved.

  Data Collection 
 Data on sociodemographic characteristics (gender, family 

income, education level, race and ethnicity) and oral hygiene, 
feeding (breast-feeding or use of bottle) and snacking habits 
were obtained from parents or guardians, collected at the of-
fices of paediatricians via a structured questionnaire [Kressin et 
al., 2009].

  The number of teeth, and their status as sound, precavitated 
(white spot lesion), cavitated, filled or sealed was recorded [Drury 
et al., 1999], using good light, a disposable mirror and an explor-
er. For each child, the total number of decayed (d; non-cavitated 
and cavitated), filled (f; sealants not included) and extracted (e) 
primary teeth (t) was calculated. Visible plaque was recorded on 
a 0–3 scale (no plaque, and plaque covering a mean surface area 
of  ! 1/3, 1/3 to  ! 2/3 or  1 2/3 of the tooth) [Kanasi et al., 2010]. Data 
collection and oral examinations were performed by 2 specially 
research-trained dental hygienists.

  Data Analyses 
 For descriptive data and associated univariate analyses, fam-

ily income status was dichotomized as relatively high or low 
[equal to or higher than or below the median income in 2006 in 
the state of Massachusetts (USD 56,292 in 2008) according to the 
US Census Bureau news release (www.census.gov)], education to 
high (higher than high school) or low (equal to or lower than high 
school), and other variables as yes or no – for example, presence 
of caries (deft  6 1) or not (deft = 0), visible plaque (score  6 1) or 
no visible plaque (score 0), daily cleaning of teeth or not, and re-
porting eating a snack most days or not.

  Categorical data are presented as proportions (percent chil-
dren), and distribution differences between groups were tested by 
a  �  2  test with p  !  0.01 considered statistically significant. Caries 
data (deft scores) are presented as means with 95% CI after stan-
dardization for age group or number of teeth in age-merged and 
age-stratified groups, respectively. Standardized least square 
means with 95% CI were calculated using the general linear mod-
el (GLM) procedure followed by the Bonferroni multiple mean 
test, with p  !  0.05 considered statistically significant. The SPSS 
software (version 16.0.1 for Windows; SPSS Inc., Chicago, Ill., 
USA) was used.
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Table 1. D escription of study cohort

1–2 years
(n = 678)

2–3 years
(n = 312)

3–4 years
(n = 216)

Teeth 9.6 (9.3–10.0) 18.0 (17.8–18.3) 19.9 (19.8–20.0)
Caries1

deft score 0.16 (0.11–0.21) 0.58 (0.39–0.78) 0.93 (0.58–1.28)
Caries free, % 93.8 82.4 77.3

Gender, %
Boys 51.0 56.1 46.8
Girls 49.0 43.9 53.2

Race, %
Black 58.1 61.2 70.8
White 28.5 28.2 22.2
Asian 12.5 10.3 6.9
Other 0.8 0.3 0

Ethnicity2, %
Hispanic 14.3 17.6 12.0
Non-Hispanic 85.7 82.4 88.0

Education, % ≤high school 45.8 48.7 54.0
Income3, % low 71.3 72.8 75.0
Tooth cleaning4, %

Daily 73.2 92.6 96.8
Never 13.4 0.6 0.5

Visible plaque, % with score ≥1 23.0 49.8 44.2
Snack intake5, % of children

Fresh fruit 76.5 79.2 81.5
Crackers 69.9 68.6 65.7
Yoghurt 50.3 48.6 60.8
Cookies 47.8 47.4 60.2
Cereals (dry) 48.7 41.0 32.4
Chips 23.0 40.7 44.0
Cereals with milk 25.4 32.1 33.3
Ice cream 15.9 24.0 35.2
Candies 9.3 21.2 31.9
Dried fruit 11.2 17.3 15.7
Popcorn 5.3 15.4 27.6
Others 28.2 32.6 32.9

Breast-feeding, %
Yes (currently) 8.9 3.7 1.7
Daily at sleep 7.3 3.0 1.2

Drink from bottle, %
Yes (usually) 67.3 26.6 13.0
Bottle in bed 49.6 21.6 12.1

V alues other than percentages denote means with 95% CI in parentheses.
1 deft = sum of decayed, extracted (caries) and filled deciduous teeth; caries free = no detectable white or 

cavitated lesions, restorations or teeth extracted due to caries. 
2 <0.5% were native Hawaiian or American Indian, respectively. 
3 Low income = annual income less than median income in Massachusetts (USD 56,000). 
4 Remaining children cleaned teeth several times a week or month. Tested among all levels. 
5 Daily snacking was reported for 96, 97 and 99% of the children in the 3 age groups, respectively. Snacks 

reported to be eaten daily by a child are listed. The numbers indicate the proportion (%) of children for whom 
daily intake was reported (consumer).
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  Multivariate Analysis 
 Partial least squares (PLS) modelling using SIMCA P+ (v. 12.0; 

Umetrics AB, Umeå, Sweden) was used for multivariate analysis. 
PLS is a multivariate linear regression model method that detects 
correlations between matrices of independent and covarying de-
scriptor and response variables. The variables used were snack 
items and risk indicators or factors for dental caries in small chil-
dren. These were modelled using logarithmically (ln) trans-
formed deft (after addition of 0.01 to all values) and the dichoto-
mized caries score. All variables were autoscaled to unit variance. 

  The importance of each variable of interest (x-variable) in ex-
plaining the variation among the outcome variables (y-variables) 
is given by a correlation coefficient and a variable importance in 
projection (VIP) value. A VIP value of  1 1.0 is influential, and a 
VIP value of  6 1.5 highly influential. The R 2  and Q 2  values give 
the capacity of the x-variables to explain (R 2 ) and predict (Q 2 ) the 
variance among the y-value(s). Q 2  values, which preferentially 
should not differ by more than 0.2 from model R 2  values, were 
obtained by cross-validation where every 7th observation was 
kept out of the model and predicted by a model from the remain-
ing observations. This was repeated until all observations had 
been kept out once.

  Results 

 A total of 1,291 children were examined, but the data 
are restricted to 1,206 children because 13 children were 
predentate and 43 children non-cooperative (no infor-
mation on tooth status); further dentate children youn-
ger than 1 year of age (n = 29) were omitted as the distri-
bution of several variables deviated markedly from the 
other age groups, including lack of clinical caries mea-
surements (data not shown). No child was older than 4 
years.

  Demographic and Oral Characteristics 
 The racial and ethnic distributions of the 1,206 chil-

dren examined were 61% Black, 10% Asian, 27% White 
and 15% Hispanic ( table 1 ). Boys and girls were equally 
represented. Approximately half of the parents or guard-
ians had an education lower than or equal to high school, 
and more than 70% had an annual income below the me-

Table 2. C aries status by gender, socioeconomic factors and oral hygiene measures

Numbers Children with caries1 C aries experience2

% p de ft p

Gender
Boy 622 14.0 0.039 0.59 (0.47–0.71) 0.383
Girl 584 10.1 0.52 (0.38–0.66)

Race
Black 738 13.3 0.291 0.55 (0.43–0.67) 0.150
White 329 9.1 0.51 (0.33–0.69)
Asian 132 13.6 0.73 (0.48–0.98)
Other 7 0 0

Ethnicity
Hispanic 178 12.4 0.911 0.56 (0.32–0.80) 0.988
Non-Hispanic 1,028 12.1 0.56 (0.46–0.66)

Education3

Low 571 13.8 0.080 0.60 (0.46–0.74) 0.378
High 618 10.5 0.52 (0.38–0.66)

Income4

<Median (low) 704 14.5 0.001 0.68 (0.56–0.80) 0.009
≥Median (high) 269 7.1 0.38 (0.28–0.58)

Plaque
Yes 344 23.8 <0.0001 0.96 (0.84–1.08) <0.0001
No 668 6.4 0.29 (0.13–0.45)

1 C rude numbers tested by �2 test for differences in group proportions. p < 0.01 for statistical significance. 
2 Means (95% CI) standardized for age group by the GLM procedure (standardization for number of teeth 

had no further effect). Differences between groups tested by the Bonferroni post hoc test. p < 0.05 for statistical 
significance. 

3 Low education defined as low when equal to or lower than high school. 
4 Low income defined as an annual income less than the median income in Massachusetts (USD 56,000).
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dian income in the state ( table 1 ). The variations between 
the 3 age groups are shown in  table 1 .

  The number of erupted teeth ranged from 1–20, with 
an average of 13.6 teeth (95% CI: 13.3–14.0) and an ex-
pected increase by age ( table 1 ). A high proportion of the 
parents or guardians stated that the teeth of the children 
were cleaned daily (73–97% by age group), but plaque was 
still visible in a considerable portion of the children (23–
50% by age group) ( table 1 ). In all age groups, most of the 
children did not have visible caries, i.e. 94% among the 
1- to 2-year-olds, 82% among the 2- to 3-year-olds and 
77% among the 3- to 4-year-olds were caries free. Accord-
ingly, the mean deft scores (numbers in parenthesis for 
means among children with caries) increased by age 
group from 0.16 (0.48) over 0.58 (1.75) to 0.93 (2.78) ( ta-
ble 1 ). The proportion of children with untreated cavities 
increased from 1.3 over 8.7 to 17.2% by increasing age 
group.

  Visible Plaque and Income Are Highly Associated with 
Caries 
 A significantly higher proportion of the children 

with visible plaque had caries, and their age-standard-
ized deft score was higher compared to plaque-free chil-
dren ( table 2 ). Similarly, children from homes with an 
income below the median, compared to those with an 
income at or above the median level, had more caries 
( table  2 ) .  The proportions of children with caries or 
mean deft scores did not differ between boys and girls, 
race or ethnicity, or parent/guardian education level 
groups ( table 2 ).

  Eating and Snacking Habits Are Associated with 
Caries 
 Nearly all children (97%) were reported to eat snacks 

most days, and 60% ate 1–2 sweet snack items most days 
(data not shown). The proportions of children with caries 
increased by increasing number of sweet items reported 
to be eaten most days ( fig. 1 a). There was less caries in 
children who drank milk compared with other drinks 
(non-sweetened or sweet) with the snacks ( fig. 1 b).

  Caries was significantly more prevalent among chil-
dren who ate chips most days, and their mean deft score 
was higher than in those who did not ( table 3 ). Snacking 
on candies, cookies and ice cream was also associated 
with a higher proportion of children with caries. The 
mean deft score was significantly higher in children eat-
ing dry cereals and dried fruit. The most frequently con-
sumed snack foods (fresh fruit, crackers and yoghurt), 
however, were not associated with caries ( table 3 ).

  Children who were allowed to continue breast-feeding 
after falling asleep (mainly the same children reported to 
be breast-fed) had significantly higher deft values than 
those who were not ( table 4 ). Allowing a bottle in bed was 
unrelated to caries prevalence in this population ( table 4 ).

  Multivariate Analysis  
 A multivariate PLS model with caries status was used 

to simultaneously evaluate the caries associations identi-
fied in the prior univariate analyses, and it included age 
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  Fig. 1.  p values from  �  2  analyses within each age category are in-
dicated in the figures. p values for merged age categories were
p  !  0.0001 ( a ) and p = 0.002 ( b ).  a  Proportion of children with 
caries by number of sweet snack items eaten most days.  b  Propor-
tion of children with caries by type of drink reported to be con-
sumed with snack.  
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and number of teeth. In this model (ln-transformed deft) 
as y, and all variables describing intake of snacks, breast- 
and bottle-feeding, oral hygiene, tooth exposure time 
(child age, number of teeth), socioeconomic status (in-
come, education) and gender were tested. The model had 
2 significant components explaining 13% (R 2  = 0.134) 
and predicting 11% (Q 2  = 0.109) of the caries variation 
( fig.  2 a, loading scatter plot;  fig.  2 b, correlation coeffi-
cient plot). The most influential variables in the model 
(all associated with high caries scores) were presence of 
plaque (VIP value = 2.39), descriptors for tooth exposure 
time (number of teeth: VIP value = 1.68; child age: VIP 

value = 1.50) and several dietary components: total intake 
of sugar-containing snacks (VIP value = 1.56), intake of 
chips (VIP value = 1.36), and chips intake with a sugar-
containing drink (VIP value = 1.24). Snacking on candies 
had a borderline effect (VIP value = 0.96), whereas all 
other snacks had a minimal effect (VIP values  ! 0.9). 
Models using a dichotomous caries variable provided the 
same results (data not shown).

  PLS modelling also indicated that eating chips as a 
snack clustered with eating a high number of sweet snacks 
most days, eating candies, popcorn and ice cream ( fig. 3 , 
encircled factors all have VIP values  1 1.0).

Table 3. C aries status by snack intake

Snack Consumer Numbers Children with caries1 C aries experience2

% p de ft p

Chips no 828 8.7 <0.0001 0.43 (0.31–0.56) <0.0001
yes 378 19.6 0.79 (0.64–0.94)

Candies no 1,008 10.3 <0.0001 0.53 (0.43–0.63) 0.217
yes 198 21.2 0.68 (0.46–0.90)

Ice cream no 947 10.7 0.003 0.52 (0.42–0.62) 0.127
yes 259 17.4 0.68 (0.50–0.86)

Cookies no 604 9.8 0.013 0.51 (0.37–0.65) 0.247
yes 602 14.5 0.61 (0.49–0.73)

Cereals + milk no 862 10.7 0.014 0.51 (0.39–0.63) 0.124
yes 344 15.7 0.66 (0.50–0.82)

Cereals (dry) no 678 11.2 0.279 0.46 (0.34–0.58) 0.008
yes 528 13.3 0.70 (0.56–0.84)

Dried fruit no 1,042 11.7 0.286 0.52 (0.42–0.62) 0.039
yes 164 14.6 0.78 (0.54–1.02)

Popcorn no 993 11.8 0.044 0.60 (0.48–0.78) 0.728
yes 134 17.9 0.54 (0.29–0.59)

Yoghurt no 544 11.0 0.146 0.54 (0.40–0.68) 0.340
yes 583 13.9 0.63 (0.49–0.77)

Fresh fruit no 264 11.4 0.676 0.54 (0.34–0.74) 0.837
yes 942 12.3 0.56 (0.46–0.66)

Crackers no 376 10.4 0.214 0.47 (0.31–0.63) 0.941
yes 830 12.9 0.60 (0.48–0.72)

Others no 841 12.4 0.698 0.56 (0.44–0.68) 0.941
yes 363 11.6 0.55 (0.39–0.71)

p <  0.01 considered statistically significant. 
1 Crude numbers tested by �2 test for differences in group proportions. p < 0.01 for statistical significance. 
2 Means (95% CI) standardized for age group by the GLM procedure (standardization for number of teeth 

had no further effect). Differences between groups tested by the Bonferroni post hoc test. p < 0.05 for statistical 
significance.
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  Fig. 2.   a  PLS loading scatter plot with deft 
as dependent variable.  b  Correlation coef-
ficient plot displaying means with 95% CI 
for correlation coefficients. 

Table 4. C aries status by eating habits

Numbers Children with caries1 C aries experience2

% p de ft p

Breast-feeding continued at sleep
Yes (daily) 49 16.3 0.411 1.48 (1.01–1.95) 0.0003
Never/sparsely 906 13.1 0.61 (0.49–0.73)

Bottle in bed at night or nap time
Yes (daily) 429 9.6 0.047 0.53 (0.42–0.64) 0.233
Never/sparsely 773 13.5 0.64 (0.47–0.81) 

1 C rude numbers tested by �2 test for differences in group proportions. p < 0.01 for statistical significance. 
2 Means (95% CI) standardized for age group by the GLM procedure (standardization for number of teeth 

had no further effect). Differences between groups tested by the Bonferroni post hoc test. p < 0.05 for statistical 
significance.
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  Discussion 

 Repeated pH drop on the tooth surface from carbohy-
drate fermentation by dental biofilm bacteria is aetiolog-
ic to dental caries, but disease outcome is modulated by 
host and other factors. The relative role of various risk 
indicators, however, differs between populations [Mat-
tos-Graner et al., 1998; Ramos-Gomez et al., 1999; Tada 
et al., 1999; Dini et al., 2000; Dasanyake and Caufield, 
2002; Santos and Soviero, 2002; van Palenstein Helder-
man et al., 2006]. Notably, an association between sugar 
intake and caries development could not be demonstrat-
ed in many industrialized ‘low-caries’ countries [Garcia-
Closas et al., 1997; Dye et al., 2004; Öhlund et al., 2007]. 
The present study shows that snacking on sucrose-con-
taining products, as well as starch-containing chips and 
presence of plaque are associated with caries in children 
living in a low-socioeconomic-status, ‘high-caries’ area 
in an industrialized country (USA) [Kressin et al., 2009; 
Nunn et al., 2009].

  The present study showed an association between con-
sumption of chips and caries status not previously dem-
onstrated in humans. This association might be explained 
by a direct caries-inducing effect of chips, or by chips in-
take clustering with other caries-promoting lifestyle fac-
tors. The present study design did not allow for such a 
distinction, and both aspects might well be involved. In 

vitro and in vivo studies have shown the pH-lowering ef-
fect of hydrolysed starch to be as rapid and deep as that 
of sucrose [Lingström et al., 1994], and in animal studies 
there has been shown a caries-inducing potential similar 
to that of sucrose [Mundorff-Shrestha et al., 1994]. In ad-
dition, animal studies have demonstrated that starch po-
tentiates the cariogenic effect of sucrose [Ribeiro et al., 
2005]. The PLS modelling using chips intake as the de-
pendant variable, however, showed that children who 
were given chips as a snack most days also had a high in-
take of sweet snacks, ice cream and candies, illustrating 
a clustering of an unfavourable dietary patterns. Notably, 
chips intake was unrelated to presence of visible plaque.

  Besides chips intake and indicators of possible total 
tooth exposure to cariogenic products – i.e. child age and 
number of teeth –, presence of visible plaque, number of 
sweet items used for daily snacking and low family in-
come were independently associated with caries status in 
the multivariate PLS modelling in this study population. 
This conforms with earlier studies showing childhood 
caries was experienced more frequently in children who 
live under poor economic circumstances, belong to eth-
nic and racial minorities, have single mothers or have 
parents with low education, as well as with studies iden-
tifying plaque presence and sugar intake as risk indica-
tors for caries [Harris et al., 2004; Vachirarojpisan et al., 
2004; Gussy et al., 2006; Kanasi et al., 2010]. We found 

–0.2

w
c[

2
]

*

0

0.2

0.4

0.6

–0.20 0 0.20 0.40 0.60

Drink milk

Education

Sex

Bottle in bed

Other snack

Crackers

Dried fruit

Fresh fruit Popcorn

Cereals with milk

Cookies
Ice cream

Candy

Breast at sleep

Sweet snacks

Chips intake

Age

Teeth

w c[1]*

0.8

Income

Dry cereals

Yoghurt

Plaque

  Fig. 3.  PLS loading scatter plot modelled with intake of chips as the dependent variable.     
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PLS modelling to be a useful tool for identifying caries 
risk indicators as it allows a large number of explanatory 
variables to be examined simultaneously even though 
these variables covary [Jonasson et al., 2007; Kanasi et
al., 2010].

  The cariogenic potential of human milk with approx-
imately 7% lactose has been questioned [Caplan et al., 
2008; Mohebbi et al., 2008]. Several recent studies have 
shown that breast-feeding by itself does not increase the 
risk of caries in infants [Mohan et al., 1998; Iida et al., 
2007; Mohebbi et al., 2008], with the possible exception 
of continued feeding after the child has fallen asleep 
[Roberts et al., 1993; Valaitis et al., 2000], as supported
by the present data. Thus, children who were breast-fed 
after having fallen asleep tended to have more caries, but 
this finding would need confirmation by additional study 
since only a few children were breast-fed, and only the 
mean deft value, and not the proportion of breast-fed 
children with caries, was higher in breast-fed children. 
Bottle-feeding with sucrose-containing infant formulas, 
fruit soups or syrups, especially in bed, were reported to 
be risk indicators for caries in young children [Seow et al., 
2009], but this was not confirmed in the present children. 
In contrast, consumption of cow’s milk together with the 
suspected cariogenic snacks was associated with less car-
ies than consumption of sugar-free or sugar-containing 
drinks.

  The strengths of the present study were that (i) chil-
dren were recruited from the general population in an 
area where caries in very young or preschool children is 
prevalent, and that recruitment was not restricted to 

those seeing a dentist, (ii) the children represented di-
verse races and ethnicities, and (iii) the number of chil-
dren was high. Limitations were (i) the potential for recall 
bias in the survey information, (ii) the highly skewed low-
caries distribution, and (iii) the lack of radiographs to ex-
amine teeth (which was not possible in the paediatrician’s 
office). Bratthall [2000] has suggested the use of a Sig-
nificant Caries Index, corresponding to data from the 
highest caries tertile to overcome a skewed distribution, 
but this was not applicable to this population since less 
than one third of the children had carious lesions.

  Caries in early childhood is frequently observed, 
which preferentially should be addressed by preventive 
measures as treatment is costly and children with caries 
in early childhood are prone to high caries activity in the 
permanent dentition [Alm et al., 2007]. Caries risk is es-
pecially high in underprivileged or vulnerable groups 
[Nunn et al., 2009]. The present study suggests that good 
oral hygiene and promotion of healthy snacking remain 
targets for prevention in these children. In the present 
study, however, the risk indicators examined only ex-
plained 13.4% of the disease variation; thus, further stud-
ies using additional and new improved risk markers are 
still desirable.
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AbstrAct
Dental caries in pre-school children has significant pub-
lic health and health disparity implications. To determine 
microbial risk markers for this infection, this study aimed 
to compare the microbiota of children with early child-
hood caries with that of caries-free children. Plaque 
samples from incisors, molars, and the tongue from 195 
children attending pediatricians’ offices were assayed by 
74 DNA probes and by PCR to Streptococcus mutans. 
Caries-associated factors included visible plaque, child 
age, race, and snacking habits. Species were detected 
more frequently from tooth than tongue samples. 
Lactobacillus gasseri (p < 0.01), Lactobacillus fermen-
tum, Lactobacillus vaginalis, and S. mutans with 
Streptococcus sobrinus (all p < 0.05) were positively 
associated with caries. By multifactorial analysis, the 
probiotic Lactobacillus acidophilus was negatively asso-
ciated with caries. Prevotella nigrescens was the only 
species (p < 0.05) significantly associated with caries by 
the ‘false discovery’ rate. Analysis of the data suggests 
that selected Lactobacillus species, in addition to mutans 
streptococci, are risk markers for early childhood caries.

KEY WOrDs: early childhood caries, S. mutans, 
Lactobacillus.

IntrODuctIOn

Despite a high dental caries prevalence (28%) in US pre-school children 
(Beltran-Aguilar et al., 2005), treatment is not universally available, 

particularly for disadvantaged children (Siegal et al., 2005). Thus, there 
is need for dental care through government and state programs (Edelstein, 
2000; Lee et al., 2004), as well as for dental screenings, parental counseling, 
and fluoride application in pediatricians’ offices (Lewis et al., 2000). Since 
dental caries is a bacterial infection, testing for caries microbial biomarkers 
could facilitate identifying children at greatest risk for caries and most in need 
of care.

The primary pathogens associated with dental caries are Streptococcus 
mutans and Streptococcus sobrinus, the mutans streptococci. Other caries-
associated species include non-mutans Streptococcus, Lactobacillus, 
Actinomyces, Bifidobacterium, and Veillonella species (Van Houte, 1993). 
Studies of early childhood caries (ECC) microbiota using cultural (Marchant 
et al., 2001) and molecular approaches (Corby et al., 2005; Aas et al., 2008) 
further expanded the range of species detected in caries. Several reports have 
also documented the detection of periodontal species in young children, 
including Porphyromonas gingivalis, Aggregatibacter actinomycetemcomi-
tans, Parvimonas micra (Peptostreptococcus micros), Tannerella forsythia, 
and Treponema denticola (Kamma et al., 2000; Tanner et al., 2002b). Early 
colonization with periodontal pathogens probably reflects gingival inflamma-
tion, but could indicate risk of periodontitis in adulthood.

This study aimed primarily to determine microbial risk markers for early 
childhood caries that could be used in risk assessment for caries development. 
As a possible location for screening young children, microbial samples were 
obtained from pediatricians who served socio-economically disadvantaged 
children at increased risk for ECC. Positive associations between bacterial 
species with caries would suggest that they are caries biomarkers. These 
could be used in risk assessment to identify children most at risk for caries 
development and progression, and who would benefit from dental counseling 
and preventive protocols.

Microbial risk Markers  
for childhood caries  
in Pediatricians’ Offices

rEsEArcH rEPOrts
clinical
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table 1. Demographic and Clinical Characteristics of Study Population

Caries-free n = 160 Caries n = 35 Caries-positive p-value

Mean age (yrs) ± SDa 2.6 ± 0.9 2.8 ± 0.9 0.245b

Gender  
 Male 74 22 23%
 Female 86 13 13% 0.075c

Race  
 White 31 2 6%
 Black 122 28 19%  
 Asian 7 5 42% 0.020c

Ethnicity  
 Hispanic 21 2 9%
 Non-Hispanic 139 33 19% 0.383d

Child Dental Access  
 Child has dentist 33 13 28%  
 Child no dentist 127 22 15% 0.039c

 Ever visited 22 13 37%  
 Never visited 138 22 14% < 0.001c

Snack Intakee  
 Crackers 113 31 22%  
 No crackers 47 4 8% 0.029c

 Potato chips (crisps) 65 21 24%  
 No potato chips 95 14 13% 0.037c

 Cereal with milk 40 15 27%  
 No cereal with milk 120 20 14% 0.033c

Plaque 73 29 28%  
 Visible plaque 73 29 28%  
 No plaque 87 6 6% < 0.001c

a SD = Standard Deviation, b Student’s t test, c Chi-square test, d Fisher’s Exact test, e Most days of the week. 

MAtErIAls & MEtHODs

study Population

Pre-school children were recruited in a cohort study from pediatric 
clinics (Boston Medical Center-Boston University, Floating 
Hospital-Tufts Medical Center, Boston, MA, USA). Inclusion cri-
teria were that the child was from 1 to 6 yrs of age, had not taken 
antibiotics in the preceding 3 mos, and the parent or guardian was 
willing to consent to the child’s clinical examination and microbial 
sampling. The study design, protocol, and informed consent were 
examined and approved by the Institutional Review Boards of the 
institutions involved. Children consenting to microbial samplings 
were from a larger cohort of children participating in a study to 
evaluate the efficacy of pediatrician training to reduce rates of early 
childhood caries (Kressin et al., 2009).

clinical Examination, socio-demographic  
Information, and bacterial sampling

Children were examined by two trained and calibrated dental hygien-
ists. The child’s socio-demographic characteristics, diet, and oral 
health practices were collected by survey (Table 1). Presence of teeth 
and their status as sound, pre-cavitated, cavitated, filled, or sealed 
were recorded for each tooth (Drury et al., 1999). Visible plaque was 
recorded on a 0-3 scale (no plaque, plaque covering a mean surface 
area of <1/3, 1/3 to <2/3, or >2/3 by tooth, respectively).

Plaque samples were taken with sterile toothpicks (Milgrom  
et al., 2000) from: (i) the gingival third of the labial coronal surfaces 
of incisors, (ii) the buccal and interproximal surfaces of molars,  
and (iii) across the midline of the tongue. In children with caries 
(pre-cavitated and cavitated), plaque was sampled from lesions. 

Samples were collected in 100 μL of 50 mM Tris-EDTA buffer  
(pH 7.6) and kept frozen at -70°C until microbial analysis.

Microbial Analyses

Plaque samples were analyzed by DNA probes to 74 species (Table 
2) in a checkerboard assay as previously described (Tanner et al., 
2002a; Socransky et al., 2004). Samples were denaturated, neutral-
ized, and fixed onto a nylon membrane, the last lanes of which were 
used for quantitation, containing all probe species mixed as a DNA 
standard at 105 and 106 bacterial cell equivalents.

For S. mutans PCR detection, samples were treated with 
proteinase K (Dewhirst et al., 2000). The assay was run with 
S. mutans-specific reverse primer 5′-ACT CCA GAC TTT CCT 
GAC CG-3′ and forward universal primer 5′-GAG TTT GAT 
YMT GGC TCA G-3′ (Paster et al., 1998). The amplification 
products were visualized with 1% agarose gels. If an amplicon 
was not detected, a universal PCR (primers: forward as above, 
reverse 5′-AAG GAG GTG WTC CAR CC-3′) was run to verify 
the presence of sample DNA.

Data Analyses

Decayed (d), comprising pre-cavitated and cavitated lesions, and 
filled (f), not including sealants, primary teeth (t) for each child 
were summarized by a decayed-filled tooth score (dft). Plaque was 
dichotomized to ‘presence’ and ‘absence’, since half (48%) of the 
observations were ‘no plaque’ and half (52%) were ‘plaque 
detected’. Species detection was at ≥ 105 cells with the use of DNA 
probes (equivalent to the lower DNA internal standard), or a posi-
tive PCR reaction. Tooth and tongue samples were matched by 
child. We used Student’s t test to compare differences in means, 
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table 2. Microbiota of Incisor, Molar, and Tongue Samples of Pre-school 
Children

    Percent Detection 
  Frequency 105

Bacterial Speciesa Incisor Molar  Tongue

Streptococcus mutans 32 28 8
Streptococcus sobrinus 40 39 18
S. mutans with S. sobrinus 20 19 4
Streptococcus cristatus 53 56 14
Streptococcus intermedius 43 41 17
Streptococcus constellatus 42 40 9
Lactobacillus vaginalis 42 41 14
Lactobacillus fermentum 34 27 13
Lactobacillus gasseri 34 32 13
Lactobacillus rhamnosus 23 25 9
Lactobacillus acidophilus 46 41 13
Lactobacillus plantarum 21 23 7
Lactobacillus reuteri 16 19 8
Bifidobacterium dentium 54 51 16
Rothia dentocariosa 65 54 13
Actinomyces odontolyticus 87 81 50
Actinomyces meyeri 49 44 17
Actinomyces israelii 68 64 15
Eubacterium saburreum 52 50 6
Eubacterium saphenumb 12 13 7
Eubacterium limosum 31 30 11
Eubacterium timidum 36 32 19
Eubacterium brachy 20 19 9
Eubacterium nodatum 28 20 9
Parvimonas micra 50 51 27
Filifactor alocis 64 53 30
Prevotella nigrescens 39 44 9
Porphyromonas endodontalis 23 21 4
Porphyromonas gingivalis 12 13 3
Tannerella forsythia 27 22 10
Capnocytophaga gingivalis 40 45 7
A. actinomycetemcomitans 18 19 3
Kingella oralis 85 81 38
Campylobacter gracilis 23 33 5
F. nucleatum subsp. polymorphum 53 59 18
Leptotrichia buccalis 62 65 15
Veillonella parvula 65 71 28
Selenomonas sputigena 42 43 19
Selenomonas noxia 54 49 7
Selenomonas flueggei 40 38 12
Treponema denticolab 17 20 10

a Species in Table 2 differed significantly between caries-affected and 
caries-free children (Fig. 1) or were significant in the PLS analysis 
(Fig. 2).

b Species with similar detection between incisors and tongue 
(McNemar’s test, p > 0.05).

All tested species are in the Appendix Table. All species were detected at 
similar frequencies from incisors and molars and more frequently from 
teeth than from the tongue (McNemar’s test, p ≤ 0.05).

chi-square test for proportions between socio-demographics, 
plaque, species detection, and caries, and McNemar’s test for spe-
cies detection at paired intra-oral sites. A p-value ≤ 0.05 was con-
sidered significant. Results were also adjusted for multiple 
comparisons by the false-discovery rate (α = 0.05) (Benjamini and 
Hochberg, 1995). We used regression analysis to evaluate child car-
ies extent with age and plaque and their interactions, and model 
sensitivity analysis was performed by overdispersed Poisson regres-
sion. Statistical analyses were performed with SPSS® software.

Multivariate analysis was performed with Partial Least Squares 
(PLS) modeling (SIMCA P, Umetrics, Umeå, Sweden) (Hellberg  
et al., 1986). PLS is a linear model that detects correlations between 
matrices of each independent (x) variable and outcome (y) vari-
ables to generate model R2- (estimated model explanation) and 
Q2- (estimated model prediction) values, and variable Importance 
in Projection (VIP) values, which, if >1.0, indicates influential and, 
if VIP ≥ 1.5, highly influential x-variables. Separate and combined 
microbial and survey data were modeled on caries (dft) by logarith-
mic transformation [log10(dft) after input of 0.01 for 0] and dichoto-
mization (0 for dft = 0 and 1 for dft > 0) of dft values. SIMCA P 
auto-centering and scaling to unit variance were applied to all vari-
ables, and leave-one-out cross-validation was used. Generally, R2- 
and Q2- values should not differ by more than 0.2.

rEsults

Demographic and clinical characteristics

The population sample was comprised of 195, predominantly 
Black (77%), children (Table 1). For most children, parental 
education was ≤ 12 yrs (57%), and annual household income 
was < $20,000 (46%). Caries was detected in 18% of the chil-
dren, mainly affecting Asian (42%) and Black (19%) children  
(p < 0.05) (Table 1). Survey variables associated with caries 
were: previous child dental visits, crackers, potato chips, and 
cereal consumption (all p < 0.05), and visible plaque (p < 0.001) 
(Table 1). In the children without visible plaque, caries (6%) 
was unrelated to age. In the children with plaque (52% of chil-
dren), caries (28%) was related to age (p = 0.02). Caries extent 
(dft) increased with plaque presence and higher age (p < 0.05, 
data not shown). Child age (p = 0.0041) and detectable plaque 
(p < 0.0001) were also significant after sensitivity analysis by 
overdispersed Poisson regression.

Microbiology

DNA probe data from matched tooth and tongue samples (Table 
2 and Appendix Table) showed a consistently higher species 
detection frequency from teeth compared with the tongue. 
Species were detected at similar frequencies from incisor and 
molar samples (p = 0.09-1.00). The most frequently detected 
species (> 60% of children) included Streptococcus and Actinomyces 
species, Rothia dentocariosa, Filifactor alocis, and Veillonella 
parvula. Caries-associated species (p ≤ 0.05) from molar plaque 
samples (Fig. 1 and Appendix Fig) included: S. mutans,
S. mutans with S. sobrinus (p = 0.03), Streptococcus interme-
dius, Lactobacillus vaginalis, Lactobacillus fermentum, 
Lactobacillus gasseri (p < 0.01), Actinomyces odontolyticus, 
Actinomyces israelii, and V. parvula (p < 0.01). Subgingival spe-
cies detected more frequently from caries-affected children (p ≤ 
0.05) included Eubacterium brachy, P. micra, F. alocis, P. gingi-
valis (p < 0.01), Prevotella nigrescens, Porphyromonas endodonta-
lis, A. actinomycetemcomitans, and Leptotrichia buccalis (p < 
0.05). P. nigrescens remained significant (p < 0.05) after multiple-
comparisons adjustment.

S. mutans was detected by PCR in 41% molar, 32% incisor, 
and 14% tongue plaque samples from 169 children with valid 
samples from all sites (data not shown). Detection frequencies 
of S. mutans from caries-affected and caries-free children, 
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Figure 1. Microbiota of caries-affected and caries-free children. 
Bacterial species with > 5% difference in detection between caries-
affected and caries-free children are in the same order as in Table 2. 
Most bacterial species assayed were detected more frequently (*p ≤ 
0.05 or **p ≤ 0.01) from children with caries than from caries-free 
children. P. nigrescens association remained significant after adjust-
ment for multiple comparisons by the false-discovery rate (***p ≤ 
0.05 FDR). A. actinomycet. is Aggregatibacter actinomycetemcomi-
tans, and F.n. polymorphum is Fusobacterium nucleatum subspecies 
polymorphum.

respectively, were: molar, 69% and 35%; incisor, 63% and 25% 
(both p < 0.001); and tongue, 22% and 12% (p = 0.167).  
S. mutans was associated with children with plaque compared 
with plaque-free children in molar (51% and 31%) (p < 0.01), 
incisor (42% and 21%) (p < 0.01), and tongue (20% and 6%)  
(p <0.05) samples, respectively.

Initial multivariate analyses (PLS) identified age and number of 
teeth at risk as influencing caries detection. Modeling, performed in 
age groups (< 2 yrs, ≥ 2 to < 3 yrs, and ≥ 3 yrs of age) with dft as 
the dependent variable, indicated that bacterial detection and the 
presence of visible plaque yielded statistically significant models 
for the three age groups (R2 = 0.78, Q2 = 0.21; R2 = 0.54, Q2 = 0.15; 
and R2 = 0.53, Q2 = 0.14, respectively). There were no significant 
models for caries with the survey data alone, and combining micro-
bial and survey data improved the model values only marginally.

When data from all children were analyzed, plaque and  
S. mutans detection by PCR were highly influential variables for 
higher dft scores (VIP > 1.5) (data not shown). L. vaginalis, 
A. odontolyticus, A. israelii, P. nigrescens, Prevotella loescheii, 
P. gingivalis, A. actinomycetemcomitans, and V. parvula were con-
sistently influential in children with higher dft (VIP > 1.0). In con-
trast, Lactobacillus acidophilus, Lactobacillus reuteri, Eubacterium 
saburreum, Eubacterium nodatum, and Campylobacter gracilis 
were consistently influential in children with lower dft (VIP > 1.0).

When data were restricted to children with visible plaque,  
S. mutans by PCR was highly associated with caries (model R2 = 
0.48, Q2 = 0.23) (VIP>1.5, Fig. 2). A. israelii, Eubacterium timidum, 
A. actinomycetemcomitans, and V. parvula were influential with car-
ies extent (higher dft) (VIP > 1.0-1.3), whereas L. gasseri, B. den-
tium, A. odontolyticus, and P. nigrescens were borderline influential 
(VIP = 0.9). In children with plaque, the significant negative influ-
ence of L. acidophilus, E. saburreum, and E. nodatum on caries was 
confirmed (VIP > 1.5), and several additional species exhibited 
highly influential negative associations with caries (VIP = 1.0-1.4, 
Fig. 2). Caries-associated species explained 50% of caries extent.

Log-transformed and dichotomized dft gave similar results 
in all PLS models.

DIscussIOn

Microbiology sampling was successfully integrated into pediat-
ric practices serving low-income populations as a means of 
seeking microbial biomarkers for ECC. This study expanded 
microbial risk markers for ECC beyond mutans streptococci to 
include selected Lactobacillus species. Non-microbial caries 
risk factors included visible plaque, child age, race, and snack-
ing habits. Detection of subgingival/periodontal species in chil-
dren was confirmed. While the PLS statistical models showed 
low predictive power, R2-Q2 > 0.2, and suggested cautious inter-
pretation of findings, overall the data are generally consistent 
with previous reports, as discussed below.

S. sobrinus detection with S. mutans showed high associa-
tions with ECC, which is consistent with studies correlating this 
species combination with caries development (Seki et al., 2006) 
and higher caries prevalence than S. mutans alone (Okada et al., 
2005). Among the non-mutans streptococci, S. intermedius was 
associated with ECC, as previously reported in a different popu-
lation of young children (Tanner et al., 2002b).

Caries-associated Lactobacillus species in the current report 
included L. gasseri, previously detected in childhood and adult 
caries (Munson et al., 2004; Corby et al., 2005), L. fermentum, 
detected in childhood caries (Marchant et al., 2001; Aas et al., 
2008), and L. vaginalis, reported in caries-active young wom-
en’s saliva (Caufield et al., 2007). Most of these Lactobacillus 
species were also detected by molecular methods from adult 
carious dentin (Chhour et al., 2005). In contrast, the Lactobacillus 
species L. rhamnosus, L. acidophilus, L. plantarum, and
L. reuteri, which are used in probiotic infant enteric and/or oral 
anti-caries therapy (Savino et al., 2007; Twetman and Stecksén-
Blicks, 2008), showed negative associations with caries. 
A. israelii and A. odontolyticus were detected more frequently
in caries, as previously reported (Marchant et al., 2001; Tanner 
et al., 2002b).
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time teeth were exposed to 
caries-risk factors. Other car-
ies-associated risk factors were 
consistent with previous find-
ings. Frequent snacking was 
associated with caries. High-
starch foods like potato chips 
and crackers stay in the mouth 
longer and aid in increased 
acid production, contributing 
to caries development (Kashket 
et al., 1996). The association 
of ECC and having a dentist 
might seem counterintuitive. 
Families with children with 
cavities and possibly pain, 
however, are more likely to 
seek treatment than are den-
tally healthy children.

In conclusion, children in 
disadvantaged populations were 
sampled to evaluate microbial 
risk biomarkers for caries, indi-

cating the feasibility of accessing these children while attending 
routine and emergency visits in pediatricians’ offices. Using uni-
variate and multivariate approaches, we associated selected 
Lactobacillus species, in addition to mutans streptococci, with early 
childhood caries. Future study will indicate if these species are risk 
indicators for future caries, and if they can be used to select children 
most in need of preventive and treatment regimens.
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Abstract Total hip and knee replacements (THR and TKR) are high-risk settings
for venous thromboembolism (VTE). This review summarizes the cost ef-
fectiveness of VTE prophylaxis regimens for THR and TKR. We searched
MEDLINE (January 1997 to October 2009), EMBASE (January 1997
to June 2009) and the UK NHS Economic Evaluation Database (1997 to
October 2009).

We analysed recent cost-effectiveness studies examining five categories of
comparisons: (i) anticoagulants (warfarin, low-molecular-weight heparin
[LMWH] or fondaparinux) versus acetylsalicylic acid (aspirin); (ii) LMWH
versus warfarin; (iii) fondaparinux versus LMWH; (iv) comparisons with new
oral anticoagulants; and (v) extended-duration (‡3 weeks) versus short-
duration (<3 weeks) prophylaxis. We abstracted information on cost and
effectiveness for each prophylaxis regimen in order to calculate an incre-
mental cost-effectiveness ratio. Because of variations in effectiveness units
reported and horizon length analysed, we calculated two cost-effectiveness
ratios, one for the number of symptomatic VTE events avoided at 90 days
and the other for QALYs at the 1-year mark or beyond.

Our search identified 33 studies with 67 comparisons. After standardiza-
tion, comparisons between LMWH and warfarin were inconclusive, whereas
fondaparinux dominated LMWH in nearly every comparison. The latter re-
sults were derived from radiographic VTE rates. Extended-duration pro-
phylaxis after THR was generally cost effective. Small numbers prohibit
conclusions about aspirin, new oral anticoagulants or extended-duration
prophylaxis after TKR.

Fondaparinux after both THR and TKR and extended-duration LMWH
after THR appear to be cost-effective prophylaxis regimens. Small numbers
for other comparisons and absence of trials reporting symptomatic endpoints
prohibit comprehensive conclusions.

In 2005, there were 580 000 total hip or knee
replacements (THR or TKR) performed in the
US,[1] and that number is projected to increase to
4.5 million by 2030.[2] Although THR and TKR
are generally safe procedures,[3] they have been
identified[4] as high-risk events for venous
thromboembolism (VTE), which includes deep
venous thrombosis (DVT) and pulmonary em-
bolism (PE). For almost 20 years, physicians have
been offering pharmacological prophylaxis to
patients undergoing THR and TKR; however,
uncertainty exists about the optimal pharmaco-
logical regimen for prophylaxis.

Guidelines[4] published by the American Col-
lege of Chest Physicians (ACCP) in 2008 support
using potent anticoagulant regimens with agents

such as fondaparinux sodium, low-molecular-
weight heparin (LMWH) and warfarin (target
international normalized ratio [INR] 2–3), and
discourage acetylsalicylic acid (aspirin) therapy
alone. In contrast, guidelines[5] by the American
Academy of Orthopaedic Surgeons (AAOS) sup-
port the use of aspirin or a lower-potency war-
farin regimen (INR < 2) in addition to LMWH
and fondaparinux, stating that the latter agents
do not offer increased protection against PE but
substantially raise the rate of bleeding complica-
tions. New oral anticoagulants such as dabigatran
etexilate, a direct thrombin inhibitor, are expected
to gain US FDA approval within the next several
months and it is anticipated that they too will be
supported by the above professional societies.
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Several studies have attempted to address
these risk-benefit and also cost issues using deci-
sion analysis methodology. Some studies[6-8] in-
dicate that the newer regimens are cost effective
in preventing VTE, while others[9] do not. In-
dividual study results vary depending on the set-
ting, economic perspective (e.g. groups for which
cost and effects will be aggregated – patients,
payers or others), horizon (time course over
which cost and effectiveness information was as-
sessed) and effectiveness outcome analysed (e.g.
VTE events averted, life-years gained, QALYs
gained). Measuring effectiveness in QALYs,
particularly over a horizon of ‡1 year, permits
comparison of cost effectiveness of interventions
across diseases, but some authors may choose not
to measure QALYs because their focus resides in
the economics related to the period immediately
following surgery. To more meaningfully com-
pare VTE prophylaxis regimens, we system-
atically reviewed recently published studies that
evaluated the cost effectiveness of the different
pharmacological options in patients undergoing
THR and TKR. We abstracted information
about cost and effects for both a short and long
horizon. In each case, we calculated the incre-
mental cost-effectiveness ratios (ICERs) using
our abstractions and then converted our esti-
mates into $US, year 2009 values.

1. Literature Review

1.1 Study Selection

Using published recommendations[10] for
identification of cost-effectiveness studies, we
searched MEDLINE (January 1997 to October
2009), EMBASE (January 1997 to June 2009)
and the UK NHS Economic Evaluation Data-
base[11] (1997 to October 2009) [for search strate-
gies, see Appendix 1 in the Supplemental Digital
Content 1, http://links.adisonline.com/PCZ/A73]).
We also searched the bibliographies of included
studies.

We included studies that evaluated the cost
effectiveness of pharmacological agents in
patients undergoing THR or TKR. Specifically,
we focused our search on recent (1997 to October

2009) studies published in English that contained
complete documentation of methods (as com-
pared with abstracts or brief reports), had dis-
crete information available for TKR or THR (i.e.
not combined with other orthopaedic surgeries)
and contained enough information to calculate an
ICER for at least one of five important compar-
isons: (i) anticoagulants (fondaparinux, LMWH,
warfarin) versus aspirin; (ii) LMWH versus
warfarin; (iii) fondaparinux versus LMWH;
(iv) comparisons including new oral anticoagu-
lants; and (v) extended-duration prophylaxis
(‡3 weeks with any agent) versus short-duration
prophylaxis (<3 weeks with any agent). We did
not analyse information about regimens not
routinely recommended as sole therapy by the
ACCP or AAOS. These include unfractionated
heparin, parenteral thrombin inhibitors or non-
pharmacological means such as intermittent
pneumatic compression or graduated stockings.
Two authors (AK and NR) evaluated each study
for inclusion. Disagreements were resolved by
discussion.

1.2 Study Abstraction and Quality Assessment

We derived an abstraction instrument based
on the recommendations of the Panel on Cost-
Effectiveness in Health and Medicine.[12-14] Two
abstractors (NR and WC) assisted the primary
author (AK) in recording, in duplicate, the
description of the study setting, cohort age, eco-
nomic perspective and presence of pharmaceu-
tical industry sponsorship.

To summarize the cost-effectiveness informa-
tion of our five main comparisons, we abstracted
data on the incremental cost and effectiveness for
both a short and a longer horizon when available.
The horizon represents the period of time over
which costs and effectiveness are aggregated. For
certain diseases, such as the common cold, a
short-horizon analysis may suffice. In other
cases, long-term consequences must be accounted
for, even for short-term interventions.[12-14] For
the short horizon, we abstracted data on the
projected costs incurred and VTE events avoided
for the period closest to 90 days from surgery.
For the purpose of calculating effectiveness, we
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abstracted data on the combined incidence
of DVT and PE that would be detected in rou-
tine clinical practice. If a study did not re-
port such an outcome, we also accepted the
incidence of radiographically detected events and
noted the distinction. If effectiveness was defined
only by life-years or QALYs, we recorded that
information.

For the long horizon, we accepted any in-
formation that projected the cost and effective-
ness for ‡1 year. We abstracted effectiveness
information by prioritizing abstraction of the
outcome of QALYs or unadjusted life-years.

For each study with missing information
about drug regimen, dosage, duration of therapy,
horizon of analysis, major bleeding rate, DVT,
PE and death rate, we contacted corresponding
authors first by email and then by letter. If the
authors did not respond, we recorded the in-
formation as ‘not reported’.

We adjusted all cost information to $US, year
2009 values, by inflating or deflating to the year
2005 according to readily available consumer
price indices for each country,[15,16] converting to
$US via WHO purchasing power parity
indices,[17] and then inflating to $US using the
Bureau of Labor Statistics consumer price cal-
culator.[18] This approach followed the example
of Bachmann.[19]

1.3 Study Quality

To assess study quality, we created an instru-
ment adapted from ‘Drummond’s list’[20] and one
other instrument from Brauer et al.[21] These in-
cluded items about the use of cost data from a
randomized controlled trial or other primary
source, use of efficacy data from pooled results of
a systematic review, identification of credible
sources for all input parameters, appropriate
calculation of an ICER and use of comprehensive
one-way sensitivity analyses. The ICER is an ex-
pression of how much additionally it costs (in
dollars) to achieve an additional unit of benefit
(e.g. 1 more QALY). Policy makers are interested
in the ICER value because it facilitates determi-
nation about whether newer, more effective in-
terventions represent good value compared with

existing, less expensive programmes.[22] The
threshold for adoption in the US is thought to be
somewhere between $US20 000 and $US100 000
per QALY gained.[23]

We also recorded quality items specific to VTE
(including assessment of joint function follow-
ing haemarthrosis, propagation of asymptomatic
DVT to symptomatic PE, incidence of post-
thrombotic syndrome, costs of major and minor
bleeding) and future costs related to VTE (in-
cluding blood monitoring and physician visits).
Studies ignoring downstream bleeding con-
sequences could make newer, more potent regi-
mens appear more cost effective, whereas studies
ignoring downstream costs of treating VTE will
bias our interpretation in the other direction. We
did not specifically document if individual stu-
dies included death costs related to VTE or
bleeding. On the whole, death events were rare
and the associated costs would be largely paid
by the family of the patient and not the institution
or health system, which was the economic per-
spective chosen by all but three of the studies
analysed.

We did not pool the results of individual stu-
dies given the various modelling assumptions
adopted by each author. Instead, we qualitatively
compared studies to determine trends in the cost
effectiveness of certain regimens compared with
others.

1.4 Search Results

We identified 370 titles and abstracts meet-
ing our search criteria. Of these, 56 were re-
levant and were entered for full-text review. Of
these, 33 studies met all inclusion criteria[6-9,24-52]

(figure 1).
Most studies were set in the US (14

of 33)[27-29,31-37,40,41,43,45] or Europe (14
of 33).[6-8,25,26,30,38,44,46-49,51,52] Twenty stud-
ies[6,7,24,27-37,40,41,43-46] adopted an institutional
perspective; only three[9,48,49] adopted a societal
perspective. Ten studies[6,8,24,28,31,36,46,47,50,52]

reported pharmaceutical company sponsorship.
There was substantial variation in the quality

of reporting. Only six of the 33 studies reported per-
forming a systematic review and meta-analysis of
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efficacy data.[9,26,28,35,36,50] In addition, only
13 studies[6,9,25,26,28,32-35,44,47,48,52] documented com-
prehensive use of one-way sensitivity analysis.
Only four of 33 studies[9,28,49,50] measured effec-
tiveness in QALYs to at least the 1-year horizon
(table I, and table A1 in the Supplemental
Digital Content).

2. Anticoagulants versus Aspirin

We included two studies[24,25] with three com-
parisons of an anticoagulant with aspirin (table II).
In all three comparisons, results were avail-
able for THR exclusively. Sarasin and Bouna-
meaux[25] found that the ICER was $US1700 per
VTE avoided for 4 weeks of warfarin compared
with aspirin and $US1300 per VTE avoided for
4 weeks of LMWH compared with aspirin. There
was no apparent pharmaceutical company spon-
sorship for that study. The final comparison,
sponsored by sanofi-aventis, the manufacturer of
enoxaparin, was set in South Africa and reported
an ICER of $US7200 per VTE avoided for

10 days of enoxaparin compared with 10 days of
aspirin.

3. Low-Molecular-Weight Heparin
(LMWH) versus Warfarin

We included 15 studies with comparisons of
LMWH and warfarin[9,25-37,50] (table III). Twelve
compared these agents in patients receiving THR.
Of those documenting a short-horizon cost-
effectiveness result, three[25,34,50] found that the
ICER for LMWH was £$US2000 per VTE
avoided compared with warfarin. In two other
studies,[28,29] LMWH cost an additional $US2100
per VTE avoided. In a sixth study,[32] LMWH
cost $US5200 per VTE avoided. In the next stu-
dy,[9] LMWH cost $US109 000 per VTE avoided.
This study by Skedgel et al.[9] examined 4 addi-
tional weeks (in addition to the hospital period)
of LMWH compared with 4 additional weeks
of warfarin. It found that the cost, in Canada,
would be almost 10-fold higher for LMWH given
the significant proportion of patients (39% at

Titles and abstracts scanned by one author (n = 370)

Full-text articles requested and entered for two
reviewers’ deliberation (n = 56)

Studies that met inclusion criteria (n = 35) 

Abstracted for analysis (n = 33)

Did not have general relevance (n = 314)

Citations eliminated for duplication of previous
analysis (n = 2)

Did not contain a full methods section (n = 3)

Did not conduct an original analysis (n = 3)

Did not contain discrete data on joint
replacement (n = 2)

Did not contain English language text (n = 1)

Did not contain enough information to calculate
an incremental cost-effectiveness ratio (n = 1)

Did not include a comparison between an
anticoagulant and ASA, LMWH and warfarin,
fondaparinux and LMWH, new oral anticoagulant 
or extended- and short-duration prophylaxis (n = 11)

Fig. 1. Flow diagram of article selection. ASA = acetylsalicylic acid (aspirin); LMWH = low-molecular-weight heparin.
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baseline) that would require daily nursing super-
vision of LMWH injection in their homes than
the same proportion that would require weekly
home phlebotomy for monitoring INRwhile using
warfarin. In the remaining four studies of short
horizon,[26,30,31,36] warfarin dominated LMWH.

In two studies with a long horizon, results
conflicted, with one study[28] finding that LMWH
dominated warfarin while the other[37] found the
opposite.

In comparisons that analysed cost effective-
ness in the setting of TKR (or TKR cases
combined with THR cases), LMWH dominated
or cost <$US2000 per VTE avoided in five stud-
ies.[27,33-35,50] In the final study,[26] warfarin
dominated LMWH.

Eight of 15 studies comparing LMWH with
warfarin reported some pharmaceutical company
sponsorship, grant support or involvement of
pharmaceutical company consultants. In each
case, the pharmaceutical company was the man-
ufacturer of LMWH; either sanofi-aventis, Pfizer
or a company that merged with these two. All but
two[31,36] of these eight found favourable cost-
effectiveness ratios for LMWH. The two stud-
ies[9,26] by government agencies indicated that
LMWH was either poor value for its cost or was
dominated by warfarin.

4. Fondaparinux versus LMWH

We included ten studies with comparisons of
fondaparinux and LMWH[7,8,38-45] (table IV).
Nine of ten analysed prophylaxis for THR. Six
studies[7,8,38,39,41,45] analysed cost effectiveness
over a short horizon. In all six, fondaparinux
dominated or cost £$US1300 per VTE avoided.
In four studies with a long horizon, fondaparinux
dominated LMWH. In a fifth, LMWH cost
$US40 per VTE avoided.

Of the eight studies reporting cost-effectiveness
results for TKR,[7,8,38,39,42-45] all but one found that
fondaparinux dominated LMWH over the short
and long horizon. In this study,[42] fondaparinux
cost an additional $US660 per VTE avoided.

Among the ten studies comparing fondapar-
inux with LMWH, a pharmaceutical company
sponsored one and supported five more through

Table I. Descriptive characteristics of studies included in the

systematic review of venous thromboembolism (VTE) pharmacolog-

ical prophylaxis after total hip and knee replacement

Characteristic Studies [n (%)a]

Setting

USA 14 (42)

Canada 4 (12)

Europe 14 (42)

South Africa 1 (3)

Economic perspective

Institutional 20 (61)

National health system 10 (30)

Societal 3 (9)

Sponsorshipb

Pharmaceutical sponsor 10 (30)

Pharmaceutical grant 9 (27)

Pharmaceutical consultants 2 (6)

Government agency 3 (9)

None reported 9 (27)

Comparison type

Anticoagulant vs aspirin 2 (6)

LMWH vs warfarin 15 (45)

Fondaparinux vs LMWH 10 (30)

Comparisons with new oral anticoagulants 2 (6)

Extended- vs short-duration prophylaxis 9 (27)

Quality inventoryc

Costs measured through primary source? 16 (48)

Effectiveness calculated using pooled results of

systematic review?

6 (18)

Data sources comprehensively documented and

credible?

29 (88)

Costs and effects discounted (for studies with

horizon 1 y or more)?

6 (86)d

ICER calculated correctly? 30 (91)

One-way sensitivity analysis used

comprehensively?

13 (39)

Other distinguishing features

Effectiveness measured in QALYs at a horizon of

at least 1 y?

7 (21)

Asymptomatic VTE adequately addressed? 18 (54)

Post-thrombotic syndrome adequately addressed? 10 (30)

Major bleeding included in cost calculation? 28 (85)

a Of 33 studies.

b If both pharmaceutical and government sponsorship, pharma-

ceutical sponsorship was recorded.

c Derived from quality scales published separately by Drummond

et al.[20] and Brauer et al.[21]

d Of a total of seven studies.

ICER = incremental cost-effectiveness ratio; LMWH = low-molecular-

weight heparin.
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grants. In each case the sponsor or grantor was
sanofi-aventis, the manufacturer of enoxaparin
(the inferior comparator). Each result demon-
strated good value with dominance by the use of
fondaparinux.

5. Comparisons Including New Oral
Anticoagulants

Only two studies to date have made compar-
isons with new oral anticoagulants (see table V).
In the only one that made this comparison in
patients undergoing THR, Wolowacz et al.[52]

found that dabigatran dominated LMWH over a
60-year horizon (equivalent to a lifetime analysis,
given the elderly age of the average patient un-
dergoing THR).

In the setting of TKR, McCullagh et al.,[51]

found that, in the short horizon of 180 days, riv-
arobaxan dominated both LMWH and dabiga-
tran; dabigatran cost an additional $US750 per
VTE avoided compared with LMWH. In the long
horizon, Wolowacz et al.[52] found that dabiga-
tran dominated LMWH.

The study by Wolowacz et al.[52] was spon-
sored by Boehringer Ingelheim, the manufacturer
of dabigatran, whereas McCullagh et al.[51] re-
ported no sponsorship or support.

6. Extended-Duration versus
Short-Duration Prophylaxis

We found nine studies[6,9,30,46-51] with com-
parisons of extended- versus short-duration pro-
phylaxis in patients undergoing THR (table VI).
Among short-horizon results, three studies[30,46,51]

with five comparisons found that extended-
duration therapy after THR either dominated
short-duration prophylaxis or the ICER was
<$US120 per VTE avoided. In Skedgel et al.,[9]

extended-duration warfarin prophylaxis cost an
additional $US3200 per VTE avoided but ex-
tended-duration LMWH cost an additional
$US27 400 per VTE avoided. In five other stu-
dies, the ICER for extended-duration therapy
was between $US7800 and $US13 200 per VTE
avoided. In McCullagh et al.,[51] dabigatran ad-
ministered for 35 days cost $US730 000 per VTET
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avoided compared with short-duration LMWH;
the high ICER results mainly from the many-fold
increased bleeding rates found with dabigatran
than with LMWH (2.0% vs 0.08%).

Among two THR studies with long-horizon
results available, Bischof et al.[6] found that ex-
tended-duration fondaparinux dominated short-
duration fondaparinux. Haentjens et al.[49] found
that extended-duration enoxaparin cost an addi-
tional $US9300 per QALY gained compared
with short-duration enoxaparin.

We found only two studies for TKR. At a
35-day horizon, Dranitsaris et al.[50] found that
the extended-duration dalteparin cost an addi-
tional $US14 600 per VTE compared with short-
duration warfarin and $US60 000 per VTE
compared with short-duration dalteparin. At a
1-year horizon, Haentjens et al.[49] found that
extended-duration enoxaparin cost an additional
$US73 300 per QALY gained compared with
short-duration enoxaparin.

Six of the nine studies comparing extended-
with short-duration therapy included pharma-
ceutical company sponsorship or grant support.
There was no clear trend among the results with
respect to the presence of sponsorship, although
two of the three studies sponsored exclusively
by a government agency found that extended-
duration therapy with LMWH or dabigatran
delivered improved effectiveness at a relatively
high cost ($US27 400–730 000 per VTE avoided).
Asmentioned above, the third study byHaentjens
et al.[49] found that extended-duration LMWH
was clearly cost effective after THR but poorer
value after TKR.

7. Discussion

Although multiple VTE prophylaxis regimens
are supported by the ACCP and the AAOS, our
systematic review suggests that not all of them
may be cost effective relative to other regimens.
There was no consensus about the cost effective-
ness of LMWH compared with warfarin. In
contrast, fondaparinux dominated LMWH in
nearly every comparison we found. Extended-
duration prophylaxis with LMWH after THR
appeared to be cost effective, with multipleT
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studies indicating that extended-duration pro-
phylaxis dominated short-duration LMWH or
cost no more than an additional $US10 000 per
VTE avoided. The small numbers of studies,
predominance of studies analysing only a short
horizon, lack of established cost-effectiveness
thresholds for VTE-based effectiveness units and
reliance by study authors on venographic end-
points prohibit robust conclusions about the
comparisons analysed.

Comparisons of our work with previous reviews
of the economic literature are limited by differences
in type of surgery included and publication dates of
the included articles. Sullivan et al.[53] summarized
the prophylaxis literature between 1984 and 2000
and found that most studies presented consistent
findings, including that LMWH is cost effec-
tive compared with warfarin. Our results do not
support this conclusion. Sullivan et al.[53] based
their conclusions on many studies that we ex-
cluded because they were published prior to 1997
or that included outcomes from patients under-
going hip fracture surgery. We believe temporal
trends[54,55] in the care of THR and TKR ne-
cessitated excluding earlier studies. We also felt
that hip fracture surgery identified a distinctive
patient population with respect to cost, risk and
benefit issues.[4] Similar to our findings, Sullivan
et al.[53] also found that extended-duration
LMWH was generally cost effective compared
with short-duration therapy.

Ivanovic et al.[56] summarized the literature on
fondaparinux. These authors concluded that
fondaparinux was more cost effective than
LMWH (enoxaparin) 40mg daily initiated pre-
operatively but less cost effective than LMWH
30mg twice daily initiated postoperatively. Our
review did not specifically compare the cost ef-
fectiveness of regimens with LMWH initiated at
different times but we found that fondaparinux
dominated LMWH in all but one when con-
sidering the longer horizon. LMWH dosages in
the included studies were evenly distributed be-
tween 40mg daily and 30mg twice daily. Ivanovic
et al.[56] also reported not being able to calculate
ICERs for two studies, whereas we were able to
calculate them based on data presented in tables
included by the study authors.T
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Wolowacz et al.[57] also published a review
discussing the evolution of model building over a
20-year time span (1987–2006). In terms of qual-
ity, the findings of that review were generally
consistent with the abstractions we performed,
particularly with respect to the paucity of studies
measuring QALYs over a sufficiently long
period. Unlike their review, we abstracted cost
and effect information and independently calcu-
lated ICERs for each comparison discussed. We
converted costs to $US, year 2009 values and
measured effects in common units (total VTE
events avoided for short-horizon studies and
QALYs for long-horizon studies). This facilitated
comparisons between the multiple regimens sup-
ported by major professional societies.

The most salient finding of our review is that
fondaparinux dominates LMWH; however, these
results should be interpreted cautiously. There
have been only four randomized controlled trials
comparing fondaparinux with enoxaparin[58-61]

and only one[58] involved patients with TKR
surgery. A summary estimate of risk calculated
by Turpie et al.[62] suggested that fondaparinux
offers a 55% reduction in the odds of venographic

VTE but no difference in the incidence of symp-
tomatic VTE at postoperative day 11 when
screening venography was performed. The stud-
ies of cost effectiveness evaluating fondaparinux
generally extrapolated these short-horizon veno-
graphic rates to estimate the number of sympto-
matic VTE events. Recent evidence[63] suggests
that the ratio of asymptomatic venographic DVT
rate to symptomatic DVT rate is between 3 and
7 for THR and between 15 and 24 for TKR.
However, these ratios came from trials using
enoxaparin only. Although they do not address
this point specifically for fondaparinux, the
2008 ACCP guidelines[4] state that initial efficacy
studies using venographic endpoints should be
followed with trials that use symptomatic (and
objectively confirmed) VTE as endpoints.

There is less conclusive evidence about the
duration of prophylaxis, although extended pro-
phylaxis with LMWH appears cost effective
compared with short-duration therapy in the case
of THR surgery. Authors of cost-effectiveness
studies included in this review generally sum-
marized efficacy of extended-duration prophy-
laxis with LMWH using one or more of the seven

Table V. Summary of cost-effectiveness studies of new oral anticoagulantsa

Study Exact

horizon

Oral anticoagulant Comparator Major bleeding

rate (%)b
DVT rate

(%)b
PE rate

(%)b

Death

rate (%)b
Cost-effectiveness

result ($US)c

Total hip replacement result from long-horizon analysis

Wolowacz

et al.[52]

60 y Dabigatran

220 mcg · 28–35 d

Enoxaparin

40 mg · 28–35 d

2.0/1.6 4.6/4.8 0.9/0.9 0.4/0.4 Dabigatran

dominates

Total knee replacement results from short-horizon analysis

McCullagh

et al.[51]

180 d Rivarobaxan

10 mg · 14 d

Enoxaparin

40 mg · 10 d

0.57/0.08 0.87/1.8 0/0.10 0/0 Rivaroxaban

dominates

Dabigatran

220 mcg · 10 d

0.57/1.5 0.87/2.7 0/0 0/0 Rivaroxaban

dominates

Dabigatran

220 mcg · 10 d

Enoxaparin

40 mg · 10 d

1.5/1.3 2.7/1.8 0/0.10 0/0 750 per VTE

avoided

Total knee replacement result from long-horizon analysis

Wolowacz

et al.[52]

60 y Dabigatran

220 mcg · 6–10 d

Enoxaparin

40 mg · 6–10 d

1.5/1.3 12.1/12.4 2.1/2.2 1.7/1.7 Dabigatran

dominates

a All doses are once daily.

b Figures presented as new oral anticoagulant/LMWH.

c Cost-effectiveness result is the ICER. To arrive at ICER values, incremental costs reported in foreign currencies were inflated or deflated

according to readily available consumer price indices, converted to $US via 2005 WHO purchasing price parity indices, and then inflated to

2009 values using the Bureau of Labor Statistics consumer price calculator.[18]

DVT = deep venous thrombosis; ICER = incremental cost-effectiveness ratio; LMWH = low-molecular-weight heparin; PE = pulmonary

embolism; VTE = venous thromboembolism.
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randomized controlled trials[64-70] that reported
on the efficacy of extended-duration prophylaxis.
At least two of these trials[64,65] did not require
venography at the time of discharge from the
hospital, permitting assessment of symptomatic
VTE rates from 4 to 7 weeks after operation. We
cannot draw firm conclusions on the question of
extended duration versus short duration of thera-
py with other agents that have not been studied
extensively. Our review also suggests that there is
insufficient cost-effectiveness evidence to support
extended prophylaxis for TKR. The most recent
update of the ACCP guidelines ‘‘recommends’’
extended prophylaxis for THR and ‘‘suggests’’
extended prophylaxis for TKR.

Limitations to our work include differences in
economic perspective and setting. As our results
overwhelmingly suggest that fondaparinux dom-
inates LMWH, we believe our conclusions are
sound for this comparison, keeping in mind the
absence of trial data measuring symptomatic
endpoints. The economic perspective did not ap-
pear to explain the variations in results found,
but we did not have sufficient numbers of studies
within each major comparison to make firm
statements about the influence of individual dif-
ferences in analytic methods. Although we con-
verted from foreign currencies to $US using
purchasing power parity, cost structures between
countries may not be comparable.[71]

We also acknowledge the potential bias exerted
by pharmaceutical company sponsorship of multi-
ple studies. This bias could have played a role in the
comparisons between LMWH and warfarin and
extended- versus short-duration therapy. They do
not appear to have played a role in the comparisons
including fondaparinux. Multiple studies spon-
sored by the manufacturer of LMWH found
fondaparinux to dominate LMWH. However, we
generally did not have sufficient numbers of studies
within each comparison type to determine if varia-
tion in study results was related to pharmaceutical
company sponsorship.

Another major limitation is that there is no
established threshold for declaring a prophylaxis
regimen cost effective when disease-based units
are used to express effectiveness. The QALY
permits comparison of the value of interventionsT
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across diseases given that the utilities that are
used to calculate them are standardized to esti-
mates between 0 and 1, where 1 represents perfect
health and 0 represents death.

Another limitation includes absence of cost-
effectiveness analyses about certain comparisons
such as fondaparinux versus warfarin, fonda-
parinux versus aspirin, and low-intensity war-
farin (INR < 2) versus any of the other regimens.
We also acknowledge the possibility of English
language and publication bias, as with any
systematic review.

The demand for cost-effectiveness research is
growing at a fervent pace. In early 2009, the US
Government dedicated $US1.1 billion to com-
parative effectiveness research, including cost-
effectiveness research.[72] The US Centers for
Disease Control adopted the results of cost-
effectiveness research when it prepared guide-
lines[73] about screening for HIV infection.
Similarly, the US Preventive Services Task Force
incorporated model results when it updated its
most recent colorectal cancer screening recommen-
dations.[74] As the demand for cost-effectiveness
work grows, the need to be able to summarize
and standardize the information will also grow.
Our work was a comprehensive systematic review
of the cost-effectiveness literature regarding VTE
prophylaxis for patients undergoing total joint
replacement. In addition, we improved upon pre-
vious reviews by standardizing cost-effectiveness
information to a common currency and effective-
ness unit.

8. Conclusions

We found that fondaparinux dominated
LMWH in virtually all studies we analysed, but
firm conclusions cannot be made until trial data
are available that measure symptomatic VTE
rates. Extended-duration LMWH prophylaxis
also appears cost effective compared with short-
duration prophylaxis in the case of THR. There is
limited evidence to determine the cost effec-
tiveness of other regimens, including extended-
duration fondaparinux, extended-duration LMWH
after TKR, prophylaxis with new oral anticoagu-
lants, low-intensity warfarin therapy or aspirin.

These knowledge gaps represent important areas
for future research.
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Risk of venous thromboembolism after total hip
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the Nationwide Inpatient Sample (2003-2006)
Alok Kapoor1*, Alan J Labonte2†, Michael R Winter2†, Jodi B Segal3†, Rebecca A Silliman4,5†, Jeffrey N Katz6,7†,
Elena Losina7,8,9†, Dan Berlowitz10,11†

Abstract

Background: Venous thromboembolism is a common, fatal, and costly injury which complicates major surgery in
older adults. The American College of Chest Physicians recommends high potency prophylaxis regimens for
individuals undergoing total hip or knee replacement (THR or TKR), but surgeons are reluctant to prescribe them
due to fear of excess bleeding. Identifying a high risk cohort such as older adults with comorbidities and co-
occurring comorbidities who might benefit most from high potency prophylaxis would improve how we currently
perform preoperative assessment.

Methods: Using the Nationwide Inpatient Sample, we identified older adults who underwent THR or TKR in the
U.S. between 2003 and 2006. Our outcome was VTE, including any pulmonary embolus or deep venous
thrombosis. We performed multivariate logistic regression analyses to assess the effects of comorbidities on VTE
occurrence. Comorbidities under consideration included coronary artery disease, congestive heart failure (CHF),
chronic obstructive pulmonary disease (COPD), diabetes, and cerebrovascular disease. We also examined the
impact of co-occurring comorbidities on VTE rates.

Results: CHF increased odds of VTE in both the THR cohort (OR = 3.08 95% CI 2.05-4.65) and TKR cohort
(OR = 2.47 95% CI 1.95-3.14). COPD led to a 50% increase in odds in the TKR cohort (OR = 1.49 95% CI 1.31-1.70).
The data did not support synergistic effect of co-occurring comorbidities with respect to VTE occurrence.

Conclusions: Older adults with CHF undergoing THR or TKR and with COPD undergoing TKR are at increased risk
of VTE. If confirmed in other datasets, these older adults may benefit from higher potency prophylaxis.

Background
Medical injury, or harm associated with a therapeutic or
diagnostic intervention [1], commonly complicates
major surgery [2]. Age alone confers a small effect on
postoperative injury but medical comorbidities and
co-occurring comorbidities contribute substantially.
Co-occurring comorbidities, that is, 2 comorbidities
which frequently occur together, are part of a larger
phenomenon of multiple morbidity [3].

Venous thromboembolism (VTE) is a common, often
fatal, and costly injury which complicates major surgery
in older adults. VTE is particularly common following
total hip and knee replacement (THR and TKR), with
venographic rates of up to 60% without prophylaxis [4].
Newer, more potent prophylaxis regimens including the
synthetic pentasacchride fondaparinux and twice daily
dosing of enoxaparin, a low molecular weight heparin,
offer the ability to significantly reduce the risk of VTE.
Their wide spread adoption has been slow, however,
given the increased risk of bleeding [5]. The ability to
identify a high risk cohort among older adults under-
going THR and TKR, who would potentially benefit
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from high potency prophylaxis, would be an improve-
ment in the way clinicians currently conduct preopera-
tive assessments.
Comorbidities such as congestive heart failure (CHF)

and chronic obstructive pulmonary disease (COPD) have
been associated with increased VTE risk in some studies
[6-8] but not in others [9,10]. The association with CHF
may relate to blood flow stasis which is part of Virchow’s
triad [11] of alteration in blood flow (stasis), endothelial
injury, and alterations in blood constituents (hypercoa-
gulable factors). Similarly the association of COPD may
be explained through an immobility or stasis mechanism.
Newer evidence, in both surgical [6,7,9,10] and non-sur-
gical settings [12], suggests that atherosclerotic condi-
tions such as coronary artery disease (CAD) and
cerebrovascular disease (CVD) are also associated with
an increased risk of VTE. In general, these studies had a
small number of observations and/or did not focus on
discrete surgical procedures, making it difficult to draw
conclusions about modest but clinically important effects
on VTE of comorbidities for individual surgeries. The
combined effect of comorbidities, i.e., co-occurring
comorbidities, has been incompletely evaluated.
In this investigation, we assessed the Nationwide Inpa-

tient Sample to determine the risk of VTE in older
adults with prevalent comorbidities and co-occurring
comorbidities undergoing THR or TKR. We hypothe-
sized that CHF, CAD, CVD, and COPD would predict
increased risk of VTE. We also proposed that the joint
effect of co-occurring comorbidities – composed of
comorbidities with distinct pathogenesis, such as CAD
and COPD – would equal the sum of the component
effects or possibly exceed their sum, indicating a positive
interaction.

Methods
Data Sources and Study Sample
We used the Nationwide Inpatient Sample (NIS) from
2003-2006 for our analysis [13]. This work involves the
use of publicly available, archival information abstracted
from patient medical records and was approved by the
Institutional Review Board at the Boston University
Medical Center in Boston, Massachusetts. The NIS con-
tains information from hospital inpatient stays collected
at the state-level and then assembled by the Agency for
Healthcare Research and Quality (AHRQ) as part of the
Healthcare Utilization Project (HCUP). NIS includes
primary and secondary diagnoses, procedures, admission
and discharge status, patient demographics (gender, age,
race, median income, and residence zip code), expected
payment source, total charges, length of stay, and hospi-
tal characteristics (ownership, size, and teaching status).
We identified a cohort of patients (age 65 or older) who
underwent primary THR or TKR identified through

ICD-9-CM procedure codes 81.51 and 81.54. We
restricted our analysis to elective, primary THR and
TKR because we felt that non-elective surgery and revi-
sion joint surgery represented a distinct population with
different risks for VTE. We therefore excluded surgical
cases conducted in the setting of fracture, pelvic or
thigh infection, or removal of prior prosthesis, internal
fixation device, implant or graft consistent with earlier
work [14,15] conducted by members of our team.

Outcomes and Exposures
We determined VTE to have occurred if any one of
eight ICD-9-CM DVT codes, three PE codes, and two
non-specific VTE codes were present at discharge
(Additional file 1).
We included specific comorbidities based on evidence

of associations with VTE documented in the literature
or a known biological link to the outcomes These
included CAD, CHF, COPD, CVD, and diabetes.
Comorbidities and presence of obesity were coded as by
Elixhauser et al.[16] (Additional file 1). Multiple publica-
tions [17-19] have supported the use of the Elixhauser
comorbidity coding algorithms rather than the earlier
Charlson comorbidity index, including those looking at
discrete surgical procedures [20,21]. The accuracy of
coding of the comorbidities has been validated in multi-
ple publications [22,23]. We also examined co-occurring
comorbidities from the above mentioned comorbidities
if they had a prevalence of greater than 2% (given that
exposures occurring less frequently than 2% of the time
would be infeasible to study because of sample size
constraints).
Consistent with previous work [14,15,24], we evalu-

ated the effects of potentially confounding factors, i.e.,
race, insurance status, hospital surgical volume, obesity,
bi-laterality (two primary procedures during the same
surgery), chronic kidney disease, and hypercoagulable
state (including cancer and genetic predisposition), by
adding them, one at a time, to the crude model (with
comorbidity exposure, age group, and sex). If the addi-
tion of a given factor did not change the odds ratios for
the comorbidity exposure by more than 10%, it was
deleted from the final model.

Analysis
We calculated descriptive statistics and cross-tabular fre-
quencies for each outcome and comorbidity to determine
the shape of distributions, the extent of missing data, and
the presence of small frequencies of the discrete comor-
bidity levels. We examined comorbidities for statistical
interactions with each other. Specifically, we measured
whether prevalent combinations of comorbidities (as
defined above) produced statistically significant associa-
tions with VTE in multivariate models. Because we found
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these to be present in the TKR cohort, for the ease
of interpretability, we report the associations between
co-occurring comorbidities and outcomes using a catego-
rical comorbidity variable for both the THR and TKR
cohorts. We created a ten level categorical variable with a
separate, mutually exclusive, level for each of nine comor-
bidities or co-occurring comorbidities (with 1 additional
for all other combinations of two or more comorbidities).
While this limited the population size for each comorbid-
ity group, it allowed us to compare the risk of VTE for
groups of older adults with single or co-occurring comor-
bidities against a common reference group of older adults
without any of the nine comorbidities.
Finally, we built multivariate logistic regression models

to assess the independent effects of comorbidities. In
our analysis we retained age and sex in all models. For
remaining potential confounders, we retained any vari-
able that changed the effect estimate for any comorbid-
ity by more than 10%.

Results
In NIS 2003-2006, we identified 93,071 primary THR
and 223,600 primary TKR surgeries. Overall, the age of
older adults was evenly distributed into quartiles 65-69,
70-74, 75-79, and 80 or older. Sixty-three percent of
subjects were female. (Table 1) CAD, COPD, and dia-
betes alone occurred most frequently (9.8%, 8.6%, and
8.4%, respectively for the THR cohort). CVD and CHF
occurred much less frequently (0.6% and 1.2%, respec-
tively for the THR cohort). (Table 1) CAD with diabetes
was present in 2.5%, and CAD with COPD was present
in 1.9% of the THR cohort. (Table 1) Other combina-
tions occurred approximately 1% of the time. Similar
trends occurred in the TKR cohort.
VTE during the index hospitalization occurred 0.8% of

the time after THR and 1.2% of the time after TKR. In
the THR cohort, the rate of VTE ranged from 0.6% in
older adults with diabetes alone to 2.3% in older adults
with CHF alone; the rate of VTE in older adults without
any of the identified comorbidities was 0.7%. (Table 2)
Similarly, in the TKR cohort, this range was 1.1% to
2.6%; the rate of VTE in older adults without any of the
identified comorbidities was 1.1%. In multivariate analy-
sis CHF predicted a threefold increase in the odds of
VTE in the THR cohort (OR = 3.08 95% CI 2.05-4.65)
and a similar increase in the TKR cohort (OR = 2.47
95% CI 1.95-3.14). (Table 3) COPD predicted a 50%
increase in odds in the TKR cohort (OR = 1.49 95% CI
1.31-1.70). (Table 3)
We did not find any positive interactions between

comorbidities in our analysis. The combination of CAD
and CHF alone was associated with a twofold increase in
odds in both the THR and TKR cohort, an effect which
was smaller than for CHF alone. The combination of

diabetes and CAD was associated with a 39% decrease in
the odds of VTE only in the TKR cohort, an effect which
was smaller, i.e., more protective, than either comorbidity
alone. (Table 3) The six potential confounding factors
that we tested were deleted from the final model for lack
of confounding.

Discussion
We comprehensively examined the association of
comorbidities and co-occurring comorbidities and VTE
in a unique population of older adults undergoing pri-
mary total hip and knee replacement, high risk surgeries
for VTE. We found that the rates of VTE captured in
administrative data of older adults for the period imme-
diately following THR and TKR to be low at 0.8-1.2%.
Having CHF substantially increased the odds of VTE
after THR or TKR and having COPD somewhat
increased the odds of VTE after TKR. Co-occurring
comorbidities did not increase the risk of VTE beyond
their individual effects.
Comparison of our results with previous studies is

limited by differences in outcomes measured and popu-
lations studied. Gangireddy et al. [9] conducted one of
the largest studies to date using data from the Veterans
Affairs National Surgical Quality Improvement Program
(NSQIP), which included veterans undergoing nine dif-
ferent surgeries, including THR, between 1996 and
2001. After controlling for multiple preoperative and
postoperative clinical variables, a multivariate analysis
with 76,771 individuals showed that CHF and COPD
were not associated with increased rates of VTE. This
study supported our findings of the association between
diabetes and a slightly lower rate of VTE (OR = 0.75).
We also detected a 29% reduction in the risk of VTE in

patients undergoing THR with CVD. This result was not
statistically significant nor did we detect an association in
the knee population. There has been little evidence, how-
ever, regarding the relationship between CVD and post-
operative VTE. Prior work [12] has suggested a common
inflammatory pathway but this has not been evaluated
extensively in the postoperative setting. In our study the
association was not present for both knee and hip
cohorts and was not statistically significant. We plan to
re-assess this relationship in our future work.
Kikura et al. [6] examined 21,903 Japanese patients of

multiple ages and multiple surgery types and found that
history of acute myocardial infarction (AMI) was signifi-
cantly related (OR = 7.7 95% CI 1.7-34.7) to the devel-
opment of postoperative thrombotic events (including
repeat AMI). Although we did collect information about
the history of AMI in particular, we did not find an
association with CAD in general in our analysis. In a
cohort of 269 post-menopausal women undergoing
THR and TKR, Jaffer et al. [7] found a trend towards
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Table 1 Frequency counts (and row percentages) for selected variables and stratified by surgical procedure

Total Hip Replacement Total Knee Replacement

Age

65-69 yr 23405 (25.2) 63363 (28.3)

70-74 yr 24888 (26.7) 63608 (28.5)

75-79 yr 23316 (25.0) 54578 (24.4)

≥80 yr 21462 (23.1) 42051 (18.8)

Gender

Male 34578 (37.2) 78539 (35.1)

Female 58492 (62.8) 145061 (64.9)

Comorbid Diseases

Cerebrovascular Disease (CVD) alone 570 (0.6) 1356 (0.6)

Coronary Artery Disease (CAD) alone 9132 (9.8) 20017 (9.0)

Congestive Heart Failure (CHF) alone 1097 (1.2) 2746 (1.2)

Diabetes alone 7782 (8.4) 26740 (12.0)

Chronic Obstructive Pulmonary Disease (COPD) alone 7989 (8.6) 16836 (7.5)

CAD and CHF alone 731 (0.8) 1678 (0.8)

CAD and COPD alone 1731 (1.9) 3366 (1.5)

CAD and Diabetes alone 2320 (2.5) 7155 (3.2)

COPD and Diabetes alone 1181 (1.3) 3688 (1.7)

All other 2+ combinations 2725 (2.9) 6878 (3.1)

None of the above comorbidities 57813 (62.0) 133140 (59.4)

Median Length of Stay (days) 4 3

Table 2 Frequency counts for selected variables stratified by age and surgical procedure

Age Group

Hip Procedures Knee Procedures

Exposure 65-69
years of

age

70-74
years of

age

75-79
years of

age

≥80 years
of age

total 65-69
years of

age

70-74
years of

age

75-79
years of

age

≥80 years
of age

total

CVD alone 87 129 160 194 570 241 342 382 391 1356

CAD alone 1677 2269 2503 2683 9132 4065 5413 5608 4931 20017

CHF alone 143 209 277 468 1097 441 574 702 1029 2746

Diabetes alone 2159 2229 1935 1459 7782 8975 8197 6116 3452 26740

COPD alone 2110 2220 1949 1710 7989 4978 4873 4065 2920 16836

CAD and CHF alone 87 124 190 330 731 249 335 449 645 1678

CAD and COPD
alone

359 443 485 444 1731 726 937 978 725 3366

CAD and Diabetes
alone

512 673 632 503 2320 1909 2216 1906 1124 7155

COPD and Diabetes
alone

341 356 298 186 1181 1359 1148 772 409 3688

All other 2+
combinations

482 673 763 807 2725 1593 1904 1896 1485 6878

None of the above
comorbidities

15448 15563 14124 12678 57813 38827 37669 31704 24940 133140

Abbreviations: CAD = coronary artery disease, CHF = congestive heart failure, COPD = chronic obstructive pulmonary disease, CVD = cerebrovascular disease.
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CHF predicting more postoperative VTE events (OR =
5.50 95% CI 0.94-43.3) but a trend towards COPD pre-
dicting fewer VTE events (OR = 0.42 95% CI 0.07-1.98).
The association of CHF and VTE may relate to blood

flow stasis as discussed earlier. Alternatively, CHF may
indicate a degree of immobility that was not measured
in the data we analyzed. Other comorbidities may also
contribute to the development of postoperative VTE but
their effects may have been attenuated by a selection
bias. Surgeons may select only the healthiest subset of
older adults with comorbidities for surgery. The absence
of positive interactions between frequently co-occurring
comorbidities (especially CAD and CHF) also suggests a
potential source of a selection bias. Older adults with
co-occurring comorbidities deemed to be suitable surgi-
cal candidates are presumably healthier in other ways
than other older adults with the same comorbidities.
In the case of COPD, we only detected an increase in

risk for older adults undergoing knee surgery. This
could be explained by the generally weak predictor
effect of COPD on VTE or it could be related to the
inherent differences between hip and knee surgery. Post-
operative mobility may be significantly less for hip sur-
gery and the effect of immobility in this group may
dwarf other predictors such as COPD. Future work
should examine the interaction between mobility and
surgery type in data where this information is available.

The association of CHF and COPD with postoperative
VTE has important implications. Although the Ameri-
can College of Chest Physicians currently recommends
high potency prophylaxis such as fondaparinux or
LMWH for all individuals undergoing THR and TKR
[4], surgeons are reluctant to prescribe these regimens,
fearing bleeding complications. Identification of a high
risk subset among a group of older adults already at
increased risk for VTE based on the surgery planned
would be an important improvement in the way we cur-
rently perform preoperative assessment. In addition to
the use of high potency prophylaxis, surgeons may also
use the risk information to incorporate other practices,
such as regional anesthesia, mechanical prophylaxis
devices, or stockings, aimed at lowering VTE rates.
There are limitations to the work we presented. Due

to the nature of the NIS administrative data we have
limited ability to capture VTE. A recent study [24], sug-
gests that administrative data capture only 58% of VTE
events. There is no evidence, however, to suggest that
the events indentified are differentially being diagnosed
in individuals with CHF or other comorbidities. In addi-
tion, we did not have access to medication information
including prophylaxis agent. A recent study by Cohen et
al. in 2008 [25] indicated that in the United States, only
48% of medical patients are receiving the recommended
ACCP prophylaxis and only 71% of surgical patients are

Table 3 Odds ratios (and 95% CIs) for exposures, adjusted† for covariates and stratified by surgical procedure

HIP PROCEDURES KNEE PROCEDURES

Exposure VTE yes VTE no OR† CIs VTE yes VTE no OR CIs

No Comorbidity 410 57403 1.00 (ref) 1458 131682 1.00 (ref)

CVD vs. 3 567 0.71 (0.23-2.23) 21 1335 1.42 (0.92-2.20)

CAD vs. 68 9064 0.98 (0.76-1.28) 257 19760 1.19 (1.04-1.37)

CHF vs. 25 1072 3.08 (2.05-4.65) 73 2673 2.47 (1.95-3.14)

Diabetes vs. 47 7735 0.85 (0.63-1.15) 282 26458 0.96 (0.85-1.10)

COPD vs. 60 7929 1.06 (0.81-1.39) 273 16563 1.49 (1.31-1.70)

CAD and CHF vs. 12 719 2.11 (1.18-3.78) 33 1645 1.86 (1.30-2.60)

CAD & COPD vs. 16 1715 1.25 (0.75-2.06) 52 3314 1.44 (1.09-1.90)

Diabetes & CAD vs. 18 2302 1.05 (0.65-1.69) 47 7108 0.61 (0.45-0.81)

Diabetes & COPD vs. 9 1172 1.09 (0.56-2.11) 36 3652 0.89 (0.64-1.24)

All other combinations 34 2691 1.69 (1.19-2.40) 111 6767 1.49 (1.23-181)

Age 65-69 163 23242 1.00 (ref) 734 62629 1.00 (ref)

Age 70-74 vs. Age 65-69 167 24721 0.96 (0.77-1.19) 751 62857 1.01 (0.91-1.12)

Age 75-79 vs. Age 65-69 172 23144 1.05 (0.84-1.30) 649 53929 1.00 (0.90-1.12)

Age ≥80 vs. Age 65-69 200 21262 1.30 (1.05-1.60) 509 41542 0.99 (0-89-1.11)

Females 411 58081 1.00 (ref) 1746 143315 1.00 (ref)

Males 291 34287 1.21 (1.04-1.41) 897 77642 0.94 (0.87-1.02)

Total observations 702 92369 2643 220957
†Associations adjusted in multivariate logistic regression for each comorbidity exposure as compared with the group with none of the listed comorbidities or co-
occurring comorbidities. All association were adjusted for age group and sex. We also assessed race, insurance status, hospital surgical volume, obesity, bi-
laterality (two primary procedures during the same surgery) and hypercoagulable state but deleted them from the final model for lack of confounding.
Abbreviations: CAD = coronary artery disease, CHF = congestive heart failure, COPD = chronic obstructive pulmonary disease, CVD = cerebrovascular disease.
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receiving prophylaxis [25]. If comorbidities prompted
physicians to prescribe more potent prophylaxis in older
adults with CHF or other comorbidities, however, the
effects we observed would represent an underestimate
of the true effect. A recent survey [26] suggests that
orthopedic surgeons vary their prescribing patterns less
than 10% of the time when evaluating a patient with
cardiopulmonary disease. Future work should examine
the relationship between comorbidities and VTE while
controlling for prophylaxis agents in data where medica-
tion information is available.
We did not have information about events which took

place after hospitalization. Given that the median time
for development of DVT is 17 days for THR and 7 days
for TKR [27] and the median length of stay was 3 or 4
days for each surgery in our analysis, the associations
we present may not reflect the experience of older
adults who develop injury in the post discharge period.
Controlling for length of stay would not disentangle the
relation between these comorbidities and VTE and we,
therefore, did not control for it in our analysis. Length
of stay may very well be a surrogate for immobility and
stasis which are on the causal pathway of VTE develop-
ment. Alternatively, increased length of stay may also be
associated with VTE because of added time needed to
achieve therapeutic levels of warfarin. Even though NIS
data does not allow for measurement of the 30 or 90
day incidence of VTE, we believe that post discharge
rates of VTE events will be similarly disparate in indivi-
duals with compared to those without comorbidities. In
the future we plan to confirm these associations in data
where this information is available.
Administrative data are susceptible to upcoding where

medical coders assign a diagnosis that may have only
been considered but not proven. We did not have infor-
mation about those VTE events that were present on
admission compared to those that occurred during hos-
pitalization. We plan to conduct further validation stu-
dies in other databases where pre-existing diagnosis
modifiers are available. We cannot firmly establish caus-
ality between comorbidities and VTE using the data
available to us. Comorbidities may be linked to other
processes such as increased operative time or difficulty
weaning from a ventilator after surgery. Future research
with datasets containing these clinical variables may
clarify the exact causal pathway. Lastly, although in our
analysis we controlled for the presence of several factors
that might increase the risk of VTE, we did not have
data on the smoking status of individuals, which might
be related to both the exposure and outcome.

Conclusion
CHF is strongly associated with an increased risk of
VTE after THR and TKR; COPD is associated with an

increased risk of VTE after TKR. The absence of risk
associated with other comorbidities and co-occurring
comorbidities may be explained by the selection of heal-
thier older adults for these surgeries or by some of the
limiting factors described above. If these findings are
confirmed in other datasets, higher risk older adults
with comorbidities could potentially benefit from more
aggressive preventive interventions including high
potency pharmacologic prophylaxis.

Additional material

Additional file 1: Appendix I - ICD-9-CM Procedure and Diagnosis
Codes. total Joint Replacement Procedure Codes and Venous
Thromboembolism Diagnosis Codes.
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Context:Mobilitylimitationisassociatedwithincreasedmorbidityandmortality.Therelationshipbetween
circulating testosterone and mobility limitation and physical performance is incompletely understood.

Objective: Our objective was to examine cross-sectional and prospective relations between baseline
sex hormones and mobility limitations and physical performance in community-dwelling older men.

Design, Setting, and Participants: We conducted cross-sectional and longitudinal analyses of 1445
men (mean age 61.0 � 9.5 yr) who attended Framingham Offspring Study examinations 7 and 8
(mean 6.6 yr apart). Total testosterone (TT) was measured by liquid chromatography tandem mass
spectrometry at examination 7. Cross-sectional and longitudinal analyses of mobility limitation and
physical performance were performed with continuous (per SD) and dichotomized [low TT and free
testosterone (FT) and high SHBG vs. normal] hormone levels.

Main Outcome Measures: Self-reported mobility limitation, subjective health, usual walking
speed, and grip strength were assessed at examinations 7 and 8. Short physical performance battery
was performed at examination 7.

Results: Higher continuous FT was positively associated with short physical performance battery
score (� � 0.13; P � 0.008), usual walking speed (� � 0.02; P � 0.048), and lower risk of poor
subjective health [odds ratio (OR) � 0.72; P � 0.01]. In prospective analysis, 1 SD increase in baseline
FT was associated with lower risk of developing mobility limitation (OR � 0.78; 95% confidence
interval � 0.62–0.97) and progression of mobility limitation (OR � 0.75; 95% confidence interval �

0.60–0.93). Men with low baseline FT had 57% higher odds of reporting incident mobility limi-
tation (P � 0.03) and 68% higher odds of worsening of mobility limitation (P � 0.007).

Conclusions: Lower levels of baseline FT are associated with a greater risk of incident or worsening
mobility limitation in community-dwelling older men. Whether this risk can be reduced with testosterone
therapy needs to be determined by randomized trials. (J Clin Endocrinol Metab 95: 2790–2799, 2010)
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The powerful demographic shift toward aging of human
populations has focused attention on remediable fac-

tors that limit the ability of older individuals to live inde-
pendently. Among individuals age 65 yr and older, 44%
report some mobility limitation (1). Decline in mobility is
associated with loss of independence (2) and increased risk
of disability (3), institutionalization (4), decreased quality
of life (5), and death (3, 6). Mobility limitation in older
individuals is undoubtedly multifactorial, but age-related
declines in muscle mass, strength, and power are impor-
tant contributors (7, 8).

Total testosterone (TT) levels in men decline progres-
sively with age (9–14). Because SHBG increases with age
(9, 10, 15), the decline in free testosterone (FT) with aging
is even greater than the decline in TT levels. Age-related
decline in testosterone levels has been associated with re-
duced muscle mass and lower extremity strength in older
men (16, 17).

Only a few studies have addressed the relationships
between circulating testosterone levels and mobility
and physical function, and the data are conflicting. The
Longitudinal Ageing Study Amsterdam reported a sig-
nificant positive association between low TT and low
grip strength in older men, but no statistically signifi-
cant relationship with self-reported functional limita-
tions was observed in that study (18). The Massachu-
setts Male Ageing Study found no relationship between
TT and grip strength (19). An analysis of longitudinal
data from two independent cohorts of older men
showed no association between TT and FT and the de-
cline in physical performance (20). The BACH/Bone
Study concluded age-associated alterations in sex hor-
mone levels play a minor role in age-related declines in
muscle strength and physical performance (21). These
studies measured testosterone levels by RIAs, whose
accuracy has been questioned (22, 23). Thus, the rela-
tionships among circulating levels of sex hormones and
mobility limitations and physical performance in older
men are inadequately understood.

Using data from the Framingham Offspring Study, we
determined whether TT, FT, and SHBG are related cross-
sectionally to mobility limitations, subjective health, and
performance-based measures of physical function in com-
munity-dwelling older men. Additionally, in longitudinal
analyses, we evaluated whether these hormones prospec-
tively are associated with incident mobility limitation and
worsening of mobility and subjective health in older men.
We measured circulating TT levels by liquid chromatog-
raphy tandem mass spectrometry (LC-MS/MS), widely
considered the reference method for testosterone measure-
ment (23).

Materials and Methods

The Boston University Institutional Review Board approved the
study, and written informed consent was obtained from all
participants.

Study sample
The Framingham Heart Study (FHS) began in 1948 as a pro-

spective study to examine the risk factors for heart disease (24).
In 1971, enrollment of offspring of the original cohort and
spouses of the offspring constituted the Framingham Offspring
Study (25). The offspring cohort has completed eight examina-
tions at approximately 4- to 8-yr intervals. The men of the Off-
spring cohort who attended examination 7 (1998–2001) were
eligible for the present study (n � 1625). Men with prostate
cancer undergoing androgen deprivation therapy (n � 8) and
those missing self-reported mobility data (n � 18) or TT (n �
154) at examination 7 were excluded, resulting in a sample size
of 1445 for cross-sectional analyses (Fig. 1). To determine
whether sex hormones are associated with incident and/or pro-
gression of mobility limitations, men who attended examination
8 (2005–2008) were examined on average 6.6 yr later. In the
analysis of progression of mobility limitations, we excluded men
who did not attend or had missing mobility data (n � 280) at
examination 8 or missing covariate data (n � 1). We further
excluded men reporting a mobility limitation at examination 7
(n � 53) when we examined incident mobility limitations.
Hence, 1111 men were available to prospectively examine the
association between circulating sex hormone levels and incident
mobility limitations and 1164 men to determine the relationship
between sex hormone levels and mobility limitation progression
(Fig. 1).

We also determined the cross-sectional relationships between
sex hormone levels and Short physical performance battery
(SPPB), timed usual walk, and grip strength using a subset of men
from an ancillary study to examination 7 that included the phys-
ical performance battery (n � 832, 1998–2002). Furthermore,
we examined the association between sex hormone levels and the
change in timed usual walk and hand grip strength among men
who attended examination 8 (n � 693).

Measurement of circulating sex hormones
Serum TT, FT, and SHBG levels were measured at examina-

tion 7. TT level was measured by LC-MS/MS, as described (26–
28). The sensitivity of the assay was 2 ng/dl, and interassay co-
efficients of variation (CV) were 7.8, 5.9, and 3.5% in samples
with testosterone concentrations of 250, 500, and 1000 ng/dl,
respectively. SHBG levels were measured using an immunoflu-
orometric assay (DELFIA-Wallac, Inc., Turku, Finland). The in-
terassay CV were 8.3, 7.9, and 10.9%, and intraassay CV were
7.3, 7.1, and 8.7%, respectively, in the low, medium, and high
pools (29, 30). FT was calculated by using the law of mass action
equation (31, 32). Calculated FT concentrations differ system-
atically from those measured by equilibrium dialysis and vary
with the algorithm used for calculating FT (33).

Healthy men aged 19–40 yr enrolled in the FHS Generation
3 (children of the Offspring participants) cohort free of cardio-
vascular disease, cancer, diabetes, hypertension, smoking, hy-
percholesterolemia, and obesity (n � 456) served as the referent
population to determine normative sex hormone values. For the
purpose of this study, low TT and FT levels were defined as less
than the 2.5th percentile for TT and FT of the referent population
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(TT �348.3 ng/dl; FT �70.0 pg/ml) and high SHBG levels as
more than the 97.5th percentile of the referent sample (SHBG
�81.6 nmol/liter).

Self-reported measurement of mobility limitation
At examinations 7 and 8, trained technicians queried partic-

ipants about mobility limitations using a modified Rosow-
Breslau questionnaire (34), which has been shown to have high
test-retest reliability in other large population-based studies (35,
36). Participants were asked if they were able to 1) do heavy work
around the house, like shovel snow or wash windows, walls, or
floors without help; 2) walk half a mile without help (about four
to six blocks); and 3) walk up and down one flight of stairs (37).
At examination 7, the last item was asked as part of the Katz
Activities of Daily Living scale with the following directive: dur-
ing the course of a normal day, can you walk up and down one
flight of stairs independently or do you need human assistance or
the use of a device? Response choices included 1) no help needed,
independent; 2) uses device, independent; 3) human assistance
needed, minimally dependent; 4) dependent; and 5) do not do
during a normal day. If the participant reported independence,
he was considered able to perform the mobility task. A partici-
pant was considered to have a mobility limitation if he reported
an inability to do one or more of the three items on the scale.

Subjective health
A standard single-item subjective health measure was used,

“In general, how is your health now?” (examination 7) or “In
general, how would you say your health is?” (examination 8).
Response options at examination 7 included poor, fair, good, or
excellent, and at examination 8, there was an additional response
option of very good. The responses were reduced to a binary
variable for analyses; 0 for good health (responses of good, very
good, and excellent) and 1 for poor health (responses of poor or
fair health).

Observed physical performance measures
Hand grip strength and performance-based measures of phys-

ical function were measured by trained technicians at an ancil-

lary study to Offspring examination 7 (1998–2002). Measure-
ments of hand grip strength and walking speed were repeated at
Offspring examination 8.

SPPB
The SPPB is a validated battery that evaluates lower extremity

function by measuring standing balance, gait speed, and time to
rise from a chair five times (38). The standing balance measure
was assigned a score ranging from 0–4, and gait speed and chair
stands were assigned a score ranging from 1–4, with 4 indicating
the highest level of performance. A summary performance score
from 2 (worst) to 12 (best) was calculated by summing the in-
dividual scores.

Standing balance test. Participants were asked to maintain bal-
ance in three positions: feet in side by side position, feet in semi-
tandem position, and feet in tandem position. For each of the
three positions, participants were timed to a maximum of 10 sec.
Participants were assigned a score of 0 if they were unable to hold
the side-by-side standing position for 10 sec, a score of 1 if they
could hold the side-by-side standing position for 10 sec but were
unable to hold a semi-tandem position for 10 sec, a score of 2 if
they could hold a semi-tandem position for 10 sec but were un-
able to hold a full-tandem position for 3 sec, a score of 3 if they
could stand in a full-tandem position for 3–9 sec, or a score of 4
if they could stand in a full-tandem position for 10 sec.

Measured walk. Usual walking speed was assessed by asking the
participants to walk at their usual pace over a 4-m course. Par-
ticipants were allowed to use walking aids if necessary but not the
assistance of another person. The test was repeated twice, and the
faster of the two trials was used. Walking speed was scored as
follows: less than 0.47 m/sec � 1; 0.47–0.64 m/sec � 2; 0.65–
0.82 m/sec � 3; and 0.83 m/sec or faster � 4. For individuals who
did not attempt or complete the walk, the value was set to the
maximum value obtained by any individual.

Chair stand test. Participants were asked to stand from a sitting
position in a straight-backed chair without using their arms. If

FIG. 1. Study design.
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they were able to perform the task, they were asked to stand up
and sit down five times, as quickly as possible. The time required
to perform five chair stands was scored as follows: more than
16.6 sec � 1; 13.7–16.6 sec � 2; 11.2–13.6 sec � 3; and 11.1 sec
or less � 4. If participants were unable to perform this task, then
a score of 60 sec was assigned.

Hand grip strength
Grip strength was measured in both hands using an adjustable

Jamar hydraulic dynamometer (Sammons Preston, Inc., Boling-
brook, IL). Participants were seated in a chair with elbow flexed
at a 90° angle. Each trial consisted of a maximum squeeze for 3
sec. Three trials were performed with each hand, and the best
performance in the six trials was used as the hand grip strength
value.

Statistical analyses

Cross-sectional analyses
Baseline descriptive statistics (means � SD) for continuous

variables and percent for dichotomous variables were generated.
Cross-sectional associations among sex hormones and binary
self-reported mobility limitation and subjective health were as-
sessed using multiple logistic regression, and multiple linear re-
gression was used for continuous outcomes (usual walking
speed, handgrip strength, and SPPB score).

Longitudinal analyses
The primary analyses employed multiple logistic regression to

examine the relation between circulating sex hormone levels and
1) incident mobility limitation in men free of limitations at
examination 7 and 2) decrease in subjective health between
examination 7 and 8 from good or excellent to poor or fair. In
secondary analyses, we examined progression of mobility lim-
itations and decline in subjective health from examination 7 to 8,
defined as a change of one or more response levels on the Rosow-
Breslau scale or subjective health question (moving on Rosow-
Breslau scale from 0 to 1, from 1 to 2, etc.). In additional anal-
yses, we used multiple linear regression models to examine
whether sex hormones measured at examination 7 were associ-
ated with change in gait speed and grip strength at examination
8 while adjusting for gait speed and grip strength at baseline
(examination 7).

To account for potential confounders (variables related to
outcomes that might affect the strength of association), all mod-
els were adjusted for age, body mass index (BMI), smoking, and
comorbidities (cardiovascular disease and cancer) at examina-
tion 7. However, the univariate association of TT and FT levels
with the Framingham physical activity index, a measure of phys-
ical activity, was either very weak (Pearson’s correlation coeffi-
cient for TT � 0.07; P � 0.008) or not significant (Pearson
correlation coefficient for FT � 0.01; P � 0.6867). Therefore,
the analyses were not adjusted for physical activity index.

Furthermore, to examine the potential threshold effect, where
hormone concentrations below a certain level relate to risk of
poor outcomes, both cross-sectional and longitudinal analyses
were repeated, defining low levels of TT and FT and high levels
of SHBG based on the 2.5th percentile cutoff obtained from the
Generation 3 healthy reference sample. Statistical significance
level was set at two-sided P � 0.05.

Results

Demographic data
The baseline characteristics of men in our study sample

with sex hormone and mobility data are shown in Table 1.
The men in our sample were on average 61.0 yr at baseline
with mean TT, FT, and SHBG levels of 583 � 227 ng/dl,
86 � 32 pg/ml, and 58 � 27 nmol/liter, respectively, and
15.4% had low TT, 31.6% had low FT, and 15.5% had
high SHBG levels. The proportion of men with self-re-
ported mobility limitation at baseline was 6.4 and 7.1% of
men reported poor subjective health. In the sample of men
with physical performance data, the mean SPPB score was
10.9, usual walking speed 1.25 m/sec, and hand grip
strength 42.4 kg. Thirteen percent (n � 144) of the sample
reported an occurrence of mobility limitation at exami-
nation 8, and 14% (n � 163) reported a progression of
their mobility limitation from examination 7 to 8.

Cross-sectional relation between sex hormones
and mobility and physical performance

The cross-sectional associations between circulating
levels of sex hormones and self-reported mobility limita-
tions and subjective health at examination 7 are presented
in Table 2. TT and SHBG were not significantly associated
with mobility limitation or subjective health. FT levels
were not significantly associated with mobility but were
associated with subjective health. As FT increased, the
chances of reporting poor subjective health decreased; 1 SD

increase in FT was associated with a 28% decrease in the
odds of reporting poor subjective health [multivariable-
adjusted odds ratio (OR) � 0.72; 95% confidence interval
(CI) � 0.56–0.94]. Compared with men with normal FT
levels, men with low FT levels had an increased risk of
reporting poor subjective health (OR � 1.61; 95% CI �

1.02–2.55). The cross-sectional associations between cir-
culating levels of sex hormones and physical performance
measures at baseline examination 7 are presented in Table
3. TT and SHBG were not significantly associated with
any of the physical performance measures. FT levels were
significantly associated with SPPB score and usual walk-
ing speed. As FT increased, SPPB score and usual walking
speed increased as well; each SD increase in FT was asso-
ciated with a 0.13-U increase in SPPB score (P � 0.008)
and 0.02 m/sec increase in usual walking speed (P �

0.048). Men with low FT were also more likely to have
lower grip strength (adjusted mean difference between
men with low and high FT � �2.01; 95% CI � �3.95 to
�0.07) than those with normal FT. Low TT and high
SHBG were not significantly associated with any mobility
or physical performance measure.
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Longitudinal relation between sex hormones and
mobility and physical performance

The results of our primary analyses of the impact of
hormones on development of mobility limitations and de-

cline in subjective health are presented in Table 4. Baseline
low FT was a significant predictor of incident mobility
limitation (Fig. 2). As FT increased by 1 SD, the risk of
developing mobility limitation decreased by 22% (OR �

TABLE 2. Cross-sectional associations between baseline circulating sex hormone levels and self-reported mobility
limitation at examination 7 (n � 1445)

Multivariable logistic regression

Mobility limitation Subjective health

OR (95% CI) P OR (95% CI) P
Continuous hormone levels

TT 0.89 (0.70–1.13) 0.34 0.80 (0.63–1.01) 0.06
FT 0.80 (0.61–1.03) 0.09 0.72 (0.56–0.94) 0.01
SHBG 1.13 (0.91–1.40) 0.28 1.05 (0.85–1.31) 0.64

Dichotomized sex hormone levels
Low TT 1.12 (0.62–2.02) 0.70 1.09 (0.62–1.89) 0.77
Low FT 1.29 (0.80–2.08) 0.30 1.61 (1.02–2.55) 0.04
High SHBG 1.31 (0.75–2.28) 0.34 1.20 (0.69–2.09) 0.51

Continuous hormone levels and OR values are for 1 SD change in sex hormone levels. All models were adjusted for age, BMI, smoking, and
comorbidities (cancer and cardiovascular disease) at examination 7. Sex hormones were defined as low or high vs. normal using healthy reference
sample of FHS Generation 3 men. Low TT and FT levels were those below the 2.5th percentile of the referent sample (TT �348.3 ng/dl; FT �70.0
pg/ml), and SHBG levels above the 97.5th percentile of the referent sample (SHBG, 81.6 nmol/liter) represented high SHBG levels. Low FT levels
(�70 pg/ml) were associated with increased risk (OR � 1.61) of poor subjective health; each SD increase in FT level was associated with a 28%
decease (OR � 0.72) in risk of reporting poor subjective health.

TABLE 1. Baseline characteristics at examination 7

Characteristic

Cross-sectional analyses

Longitudinal analyses:
men with incident mobility
limitation data (n � 1111)

Men with mobility
limitation data

(n � 1445)

Men with physical
performance data

(n � 832)
Age (yr) 61.0 (9.5) 61.6 (9.3) 59.6 (9.0)
Smoking (%) 12.7 11.5 11.8
Alcohol consumption,

drinks/wk (%)
None 27.3 28.9 25.8
1–14 69.1 67.4 71.1
�14 3.6 3.7 3.1

BMI (kg/m2) 28.8 (4.5) 28.8 (4.5) 28.7 (4.5)
Prevalent cardiovascular

disease (%)
17.6 17.3 13.1

Cancer (%) 9.7 10.8 7.7
TT (ng/dl) 583.5 (226.5) 584.4 (229.4) 589.9 (228.7)
FT (pg/ml) 86.1 (31.8) 86.2 (32.0) 88.6 (31.4)
SHBG (nmol/liter) 58.2 (26.7) 58.2 (26.3) 56.4 (25.5)
Men with low TT (%)a 15.4 15.1 15.0
Men with low FT (%) 31.6 31.3 27.7
Men with high SHBG (%) 15.5 15.5 14.0
Self-reported mobility

limitation (%)
6.4 5.8 0.0

Poor subjective health (%) 7.1 6.4 4.9
SPPB summary score 10.9 (1.30) 11.0 (1.10)
Usual walking speed (m/sec) 1.25 (0.30) 1.28 (0.29)
Grip strength (kg) 42.4 (12.5) 43.5 (12.0)

Values are mean (SD) for continuous variables and percentages for dichotomous characteristics. To convert TT to SI units (nanomoles per liter),
multiply TT concentrations in nanograms per deciliter by 0.0347. To convert FT to SI units (picomoles per liter), multiply FT concentration in
picograms per milliliter by 3.47.
a Sex hormones were defined as low or high vs. normal using healthy reference sample of FHS Generation 3 men. TT and FT levels below the 2.5th
percentile of the referent sample (TT �348.3 ng/dl; FT �70.0 pg/ml) were deemed low, and SHBG levels above the 97.5th percentile of the
referent sample (SHBG, 81.6 nmol/liter) were deemed high levels.
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0.78; 95% CI � 0.62–0.97). FT levels were also signifi-
cantly associated with progression of mobility limitation
(OR � 0.75; 95% CI � 0.60–0.93). Thus, men were 25%
less likely to report worsening mobility limitation for each
SD increase in circulating FT. No significant relationships
were observed between FT and subjective health in the
longitudinal analysis. TT, FT, and SHBG levels were not
significantly associated with change in usual walking
speed or handgrip strength from examination 7 to 8 (data
not shown).

Men with low FT were 57% more likely to develop
mobility limitation on follow-up (OR � 1.57; 95% CI �
1.06–2.32) and 68% more likely to experience worsening

of mobility limitation (OR � 1.68; 95% CI � 1.16–2.45)
compared with men with normal FT (Table 4 and Figure
2). Low TT and high SHBG were not associated with ei-
ther incident mobility limitation or progression of mobil-
ity limitation.

Discussion

In our community-based sample of men, higher baseline
FT levels (both continuous and threshold values) were
significantly associated with lower odds of an incident
mobility limitation. Baseline FT was also a significant cor-

TABLE 4. Longitudinal relations between baseline circulating sex hormone levels and incident mobility limitation:
multivariable logistic regression (n � 1111)

Mobility limitation Subjective health

OR (95% CI) P OR (95% CI) P
Continuous hormone levels

TT 0.90 (0.74–1.09) 0.28 1.09 (0.80–1.47) 0.59
FT 0.78 (0.62�0.97) 0.03 0.87 (0.62–1.22) 0.42
SHBG 1.11 (0.91–1.34) 0.31 1.29 (0.97–1.72) 0.08

Dichotomized sex hormone levels
Low TT 1.46 (0.91–2.34) 0.12 0.48 (0.19–1.24) 0.13
Low FT 1.57 (1.06–2.32) 0.03 1.23 (0.64–2.38) 0.53
High SHBG 1.29 (0.80–2.10) 0.30 1.59 (0.74–3.43) 0.24

OR values are for 1 SD change in hormone levels. For incidence, the sample excludes subjects at exam 7 with mobility limitation and poor subjective
health. For progression, the sample excludes subjects at exam 7 with worst response choice for mobility limitation and subjective health. All
models were adjusted for age, BMI, smoking, and comorbidities (cancer and cardiovascular disease). Sex hormones were defined as low or high vs.
normal using healthy reference sample of FHS Generation 3 men. Low TT and FT levels were those below the 2.5th percentile of the referent
sample (TT �348.3 ng/dl; FT �70.0 pg/ml), and SHBG levels above the 97.5th percentile of the referent sample (SHBG, 81.6 nmol/liter)
represented high SHBG levels. Low FT levels (�70 pg/ml) at examination 7 were associated with increased risk (OR � 1.57) of developing mobility
limitation at examination 8. Each SD increase in FT level at examination 7 was associated with a 22% decrease (OR � 0.78) in risk of reporting
mobility limitation at examination 8.

TABLE 3. Cross-sectional associations between baseline circulating sex hormone levels and physical performance at
examination 7 (n � 832)

Multivariable linear regression

SPPB score
Usual walking speed

(m/sec) Grip strength (kg)

� (95% CI) P � (95% CI) P � (95% CI) P
Continuous hormone

levels
TT 0.06 (�0.03–0.15) 0.18 0.02 (�0.006–0.04) 0.15 0.35 (�0.55–1.24) 0.45
FT 0.13 (0.03–0.22) 0.008 0.02 (0.0001–0.04) 0.048 0.57 (�0.33–1.48) 0.21
SHBG �0.08 (�0.17–0.02) 0.13 �0.01 (�0.04–0.009) 0.23 �0.41 (�1.38–0.56) 0.41

Dichotomized sex
hormone levels

Low TT �0.14 (�0.40–0.11) 0.27 �0.01 (�0.07–0.05) 0.65 �1.73 (�4.16–0.70) 0.16
Low FT �0.13 (�0.34–0.07) 0.20 �0.03 (�0.08–0.01) 0.16 �2.01 (�3.95–0.07) 0.04
High SHBG �0.08 (�0.33–0.18) 0.55 �0.05 (�0.11–0.007) 0.09 0.38 (�2.13–2.88) 0.77

Continuous hormone levels and ��values are for 1 SD change in sex hormone levels. All models were adjusted for age, BMI, smoking, and
comorbidities (cancer and cardiovascular disease) at examination 7. Sex hormones were defined as low or high vs. normal using healthy reference
sample of FHS Generation 3 men. Low TT and FT levels were those below the 2.5th percentile of the referent sample (TT �348.3 ng/dl; FT �70.0
pg/ml), and SHBG levels above the 97.5th percentile of the referent sample (SHBG, 81.6 nmol/liter) represented high SHBG levels. Low FT levels
(�70 pg/ml) were associated with decreased grip strength. Each SD increase in FT level was associated with 0.13 U increase in SPPB score and 0.02
m/sec increase in usual walking speed.
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relate of progression of mobility limitation, consistent
with the incidence findings. Furthermore, FT was posi-
tively associated with faster baseline usual walking speed
and SPPB score, a valid measure of lower extremity func-
tion and an important determinant of mobility. Thus,
baseline FT is a significant correlate of both self-reported
and performance-based measures of mobility. TT and
SHBG were not associated with any of the mobility or
physical performance measures.

According to the free hormone hypothesis, FT, repre-
senting the unbound hormone, is considered the biologi-
cally active fraction of testosterone. Although bioavail-
able testosterone has been reported to be associated with
self-reported mobility limitation, muscle strength, and
physical performance measures (39), we did not analyze
bioavailable testosterone because it is a calculated multi-
ple of FT. However, recent data suggest that SHBG-bound
testosterone may be internalized through endocytic pits
after binding to the megalin receptor and may also be
biologically relevant (40). Indeed, in the Massachusetts
Male Ageing Study, SHBG, rather than TT or FT, was
associated with frailty (41). Our data support the free hor-
mone hypothesis and suggest that FT may mediate most of
the effects of testosterone on physical function measures
because we did not find any relationship between SHBG
and TT with mobility or physical performance measures.

FT levels were associated with subjective health in
cross-sectional but not longitudinal analyses. Although

testosterone may not be causally related to subjective
health, it is possible that factors that contribute to poor
subjective health such as comorbid conditions may also
lower testosterone levels. It is possible that individuals
whose health deteriorated between examinations 7 and 8
did not return for follow-up. Of the men that did not
return for examination 8, or had missing incident mobility
limitation at examination 8, 11.8% had reported poor
subjective health at examination 7 compared with 7.1% of
men in the total sample. This may also explain why fewer
men reported poor subjective health at examination 8.
Therefore, the positive longitudinal associations between
FT and mobility limitations and their progression are all
the more remarkable.

The observed association between FT and mobility
measures has biological plausibility. Testosterone is an
important determinant of skeletal muscle mass (17) and
increases muscle mass by promoting myogenic differenti-
ation of multipotent mesenchymal stem cells (42, 43) and
by stimulating muscle protein synthesis (44, 45). Testos-
terone administration also increases maximal voluntary
strength and power in men (29, 30, 46). However, the
association of testosterone with physical function mea-
sures in epidemiological studies has been inconsistent. Al-
though some studies have found testosterone levels to be
related to self-reported (19) as well as performance-based
measures of physical function (18, 21, 47), frailty (48),
and falls (39), a recent prospective analysis of two cohorts
did not find any significant association of either TT or FT
with decline in physical function or muscle strength (20).
The effects of testosterone therapy on physical function
measures in randomized testosterone trials have been het-
erogeneous. Some trials have reported improvements in
gait speed, stair climbing power, and composite measures
of physical function (49, 50), whereas others failed to find
significant effects (51–53). However, older men included
in the first-generation testosterone trials were not uni-
formly hypogonadal (51–53). Also, most of the studies
included healthy older men without functional limitations
and used tests of physical function that had low ceiling
(54). Finally, testosterone doses in some trials were small
and did not significantly raise serum testosterone (51, 52).
We have shown that testosterone administration in young
and older men is associated with dose-dependent incre-
ments in skeletal muscle mass and maximal voluntary
strength (30, 55, 56).

We observed that circulating FT levels were signifi-
cantly associated with both SPPB scores and walking
speed. Each SD increase in FT was associated with a 0.13-U
increase in SPPB score and 0.02-m/sec in usual walking
speed. Perera et al. (57) have deemed a 0.5-U change in
SPPB score and a 0.05-m/sec change in gait speed to be

FIG. 2. Longitudinal analyses of incident mobility limitation. Continuous
FT level hazard ratios are for 1 SD increase in hormone levels, adjusting for
age, BMI, smoking, and comorbidities (cardiovascular disease and cancer).
As shown in the upper panel, each SD increase in FT level was associated
with 22% (OR � 0.78; 95% CI � 0.62–0.97) decrease in the risk of
developing mobility limitation and 25% decrease in the risk of worsening
mobility limitation (progression). The lower panel shows the association of
low FT (�2.5th percentile (�70.0 pg/ml)) at baseline examination 7 with
the risk of developing (incident) mobility limitation at examination 8 or of
reporting worsening mobility limitation (progression) at examination 8.
The FT hazard ratios were adjusted for age, BMI, smoking, and
comorbidities. The squares indicate point estimates for hormones, and the
lines indicate 95% CI.
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clinically important changes. Thus, testosterone levels
have a small but significant effect on these measures of
physical performance. Indeed, testosterone is only one
of many physiological processes that regulate complex
functions such as walking, although it is an important
remediable factor and, therefore, the subject of current
investigation.

Our study has significant strengths. First, the FHS co-
hort included community-dwelling men over a wider age
range than has been included in some other studies that
were focused mostly on older men. The longitudinal de-
sign of our analyses lends strength to our inferences. We
adjusted our analyses for potential confounders, including
age, BMI, smoking, and comorbidities. This is the first
population study to evaluate the relationship between mo-
bility and physical function with TT levels measured by
LC-MS/MS, widely considered the gold standard for the
measurement of testosterone levels (23). We defined ref-
erence ranges of testosterone levels by using healthy young
men, age 19–40 yr, and evaluated the relationship be-
tween androgens and mobility based on these population-
based thresholds.

Our study also has some limitations. First, epidemio-
logical studies including longitudinal studies can define
associations but not causality. Second, our study popula-
tion was white, and therefore, our findings may not be
generalizable to other race/ethnicities. Also, of the 1445
men who were evaluated for mobility limitation at exam-
ination 7, 280 did not return for examination 8 or had
missing mobility limitation data at examination 8. Impor-
tantly, men who did not return for examination 8 had a
higher frequency of mobility limitation, lower SPPB score,
and slower walking speed at baseline than those who did
return for examination 8. Thus, it is possible that some of
the subjects with poor health whose health deteriorated
did not return for follow-up, thus diluting the observed
effects. Therefore, our longitudinal analyses likely repre-
sent a conservative estimate of the association between FT
levels and mobility limitation and walking speed. We did
not have sex hormones measured at examination 8 to eval-
uate the correlation between the change in testosterone
levels and incident mobility. We did not measure estradiol
levels and were unable to dissect out the possible role of
aromatization on these outcomes. Serum testosterone lev-
els are affected by pulsatile, diurnal, and circannual
rhythms, and single samples ignore rhythmic hormone se-
cretion. Our analyses show that single early morning tes-
tosterone levels, obtained in a manner similar to that by
physicians in real practice, were associated with mobility
limitation and some other measures of physical function.
Therefore, even though our models did not factor in the
complexities of biological rhythms, they are in concor-

dance with the need of practitioners to depend on conve-
niently obtained single samples. Finally, the Framingham
cohort was younger and healthier than some other epide-
miological studies, resulting in fewer events and lower
rates of worsening of physical function; this may have
reduced the statistical power. We had 0.685 power to de-
tect an association of similar magnitude for TT to that
obtained from FT at an � of 0.05. The follow-up of these
men over a still longer period of time resulting in poten-
tially more events could increase the power.

These data have clinical implications. Mobility is one of
the most important physical functions, essential for inde-
pendent living. Our data show that men with low FT had
a 57% greater risk of developing a mobility limitation and
a 68% higher risk of deterioration in their mobility.
Whether this risk can be reduced with exogenous testos-
terone therapy in older men with mobility limitation and
low free testosterone levels would need to be determined
by a randomized clinical trial.
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IntroductIon

Cancer screening is crucial to identifying cancer in 
its early stages, when the disease is more amena-
ble to treatment or cure. Screening rates among 

racial and ethnic minorities vary compared to whites, 
with minorities having lower screening rates for certain 
types of cancer, such as cervical and colorectal cancer.1-3 
Individuals with less education and income receive can-
cer screening less often than do those with higher levels 
of each.4 These differential rates in screening may lead 
to disparities in cancer-related mortality5-8 and highlight 
the need to understand the reasons for cancer screening 
disparities.9-11 Several studies have examined the associa-
tion of race/ethnicity with potential barriers to screening 
utilization, such as access to care through health insur-
ance; relationship with health care providers; provider 
recommendation of screening; patient knowledge, and 
attitudes and beliefs about screening.12-25 Often, these 
studies, many of them qualitative in nature, have focused 
on understanding the dynamics of these issues among 
a single racial/ethnic group, and they emphasized the 
importance of identifying the health beliefs of certain 
groups to help tailor interventions and understand their 
decisions for cancer screening.

However, the relative effects of race/ethnicity on will-
ingness to have cancer screening, compared to other 
sociodemographic factors (including education, income, 
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Background: The relative effects of race/ethnicity and other 
sociodemographic factors, compared to those of attitudes 
and beliefs on willingness to have cancer screening, are not 
well understood. 

Methods: We conducted telephone interviews with 1148 
adults (31% African American, 27% Puerto Rican Ameri-
can, 43% white) from 3 cities in mainland United States and 
Puerto Rico. Respondents reported their sociodemographic 
characteristics, attitudes about barriers and facilitators of 
cancer screening, and willingness to have cancer screen-
ing under 4 scenarios: when done in the community vs one’s 
doctor’s office, and whether or not one had symptoms.

Results: Racial/ethnic minority status, age, and lower 
income were frequently associated with increased willing-
ness to have cancer screening, even after including atti-
tudes and beliefs about screening. Having screening nearby 
was important for community screening, and anticipation 
of embarrassment from screening for when there were no 
cancer symptoms. Associations varied across 4 screening 
scenarios, with the fewest predictors for screening by one’s 
doctor when there were symptoms. 

Conclusions: Sociodemographic characteristics not only 
were related to willingness to have cancer screenings in 
almost all cases, but were generally much stronger factors 
than attitudinal barriers and facilitators. Cancer screening 
campaigns should affect attitudinal change where pos-
sible, but should also recognize that targeting screening to 
specific population groups may be necessary.
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and employment status), as well as to attitudes and beliefs 
about screening, are not well understood.26 Although race 
has been associated with numerous negative predictors 
of cancer screening, it may be that many of the factors 
associated with race, rather than—or in addition to—
race itself, are important driving forces behind such asso-
ciations, as has been found with regard to health care uti-
lization in general.27,28 Prior findings also suggest that 
negative attitudes towards cancer screening, including 
fear of pain or diagnosis, disbelief in the efficacy of 
screening tests, or generalized distrust of others may be 
more predominant among racial and ethnic minorities 
and thus account for their lower rates of cancer screen-
ing.16,17,21,23-25,29,30 It may be that such factors, which are 
closely associated with race, actually drive the race dif-
ferences in cancer screening, but whether this is the case 
has not been well examined. An additional limitation of 
prior research on various minority populations which has 
examined the effects of attitudes and beliefs about cancer 
screening is that it has often included only limited sam-
ple sizes from single geographic areas. Further, few stud-
ies have specifically examined either the effects of hav-
ing cancer-related symptoms (or not), or the type of 
setting in which cancer screening is provided, on individ-
uals’ willingness to have screening. Presentation of 
symptoms and screening setting both have the potential 
to impact the decision to seek testing,31-33 so attention to 
these issues is important for a full understanding of 
patient attitudes about cancer screening.

Although it is important to identify barriers for spe-
cific subsets of the population for different types of can-
cer screening, there is also value in understanding gen-
eral attitudes of patients about cancer screening in 
general in order to highlight common barriers for future 
research and interventions. While 2 recent papers by our 
research group addressed this latter issue and reported 
that blacks and Hispanics, after adjusting only for demo-
graphic factors, were either as or more likely than whites 
to self-report willingness to have cancer screenings, and 
perceived a higher risk of “not getting a thorough cancer 
screening” than did whites, neither of those analyses 
delved into underlying reasons for those observed dif-
ferences.34,35 Therefore, the purpose of this current anal-
ysis is to examine general willingness to engage in can-
cer screening, in the context of varied symptoms and 
screening settings, and among a diverse cohort from 
multiple geographic areas, with an emphasis on assess-
ing the influence of race/ethnicity, relative to sociode-
mographic factors, to both positive and negative atti-
tudes and beliefs about cancer screening on this 
willingness to utilize screening in general. We hypothe-
sized that the association between race and willingness 
to receive cancer screening would be attenuated after 
taking into account a wide variety of attitudes, barriers, 
and facilitators to cancer screening, and after accounting 
for positive attitudes for screening.

Further, we anticipated that in the setting of both the 
greatest urgency (eg, the presence of symptoms) and 
most accessible and comfortable screening location (eg, 
one’s doctor’s office), the effects of barriers and facilita-
tors to screening would be minimized. Our work was 
guided by the health decision model (HDM),36 which is 
an expanded version of the patient-focused health belief 
model37 and includes factors beyond the patient’s own 
attitudes and beliefs, which might influence health deci-
sions, such as sociodemographic factors, experiences 
with the health care system, and knowledge. In the 
HDM, there is not a particular causal ordering of factors 
influencing health decisions; rather, each of the domains 
of health beliefs, patient preferences, experience, and 
knowledge influence one another, and are also affected 
by social interaction and sociodemographic factors. 
Thus, in this study, we used the HDM as a guide for 
thinking about the various sociodemographic factors, 
barriers, facilitators hypothesized to affect willingness 
to have cancer screening, but not for positing causal 
relationships among the elements.

MethodS

Study Sample and Procedures
To ensure a wide geographic, racial/ethnic represen-

tation which included substantial representation of 
whites, African Americans, and Hispanics, we contacted 
a random sample of residents of 3 cities—San Juan, 
Puerto Rico; Baltimore, Maryland; and New York, New 
York—from September to December 2003. We con-
ducted random-digit-dial telephone interviews to nonin-
stitutionalized adults residing in telephone-equipped 
homes. A total of 1148 adult African Americans, Puerto-
Rican Hispanics, and whites responded, with response 
rates of 58%, 51%, and 45%, respectively, and an overall 
completion rate of 82.6%. The final study sample con-
sisted of 356 African Americans, 313 Puerto Rican 
Americans, and 493 non-Hispanic whites. Since we did 
not collect identifying information about respondents, 
our institutional review board (IRB) determined this 
study to be “exempt” from full IRB review.

MeASureS

Questionnaire
We administered a questionnaire to all study partici-

pants, which contained all measures used in this analy-
sis, and which has been fully described (as regards 
development, administration, and data analysis deci-
sions) in our prior publications based upon this sur-
vey.34,35,38 The questionnaire was administered either in 
English or Spanish, at the preference of the respondent. 

dependent Variables
Willingness to have cancer screening under spe-
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cific conditions. We asked questions about individuals’ 
self-reported willingness to participate in cancer screen-
ing exams under 4 different conditions. These questions 
assessed the respondent’s self-reported likelihood to 
have a cancer screening: (1) by their own physician 
when there are no symptoms (“doctor/no symptoms;” 
the question read, “How likely are you to go for a regular 
annual cancer screening exam given by your doctor, if 
you have NO symptoms?”); (2) by their own physician 
when there are symptoms (“doctor/symptoms;” the 
question was: “If your own doctor told you that you have 
some symptoms and needed a cancer screening exam, 
how likely are you to go and have that cancer screening 
exam?”); (3) when it is a free cancer screening exam in 
the community when there are no symptoms (“commu-

nity/no symptoms:” the question read “Some group in 
your community, such as a school, church, or the Lions’ 
Club, offers you the opportunity to have a free cancer 
screening exam. How likely are you to participate at a 
community-level free cancer screening exam if you have 
no symptoms?”); and (4) when it is a free cancer screen-
ing exam in the community when there are symptoms 
(“community/symptoms;” the question was: “Some 
group in your community, such as a school, church, or 
the Lions’ Club, offers you the opportunity to have a free 
cancer screening exam. How likely are you to partici-
pate at a community level free cancer screening exam if 
you have symptoms?”). Responses for all questions were 
on a 5-point scale with 1 signifying “very unlikely” and 
5 signifying “very likely.” The respondent was not given 

table 1. Characteristics of Study Sample and Association of Sociodemographics With Dependent Variables

Mean of each dependent Variable 
by Sociodemographic characteristics

 n % 95% cI
Md/ 

no Symptoms
community/ 
no symptoms

community/ 
Symptoms

Md/
Symptoms

P = .02 P = .61 P = 0.04 P = .35
Male 401 45.5 41.2-49.8 3.59 3.28 4.06 4.81
Female 747 54.5 50.2-58.8 3.89 3.21 3.78 4.87
Race/ethnicity P = .20 P < .0001 P < .0001 P = .52

Puerto Rican 
Hispanic 311 22.4 19.1-25.7 3.85 3.70 4.32 4.86
Black 355 31.1 27.3-35.0 3.87 3.69 4.23 4.89
White 482 46.5 42.5-50.4 3.63 2.73 3.50 4.81

Age P < .0001 P = .09 P < .0001 P = .43
18-39 216 22.9 19.9-27.4 3.27 3.45 4.35 4.79
40-59 679 53.4 49.2-57.7 3.78 3.27 3.98 4.88
≥60 253 23.7 19.9-27.5 4.17 2.97 3.32 4.82

Income P = .41 P < .0001 P < .0001 P = .07
<$20 000 327 24.2 20.5-27.8 3.74 3.62 4.37 4.83
$20 000-$34 999 246 24.5 20.6-28.4 3.59 3.59 4.15 4.82
$35 000-$49 999 155 16.0 12.7-19.3 3.95 3.32 3.68 4.81
$50 000-$74 999 149 16.7 13.3-20.2 3.62 2.98 3.81 4.95
≥$75 000 146 18.6 15.0-22.2 3.88 2.56 3.40 4.83

Education P = .02 P < .0001 P = .01 P = .08
High school 
or less

182 12.1 9.3-14.8 3.67 3.72 4.20 4.83

Tech school 312 27.1 23.3-30.9 3.69 3.44 4.04 4.77
Some college 241 22.8 19.1-26.5 3.54 3.25 3.98 4.86
College grad 252 23.9 20.3-26.6 3.87 3.20 3.89 4.89
Postgraduate 153 14.1 11.1-17.1 4.12 2.55 3.35 4.95

Employed P = .26 P = .78 P = .64 P = .28
Yes 666 59.6 55.4-63.7 3.70 3.22 3.94 4.87
No 479 40.4 36.3-44.6 3.84 3.26 3.88 4.81

Health status P = .83 P = .18 P = .35 P = .60
Excellent 216 19.4 16.0-22.8 3.76 3.25 4.01 4.91
Very good 354 33.3 29.3-37.2 3.69 3.11 3.73 4.81
Good 333 27.8 24.0-31.5 3.76 3.20 3.97 4.84
Fair 194 15.9 12.7-19.2 3.90 3.59 4.09 4.88
Poor 49 3.6 1.2-6.1 3.83 3.10 3.79 4.67
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a definition of what “by your doctor” referred to, so 
responses are based on their subjective interpretation of 
each item. 

Independent Variables
Barriers to and facilitators of cancer screening. 

The questionnaire also included items to assess the 
impact of attitudes and beliefs about potential barriers 
to screening, including fear of: (1) getting AIDS; (2) 
being a “guinea pig;” (3) test results not being private or 
confidential; (4) how the disease would upset one’s fam-
ily; (5) hearing one has cancer; (6) feeling that one is 
unlikely to get cancer; (7) lack of trust in medical pro-
fessionals; (8) fear that the test might be painful; and (9) 
fear of being embarrassed in the cancer screening exam. 
In addition, the questionnaire asked about factors that 
might facilitate an individual’s participation in cancer 
screening, including: (1) the belief that early detection 
might save one’s life; (2) having close friends or a rela-
tive encouraging participation in cancer screening; (3) 
having close friends or a relative participating in cancer 
screening; (4) having a close friend or relative who has 
had cancer; (5) encouragement of one’s physician to be 
screened; (6) encouragement of one’s dentist to be 
screened; (7) having one’s insurance company paying 
for the screening exam; and (8) having a nearby location 
for the screening. A 5-point Likert scale was used for 
responses to all questions, ranging from “not at all” to 
“totally.” These were analyzed as single items.

Sociodemographic factors. Respondents were 
asked to self-report their sex, race, ethnicity (Puerto 
Rican Hispanic or not), year of birth, income (in $5000 
increments), highest education attained, whether they 
were currently employed, and health status (response 
categories: excellent, very good, good, fair, poor). 

Covariates
General attitudes. We assessed respondents’ general 

attitudes towards cancer screening exams, asking how 
effective the respondent believed cancer screening exams 
are in detecting cancer (higher scores indicate stronger 
beliefs in effectiveness). In addition, to understand if will-
ingness to participate in cancer screening might be asso-
ciated with a person’s general trust in people, we included 
the Trust in People scale.39 This scale includes the follow-
ing questions: Generally speaking, would you say that: (1) 
most people can be trusted or that you can’t be too careful 
in dealing with people?; (2) most of the time, people try 
to be helpful, or that they are mostly just looking out for 
themselves?; (3) most people would try to take advantage 
of you if they got the chance or would they try to be fair? 
The scale is the sum of these 3 items (range, 0-3); a higher 
score indicates greater trust in people.

Statistical Analysis
Initially, we examined descriptive statistics for all 

variables, including distributions of responses to each of 
the dependent variables by race/ethnicity. To explore 

Table 2. Zero-Order Correlations Between Each Barrier and Facilitator and the Dependent Variables

 
MD/No Symptoms

R               p

Community/ 
No Symptoms
R               p

Community/ 
Symptoms

R               p
MD/Symptoms

R               p
How effective screening -0.18 <.0001 -0.01 .83 -0.06 .22 -0.16 .003
Trust 0.11 .01 -0.20 <.0001 -0.22 <.0001 0.11 .03
Barriers

AIDS -0.02 .431 0.11 .012 0.11 .014 0.01 .867
guinea pig -0.03 .428 0.02 .614 0.08 .076 0.08 .055
privacy -0.01 .521 -0.03 .481 0.03 .427 0.05 .296
Upsetting family -0.08 .730 0.12 .003 0.10 .017 0.05 .244
Fear of cancer -0.03 .317 0.06 .139 0.10 .019 -0.01 .896
Unlikely to get cancer -0.10 .639 0.03 .396 0.11 .007 0.04 .326
Lack trust in medicine 0.03 .380 0.11 .008 0.07 .100 -0.04 .282
Fear of pain -0.07 .909 0.08 .052 0.08 .067 0.01 .904
Embarrassment -0.16 .002 0.01 .773 0.06 .145 -0.06 .193

Facilitators
Saves lives 0.26 <.0001 0.17 .000 0.12 .017 0.19 .024
Friends/family encouraged 0.12 .014 0.13 .005 0.12 .008 0.11 .056
Friends participate 0.13 .014 0.14 .003 0.11 .016 0.15 .015
Friends/relative w/cancer 0.12 .000 0.10 .030 0.14 .003 0.20 .004
MD encourages 0.25 <.0001 0.01 .760 0.00 .995 0.21 .008
Dentist encourages 0.19 <.0001 0.04 .346 0.01 .899 0.16 .020
Insurance 0.16 .013 0.14 .002 0.09 .057 0.17 .012
Screening nearby 0.12 .002 0.23 <.0001 0.20 <.0001 0.13 .042
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whether the dependent variables regarding willingness 
to have cancer screening would function better as a scale 
or several scales, we conducted exploratory factor anal-
yses but found that the factors did not lead to scales with 
acceptable internal consistency reliability. Thus, we 
retained 4 separate items for the outcome variables. 
Next, we examined bivariate associations between each 
independent variable and the dependent variables, exam-
ining dependent variable means by each category of the 
independent sociodemographic variables and 0-order 
correlations between each barrier or facilitator and the 
dependent variables. Then, we computed multiple linear 
regression models to examine the effects of race/ethnic-
ity and other sociodemographic factors, after adjusting 
for the barriers and facilitators to willingness to have 
cancer screening, under the four conditions. 

reSultS

Sociodemographic  
characteristics of the Sample

The mean age of respondents was 44.9 years (not 
shown); 54.5% of the sample were female (Table 1). 
Puerto Rican Hispanics comprised 22.4% (n = 311) of 
the sample, while 31.1% were non-Hispanic African 
American (n = 355) and 46.5% were non-Hispanic white 
(n = 482). Regarding income, 24.2% earned less then 
$20 000; 24.5% earned between $20 000 and 34 999; 
16.0% earned between $35 000 and $49 999; 16.7% 
earned between $50 000 and $74 999; and 18.6% earned 
more than $75 000. More than half of the sample (59.6%) 
was employed, 12.1% had a high school education or 
less, and 52.7% indicated a health status of excellent or 
very good.

ranking of the 4 Scenarios by 
Willingness to have cancer 
Screenings by race/ethnicity

To examine the overall likelihood of respondents 
indicating they were “very likely” to obtain screening 
within the 4 scenarios (screening by one’s own physician 
with and without symptoms; and screening in the com-
munity with and without symptoms), we found that the 
4 scenarios were ranked in the same order by African 
Americans, Puerto Rican Hispanics, and whites: (1) 
“own MD, with symptoms” (with 92%-93% responding 
“very likely” across the racial/ethic groups); (2) “com-
munity screening, with symptoms” (47%-71%); (3) 
“own MD, no symptoms” (44%-50%), and (4) “commu-
nity event, no symptoms” (23%-45%) (results not 
shown). With the exception of the first scenario, in which 
greater than 90% of each of the 3 racial/ethnic groups 
responded “very likely,” Puerto Rican Hispanics were 
the most willing to have a cancer screening under each 
of the 3 other scenarios (p ≤ .0001).

Factors Associated With Willingness 
to have cancer Screening

Screening by one’s own physician given no symp-
toms. Bivariate analyses indicated that female sex, older 
age, and more education were associated with more will-
ingness for cancer screening by one’s own physician 
when there are no symptoms (Table 1). Beliefs in one’s 
likelihood of getting cancer, fear of pain or embarrass-
ment upon screening, the perception that screening saves 
lives, friends/family encouraged one to get screened, also 
participate in screening, and have had cancer, encourage-
ment from one’s physician or dentist, having insurance 
and screening nearby were all significantly associated 
with willingness to have screening (Table 2).

When we then adjusted for the effects of potential 
barriers and facilitators of screening by one’s own physi-
cian given no symptoms, we found that the barrier of 
fear of getting cancer was associated with a greater like-
lihood of having screening, while beliefs about cancer 
screening’s effectiveness, perceptions of likelihood of 
getting cancer, less concern about being embarrassed by 
the screening exam, and perceiving that screening saves 
lives were associated with the likelihood of having 
screening (Table 3). Although education was no longer 
significant in the multivariate model, we found that 
those with income levels between $50 000 and $75 000 
were less likely to be willing to have cancer screening by 
one’s own physician, compared to those of the highest 
income level, as were younger persons and males, while 
African Americans were more willing to have screening 
than whites. 

Free community screening given no symptoms. 
Bivariate results (Table 1) indicated that Puerto Rican 
Hispanics and African Americans were more willing to 
obtain cancer screening in the community, given no 
symptoms, than were whites, as were those with lower 
incomes. In addition, those with the lower levels of edu-
cation were more likely to express willingness to be 
screened in a community setting given no symptoms 
than those with more education. Fear of getting AIDS, 
cancer, lack of trust in the medical establishment, fear of 
pain, as well as the perception that screening saves lives, 
friends/family encouraged one to get screened, also par-
ticipate in screening, and have had cancer, having insur-
ance and screening nearby were all significantly associ-
ated with willingness to have screening (Table 2).

In the multivariate model, only 1 barrier—embar-
rassment—remained significant after adjustment for 
other factors (greater embarrassment was associated 
with less likelihood of screening). Two facilitators were 
significantly associated with screening willingness—
physician encouragement, which was associated with 
less likelihood to get screening, and having screening 
nearby, which was associated with a greater willingness 
to be screened. Being Puerto Rican Hispanic or African 
American, having lower income and less education were 
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each associated with greater willingness for community 
cancer screening with no symptoms. 

Free community screening given symptoms. In 
bivariate analyses, almost all sociodemographic factors 
were associated with screening willingness in this con-
text: being male, younger, being Puerto Rican Hispanic 

or African American, having lower income, and less 
education were associated with greater likelihood of 
indicating willingness for community screening given 
symptoms. Fear of getting AIDS or cancer, or having 
pain, as well as the perception that screening saves lives, 
friends/family encouraged one to get screened, also par-

table 3. Bivariate and Multivariate Analyses for Each Dependent Screening Variable

Screened by Md/ 
no Symptoms Q8

Screened by community 
Group/no Symptoms q9

Screened by community 
Group/Symptoms q9a 

Screened by Md/ 
Symptoms q10

 Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

 coeff P coeff P coeff P coeff P coeff P coeff P coeff P coeff P
Male -0.3 .019 -0.32 .028 0.07 .606 0.28 .079 0.27 .043 0.39 .014 -0.06 .354 -0.03 .707
Female 0 0 0 0 - - 0 0 0
Hispanic 0.21 .174 0.23 .221 0.97 <.0001 0.69 .001 0.82 <.0001 0.75 <.0001 0.04 .526 0.05 .446
Black, non-Hispanic 0.24 .109 0.36 .028 0.96 0.53 .009 0.73 <.0001 0.35 .079 0.07 .256 0.07 .404
White, non-Hispanic 0 0 0 0 - - 0 0 0
18-39 -0.9 <.0001 -0.95 <.0001 0.47 0.027 0.44 .108 1.03 <.0001 1.24 <.0001 -0.03 .770 -0.04 .771
40-59 -0.39 .007 -0.32 .048 0.3 1.113 0.30 .188 0.66 .000 0.94 <.0001 0.06 .484 0.03 .747
≥60 0 0 0 0 - - 0 0 - 0
<$20 000 -0.15 .436 0.18 .454 1.06 <.0001 0.86 .003 0.97 <.0001 0.61 .015 0 .970 0.11 .408
$20 000-$34 999 -0.29 .153 -0.01 .958 1.03 <.0001 0.84 .001 0.75 .001 0.53 .027 -0.01 .888 0.07 .486
$35 000-$49 999 0.07 .770 0.28 .223 0.76 0.003 0.61 .018 0.28 .291 0.07 .779 -0.02 .887 0.05 .659
$50 000-$74 999 -0.26 .261 -0.50 .024 0.42 .089 0.49 .043 0.41 .120 0.19 .486 0.12 .158 0.03 .698
≥$75 000 0 0 0 0 - - 0 0 - 0
High school or less -0.45 .021 -0.21 .412 1.17 <.0001 0.64 .041 0.84 .000 -0.04 .900 -0.12 .089 0.00 .973
Technical school -0.43 .015 -0.44 .066 0.88 <.0001 0.37 .172 0.68 .003 0.11 .696 -0.18 .020 -0.12 .292
Some college -0.59 .003 -0.27 .256 0.7 .002 0.40 .114 0.63 .010 0.17 .507 -0.10 .127 -0.04 .690
College graduate -0.25 .151 0.02 .913 0.65 .003 0.63 .011 0.54 .024 0.35 .151 -0.06 .330 0.03 .681
Postgraduate 0 0 0 0 - - 0 0 - 0
Employed -0.14 .258 0.08 .637 -0.04 .776 -0.01 .952 0.06 .642 -0.21 .211 0.07 .283 0.21 .006
Not Employed 0 0 0 0 - - 0 0 - 0
Health status 0.04 .427 -0.05 .435 0.07 0.221 -0.11 .135 0.03 .551 0.07 .294  -0.02 .498 0.00 .963
How effective screening -0.31 <.0001 -0.20 .034 -0.02 .826 -0.05 .528 -0.1 .222 -0.26 .002 -0.12 .003 -0.07 .191
Trust in People 0.15 .015 0.11 .121 -0.29 <.0001 -0.07 .377 -0.31 <.0001 -0.12 .100 0.07 .026 0.09 .045
Barriers - - - - -

AIDS -0.02 .624 0.05 .361 0.12 .012 0.06 .278 0.11 .014 0.07 .227 0 .867 -0.02 .262
Guinea pig -0.02 .535 -0.06 .185 0.02 .614 -0.03 .588 0.08 .076 0.03 .556 0.03 .055 0.02 .166
Privacy -0.01 .884 0.08 .116 -0.03 .481 -0.11 .055 0.03 .427 -0.07 .237 0.02 .296 0.04 .059
Upsetting family -0.07 .081 -0.10 .134 0.13 .003 0.09 .172 0.1 .017 -0.06 .465 0.02 .244 0.01 .734
Fear of cancer -0.03 .456 0.16 .007 0.07 .139 -0.01 .878 0.1 .019 0.04 .546 0 .896 0.00 .918
Unlikely to get cancer -0.1 .032 -0.15 .011 0.04 .396 -0.11 .078 0.13 .007 0.05 .402 0.02 .326 0.04 .101
Lack trust in medicine 0.03 .538 0.10 .084 0.13 .008 0.06 .362 0.08 .100 -0.04 .585 -0.02 .282 -0.03 .342
Fear of pain -0.08 .091 -0.05 .458 0.1 .052 0.10 .168 0.09 .067 0.06 .393 0 .904 -0.02 .389
Embarrassment -0.2 .000 -0.18 .029 0.02 .773 -0.15 .032 0.08 .145 -0.04 .556 -0.03 .193 0.01 .707

Facilitators - - -
Saves lives 0.36 <.0001 0.23 .029 0.26 .000 0.08 .321 0.18 .017 0.03 .717 0.11 .024 0.05 .414
Friends/family encourage 0.13 .012 0.08 .326 0.15 .005 -0.03 .709 0.14 .008 -0.02 .715 0.05 .056 -0.01 .831
Friends participate 0.13 .009 0 .946 0.16 .003 0.11 .238 0.12 .016 -0.01 .915 0.07 .015 -0.01 .653
Friends/family w/cancer 0.14 .008 0.03 .607 0.12 .030 -0.01 .930 0.16 .003 0.05 .498 0.10 .004 0.07 .069
MD encourages 0.31 <.0001 0.11 .271 0.02 .760 -0.22 .031 0 .995 -0.14 .110 0.12 .008 0.03 .577
Dentist encourages 0.2 <.0001 -0.03 .638 0.05 .346 0.10 .286 0.01 .899 0 .996 0.07 .020 0.02 .339
Insurance 0.17 .001 0.03 .658 0.16 .002 -0.01 .927 0.1 .057 -0.02 .744 0.08 .012 0.00 .886
Screening nearby 0.13 .010 -0.06 .283 0.27 <.0001 0.19 .009 0.22 <.0001 0.18 .004 0.06 .042 0.00 .902
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ticipate in screening, and have had cancer, having insur-
ance and screening nearby were all significantly associ-
ated with willingness to have screening (Table 2).

In the final model, no barriers were significant, but 
beliefs in the effectiveness of screening were signifi-
cantly associated with the outcome, and having screen-

ing nearby was associated with greater willingness for 
screening. Male sex, being Puerto Rican Hispanic, being 
of younger age, and having lower income were also all 
positively associated with willingness for community 
screening given symptoms.

Screening by one’s own doctor given symptoms. 
No sociodemographic variables were 
associated with the likelihood of getting 
screening by one’s own physician, given 
symptoms, in bivariate analyses (Table 1). 
Fear of begin a guinea pig, the perception 
that screening saves lives, having family 
or friends who have had cancer, having a 
physician or dentist encourage one to 
have screening, and having insurance 
were all significantly associated with will-
ingness to have screening (Table 2).

In the full model (Table 3), no barriers 
or facilitators were significantly associ-
ated with screening willingness. Only 
being employed and having greater trust 
in people were significantly associated 
with increased willingness to participate 
in cancer screening by one’s own physi-
cian, given symptoms; there were no sig-
nificant effects of race/ethnicity.

SuMMAry oF reSultS
Across the multivariate models for all 

dependent variables, health status was 
never significantly associated with screen-
ing willingness, and being employed was 
only associated with willingness for 
screening by one’s physician when one 
has symptoms. Respondents’ ratings of 
the effectiveness of screening were asso-
ciated with likelihood of screening in 3 of 
the 4 scenarios. Trust in people was asso-
ciated with screening willingness (in the 
context of having symptoms, and screen-
ing by one’s physician such that more 
trust was associated with greater willing-
ness to be screened). In bivariate results, 
Puerto Rican Hispanics and/or African 
Americans were significantly more will-
ing than whites to have all types of screen-
ing, except for the scenarios in which 
screening would be done by one’s own 
physician with or without symptoms 
(there were no race/ethnic differences and 
very few sociodemographic differences 
overall in endorsement of this outcome, 
with 92% to 93% of each racial/ethnic 
group indicating “very likely” for this 
specific scenario). Thus, some effects of 
race/ethnicity persisted across almost all 

table 3. Bivariate and Multivariate Analyses for Each Dependent Screening Variable

Screened by Md/ 
no Symptoms Q8

Screened by community 
Group/no Symptoms q9

Screened by community 
Group/Symptoms q9a 

Screened by Md/ 
Symptoms q10

 Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

Bivariate 
Associations

Multivariate 
Associations

 coeff P coeff P coeff P coeff P coeff P coeff P coeff P coeff P
Male -0.3 .019 -0.32 .028 0.07 .606 0.28 .079 0.27 .043 0.39 .014 -0.06 .354 -0.03 .707
Female 0 0 0 0 - - 0 0 0
Hispanic 0.21 .174 0.23 .221 0.97 <.0001 0.69 .001 0.82 <.0001 0.75 <.0001 0.04 .526 0.05 .446
Black, non-Hispanic 0.24 .109 0.36 .028 0.96 0.53 .009 0.73 <.0001 0.35 .079 0.07 .256 0.07 .404
White, non-Hispanic 0 0 0 0 - - 0 0 0
18-39 -0.9 <.0001 -0.95 <.0001 0.47 0.027 0.44 .108 1.03 <.0001 1.24 <.0001 -0.03 .770 -0.04 .771
40-59 -0.39 .007 -0.32 .048 0.3 1.113 0.30 .188 0.66 .000 0.94 <.0001 0.06 .484 0.03 .747
≥60 0 0 0 0 - - 0 0 - 0
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$35 000-$49 999 0.07 .770 0.28 .223 0.76 0.003 0.61 .018 0.28 .291 0.07 .779 -0.02 .887 0.05 .659
$50 000-$74 999 -0.26 .261 -0.50 .024 0.42 .089 0.49 .043 0.41 .120 0.19 .486 0.12 .158 0.03 .698
≥$75 000 0 0 0 0 - - 0 0 - 0
High school or less -0.45 .021 -0.21 .412 1.17 <.0001 0.64 .041 0.84 .000 -0.04 .900 -0.12 .089 0.00 .973
Technical school -0.43 .015 -0.44 .066 0.88 <.0001 0.37 .172 0.68 .003 0.11 .696 -0.18 .020 -0.12 .292
Some college -0.59 .003 -0.27 .256 0.7 .002 0.40 .114 0.63 .010 0.17 .507 -0.10 .127 -0.04 .690
College graduate -0.25 .151 0.02 .913 0.65 .003 0.63 .011 0.54 .024 0.35 .151 -0.06 .330 0.03 .681
Postgraduate 0 0 0 0 - - 0 0 - 0
Employed -0.14 .258 0.08 .637 -0.04 .776 -0.01 .952 0.06 .642 -0.21 .211 0.07 .283 0.21 .006
Not Employed 0 0 0 0 - - 0 0 - 0
Health status 0.04 .427 -0.05 .435 0.07 0.221 -0.11 .135 0.03 .551 0.07 .294  -0.02 .498 0.00 .963
How effective screening -0.31 <.0001 -0.20 .034 -0.02 .826 -0.05 .528 -0.1 .222 -0.26 .002 -0.12 .003 -0.07 .191
Trust in People 0.15 .015 0.11 .121 -0.29 <.0001 -0.07 .377 -0.31 <.0001 -0.12 .100 0.07 .026 0.09 .045
Barriers - - - - -

AIDS -0.02 .624 0.05 .361 0.12 .012 0.06 .278 0.11 .014 0.07 .227 0 .867 -0.02 .262
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Privacy -0.01 .884 0.08 .116 -0.03 .481 -0.11 .055 0.03 .427 -0.07 .237 0.02 .296 0.04 .059
Upsetting family -0.07 .081 -0.10 .134 0.13 .003 0.09 .172 0.1 .017 -0.06 .465 0.02 .244 0.01 .734
Fear of cancer -0.03 .456 0.16 .007 0.07 .139 -0.01 .878 0.1 .019 0.04 .546 0 .896 0.00 .918
Unlikely to get cancer -0.1 .032 -0.15 .011 0.04 .396 -0.11 .078 0.13 .007 0.05 .402 0.02 .326 0.04 .101
Lack trust in medicine 0.03 .538 0.10 .084 0.13 .008 0.06 .362 0.08 .100 -0.04 .585 -0.02 .282 -0.03 .342
Fear of pain -0.08 .091 -0.05 .458 0.1 .052 0.10 .168 0.09 .067 0.06 .393 0 .904 -0.02 .389
Embarrassment -0.2 .000 -0.18 .029 0.02 .773 -0.15 .032 0.08 .145 -0.04 .556 -0.03 .193 0.01 .707
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multivariate models (except for screening by a physician 
when symptoms existed), such that the effect remained, 
although it was slightly attenuated, even after adjusting 
for other sociodemographic factors, barriers and facili-
tators of screening.

dIScuSSIon
We examined the effects of race/ethnicity and other 

sociodemographic characteristics on willingness for 
cancer screening, after accounting for the effects of atti-
tudes about potential barriers and facilitators of cancer 
screening, drawing on data from a diverse sample. We 
considered these dynamics in the context in which 
screening would be done (community vs by one’s own 
physician) and in the context of whether or not the 
respondent had cancer-related symptoms. 

On the bivariate level, numerous sociodemographic 
factors were associated with willingness to have screen-
ing, with the exception of physician-administered 
screening when there were symptoms, where no sociode-
mographic variables were significant. Notably, the 
effects of the sociodemographic factors (especially race/
ethnicity and income) consistently persisted in multivar-
iate models. This suggests that effects of these charac-
teristics are not attenuated by the inclusion of attitudes 
and beliefs, and points to the probable independent 
impact of these characteristics on screening willingness. 
The relative size of the effects we observed also sup-
ports this notion, as the size of the effects for sociode-
mographics were generally greater than those for the 
attitudinal/belief variables.

However, across the models, several barriers and 
facilitators of screening were associated with screening 
willingness, again with the exception of physician-
administered screening with symptoms present. Thus, 
we conclude that sociodemographic factors are associ-
ated with willingness to have cancer screening in almost 
all cases, but that perceived barriers and facilitators also 
matter sometimes, as well.

Almost no variables in our multivariate models were 
significantly associated with willingness to have screening 
done by one’s own physician given the presence of cancer-
related symptoms. This suggests that the urgency or con-
cern associated with such a screening, to be conducted in 
the relative privacy and familiarity of one’s own doctor’s 
office, overshadows any of the attitudinal or sociodemo-
graphic dimensions we measured. Thus, in situations where 
screening seems less “discretionary,” neither sociodemo-
graphic factors nor attitudes contributed strongly to will-
ingness for screening. Similarly, for community screenings 
in the presence of symptoms, almost no attitudes were sig-
nificant, although sociodemographics were.

Being Puerto Rican Hispanic or African American 
was a fairly consistent predictor of willingness to have 
cancer screening. Thus, race/ethnicity may be a factor 
that needs to be considered in the case of public health 

outreach for cancer screening, but it seems less impor-
tant in the context of individual clinicians recommend-
ing cancer screening within their own setting. These 
findings also support the idea that making free cancer 
screening available in the community will help to attract 
more African Americans and Hispanics.

The strengths of this study included the focus on an 
ethnically and racially diverse sample from multiple geo-
graphic areas, the availability of data on both sociodemo-
graphic and attitudinal factors and the inclusion of multi-
ple questions about cancer screening in a variety of 
contexts. While it can be argued that this study was lim-
ited by its reliance on questions about potential willing-
ness to seek cancer screening in general (vs actual receipt 
of screening), prior health behavior research has shown 
that intentions for health behavior are important predic-
tors of actual health behavior.40 There is also value in 
understanding individuals’ beliefs about cancer screening 
in general, different from their thoughts about specific 
cancers and screening tests for them. We were unable to 
account for the effects of having a primary care physician, 
compared to not, which may impact willingness to seek 
screening, although our questions did ask about willing-
ness to have cancer screening by one’s own physician. 
Similarly, we did not have data on the proportion of 
patients having their own primary care physician avail-
able for this analysis, which is a limitation of the study. 
Our questionnaire also did not ask about other potential 
factors associated with screening, such as history of 
screening and family history of cancer. The general Trust 
in People scale may not translate into trust in the medical 
community, yet we felt it important to account for individ-
uals’ general levels of trust, which would likely affect 
their trust in the medical establishment as well. As previ-
ously noted, our questionnaire addressed cancer screening 
in general, though there is some evidence that willingness 
to screen may vary with the type of cancer. However, 
information of general attitudes towards cancer screening 
may be helpful in designing future interventions and cam-
paigns to improve overall screening rates.

Our results document the important effects of 
sociodemographic factors on willingness to have cancer 
screening and echo others’ findings that knowledge and 
attitudes about 1 particular cancer screening—mam-
mography—did not independently predict its use.41 As 
others have noted, more needs to be known about cancer 
screening practices among Hispanics in the United 
States.4 The results of this investigation clearly show that 
Puerto Rican Hispanic ethnicity is an important predic-
tor of willingness to have community based screening. 
This study contributes new information to the literature 
indicating that the relationship between race/ethnicity 
and willingness to be screened are not attenuated by atti-
tudes about potential barriers and facilitators to screen-
ing, and also that screening site may influence individu-
als’ willingness to be screened.
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In summary, our results indicate that willingness to seek 
cancer screening is influenced by sociodemographic char-
acteristics, over and above attitudes about screening, and 
yet, in some contexts, these latter factors should also be con-
sidered in promoting screenings. Since most sociodemo-
graphic characteristics are not easily mutable, their potential 
impact on cancer screening availability and awareness cam-
paigns must be recognized, so as to target such campaigns to 
the populations which can most benefit from the needed 
cancer screening. In addition, it appears that both the loca-
tion of screening and the potential urgency of screening 
influence the relative importance of each type of factor, sug-
gesting that future efforts to increase screening should con-
sider location and emphasize urgency, where appropriate.
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Understanding Contributors to Racial Disparities in Blood
Pressure Control

Nancy R. Kressin, PhD; Michelle B. Orner, MPH; Meredith Manze, MPH;
Mark E. Glickman, PhD; Dan Berlowitz, MD, MPH

Background—Racial disparities in blood pressure (BP) control are well documented but poorly understood; prior studies
have only included a limited range of potential explanatory factors. We examined a comprehensive set of putative
factors related to blood pressure control, including patient clinical and sociodemographic characteristics, beliefs about
BP and BP medications, medication adherence, and experiences of discrimination, to determine if the impact of race on
BP control remains after accounting for such factors.

Methods and Results—We recruited 806 white and black patients with hypertension from an urban safety-net hospital.
From a questionnaire administered to patients after their clinic visits, electronic medical record and BP data, we assessed
an array of patient factors. We then examined the association of patient factors with BP control by modeling it as a
function of the covariates using random-effects logistic regression. Blacks indicated worse medication adherence, more
discrimination, and more concerns about high BP and BP medications, compared with whites. After accounting for all
factors, race was no longer a significant predictor of BP control.

Conclusions—Results suggest that equalizing patients’ health beliefs, medication adherence, and experiences with care
could ameliorate disparities in BP control. Additional attention must focus on the factors associated with race to identify,
and ultimately intervene on, the causes of racial disparities in BP outcomes. (Circ Cardiovasc Qual Outcomes. 2010;
3:173-180.)

Key Words: blood pressure � hypertension � race � disparities

Hypertension, which affects more than 73 million Amer-
icans, is a major risk factor for cardiovascular, cerebro-

vascular, and renal disease.1 It is more frequent among
African Americans2 and accounts for a significant portion of
racial differences in mortality, through excess cardiovascular
morbidity.3 Many patients with hypertension have poorly
controlled blood pressure (BP), and African Americans are
disproportionately represented among this group,4 even after
controlling for comorbidities such as diabetes and renal
disease.4–7

The reason for this racial disparity is not well under-
stood. Many prior studies of BP control have only exam-
ined a narrow range of potential etiologic factors— usually
clinical characteristics and sometimes including selected
sociodemographic factors.8,9 Recently, authors have sug-
gested that patient self-management attitudes and behav-
iors10 and other attitudes, beliefs, and experiences that
might affect medication nonadherence11 might be potential
causal pathways to disparities in chronic disease outcomes
such as BP control.

Bosworth et al12 proposed an organizing framework for
the psychosocial and cultural domains they theorized
would affect BP control, incorporating patient character-
istics, including age, education, health literacy, and psy-
chological factors such as beliefs and attitudes about health
and illness, social/cultural environmental factors, includ-
ing culturally linked perceptions of hypertension and
therapies for it, and the medical environment, including the
provider-patient relationship and interactions. The model
does not specify causal associations, and, perhaps as a
result, it has not been tested empirically, so the presence or
strength of the hypothesized associations is not known.
The model also did not include comorbid conditions. Thus,
we sought to extend this work and the model itself by
examining the contribution of the previously proposed and
additional putative causal factors, in a more diverse sample
in a different setting. We hypothesized that after adjusting
for a more extensive set of potential confounders, race
would no longer be significantly associated with BP
control.
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WHAT IS KNOWN

● Racial disparities in blood pressure (BP) control are
well documented but poorly understood, and prior
studies have only included a limited range of poten-
tial explanatory factors.

WHAT THE STUDY ADDS

● Blacks reported more experiences of discrimination,
worse medication adherence, and more concerns
about BP.

● Patient beliefs about hypertension can affect their BP
control.

● Comorbid conditions, whose prevalence varies by
race/ethnicity, can also affect BP control and thus are
important to account for.

● We suggest an enhanced model of factors leading to
disparities in BP control.

Methods

Sample
We identified all white and black patients ages 21 and older with 3
separate outpatient diagnoses of hypertension in 2004 in the primary
care practices of a northeastern academically affiliated urban safety
net tertiary care hospital. We use the term “black” to refer to patients
of African or Caribbean descent. The study was approved by the
institutional review board, and all subjects gave informed consent.

Study staff tracked clinic visits of these 10 125 patients over 19
months (October 2004 to June 2006), and, as they presented for care,
approached 3526 of them to request study participation. Those
willing were asked a series of questions and administered a 6-item
cognitive screen to determine eligibility.13 However, 654 patients
(19% of 3526) overtly refused to participate and 920 patients (26%
of 3526) responded that they were unable to participate that day but
were potentially willing in the future, all before we were able to
assess their eligibility. Subsequently, 1083 patients (55% of the
remaining 1952) were excluded for reasons including cognitive
difficulties, hearing impairment, not speaking English, or not being
prescribed antihypertensive medications; we enrolled 869 patients.
We then applied this 55% exclusion rate to the 1574 nonrespondents
whose eligibility we had been unable to assess (654 refusers and 920
with no time) and estimated that 708 (45%) probably would have
been eligible. Thus, we calculated our participation rate as partici-
pants/participants�likely eligible subjects (869/869�708�55%).
We subsequently excluded 63 additional patients for whom study
staff were unable to obtain BPs, for a final sample of 806 (Figure 1).

We evaluated the representativeness of the enrolled cohort, com-
pared with those eligible to be enrolled, using the limited data
available on the nonenrolled patients. Enrolled patients were more
likely to be white (43% versus 32%, P�0.0001) and were younger
(mean age, 59 versus 65 for nonenrolled patients, P�0.0001), but
there was no difference in sex distribution from the parent population
of eligible patients (not shown).

Measures

Patient Characteristics

Sociodemographic Characteristics and Medical History
Patient sociodemographic characteristics including race (assessed
using US Census categories), education, and income were obtained
through self-report. To assess patient literacy, we used the REALM-
Short Form.14 We used 5 separate dichotomous (yes/no) questions to

assess insurance status, asking if patients currently have health
insurance coverage through Medicare, Medicaid, Medigap, Free
Care, or other insurance.

Patient clinical data were extracted from the electronic medical
record, including age, sex, height, weight, and hypertension diagno-
sis. The electronic medical record was searched to obtain diagnoses
of comorbid conditions including renal insufficiency, coronary artery
disease, peripheral vascular disease, nicotine dependence, hyperlip-
idemia, diabetes mellitus, congestive heart failure, cerebrovascular
disease, and obesity, because these conditions may influence the
management of hypertension.15 Obesity was considered a current
diagnosis for any patient with an electronic medical record diagnosis
or a calculated body mass index of at least 30.

Health Beliefs and Illness Perception
We examined a broad spectrum of patient beliefs and perceptions
about high BP and related medications. We used the “Beliefs about
Medicines Questionnaire”; 10 items assess patient concerns about
present and potential future adverse effects from their medications
and 8 items measure patients’ beliefs regarding the necessity of their
medications; we edited the items to relate responses specifically to
BP medicines16,17 (items scored on a 5-point scale: strongly agree to
strongly disagree). Scores were summed within each scale to create
an overall scale score (range, 8 to 40 for the “necessity” scale,
Cronbach ��0.81; 10 to 50 for the “concerns” scale, ��0.80). Each
score was divided by the number of items to obtain a mean summary
score (range, 1 to 5); higher numbers indicated either greater
concerns about medications or greater beliefs in their necessity.

We used 4 additional items from our prior work18 to evaluate the
degree of seriousness with which patients perceive hypertension,
asking “How serious do you think high BP is, in general?”; “How
serious do you think your high BP is, given your current use of
medication?”; “If you did not take your BP medications, how likely
do you think it would be that your BP would get worse over the next
year?”; and “If you did not take your BP medications, how likely do
you think it is that you would develop other health problems over the

10,125 eligible patients with 
hypertension managed in 
primary care 6599 patients not approached

-not scheduled for an appointment

3526 ti t h d

-not scheduled for an appointment
-study staff did not find them on the 
day of an appointment

1083 patients excluded
-257 saw medical student3526 patients approached

for enrollment -247 used medication dispenser
-199 cognitively impaired
-149 race other than White or Black
-71 did not speak English
-62 not prescribed antihypertensive 
medication
-30 participating in another study of 
hypertension
-16 hearing impaired
-52 all other reasons

2443 patients potentially 
eligible

1574 patients declined to participate 
but we were unable to assess their 
eligibility
-654 overtly refused to participate
-920 did not have time to participate 
th t d i di t d illi t

869 patients enrolled

that day, indicated willingness to
participate in the future, but staff 
were unable to enroll them at a future 
visit

63 i did h BP di
p

806 patients in the final 
sample

63 patients did not have a BP reading
taken from a research assistant

Figure 1. Flow chart of patient recruitment.
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next year?” (all scored on a scale of 1 to 5: extremely serious to not
at all serious for the former 2 questions; very likely to very unlikely
for the latter 2). We also included 10 individual items from the
“cause” dimension of the “Illness Perception Questionnaire” to
assess illness identity, cause, timeline, consequences, and cure
control to examine patients’ subjective beliefs about the etiology of
their high BP (responses on a 5-point scale; range, strongly agree to
strongly disagree).19

Perceived Discrimination in Health Care
We included 3 measures to assess patient perceptions of race-based
discrimination in the health care setting. We used 5 questions that
were a subset of the Commonwealth Fund 2001 Health Care Quality
survey, focusing specifically on the patient perception of his/her
provider and of encountering discrimination while receiving medical
care, in general.20 We created an additional question about the
patient’s perception of his/her provider’s understanding of the
patient’s cultural background and how it affects his/her health; each
item was examined individually. We also included 7 dichotomous
items from a measure of patient perceptions of discrimination in
accessing health care,21 counting the number of experiences reported
and creating a continuous variable (higher score indicates more
experiences of discrimination21; ��0.90).

Medication Adherence and Hypertension Management
To assess medication adherence, we used the Hill-Bone Compliance
to High Blood Pressure Therapy Scale, comprising items scored on
a 4-point scale (“none of the time” to “all of the time”).22 We
included the 9-item adherence subscale, which has been validated
against BP control, summing the items to create a scale score (range,
9 to 36; higher scores indicate less adherence; ��0.74).

Outcome Assessment: BP Control
Research staff assessed patient BP using an automatic, portable
machine (Omron HEM-907, Bannockburn, Ill), which was validated
according to the international validation protocol and deemed an
appropriate instrument for accurate BP measurement.23 We excluded
the 7% of patients without a BP reading from study staff. We
dichotomized the BP readings to indicate whether each patients’ BP
was controlled or not, for example, when their systolic BP exceeded
140 mm Hg or their diastolic BP exceeded 90 mm Hg, according to
the Joint National Committee on Hypertension 7 standards at the
time of the study, which also specified that for patients with diabetes
or renal insufficiency, BP should not exceed 130/80 mm Hg.15

Statistical Analyses
We first examined bivariate associations between race and each of
the sociodemographic, clinical, attitudinal, experiential, and medica-
tion adherence variables, using �2 or t tests, as appropriate. Next, we
performed bivariate analyses to determine whether this same set of
variables was associated with BP control (yes/no). Finally, BP
control was modeled as a function of the covariates using random-
effects logistic regression. The random effects, which were assumed
to be mean-zero gaussian additive errors on the logit scale, accounted
for 2 levels of clustering: patients within providers and providers
within clinics.

We fit 6 sets of models of increasing numbers of covariates,
including only patients with complete data. In the first, we examined
the effects of race alone on BP control. Next, we examined the
effects of race on BP control, adjusting for age and other sociode-
mographic characteristics. The third model added medication adher-
ence, the fourth added health beliefs, the fifth added experiences of
discrimination, and the sixth added comorbid conditions. Within
each model, we chose the subset of additional variables through an
ordinary logistic regression stepwise selection procedure, forcing in
provider indicators as fixed effects, keeping significant variables
from the prior model, and including race in all models. This
procedure prevents collinearity and overparameterization. We used a
probability value of 0.05 for variables to enter or be removed from
the model. c-Statistics and Hosmer-Lemeshow analyses were per-
formed on the models resulting from the stepwise procedure. Each

model was then rerun with the random effects terms. All analyses
were conducted using SAS 9.1.3 (SAS Institute, Cary, NC) with the
exception of the random-effects logistic regression, which was
conducted using the statistics package R (version 2.8.024).

Results
Sociodemographic Characteristics of the Sample
Most of the sample were black (57%) or female (65%), with
an overall mean age of 59 years. White patients were older
(61 versus 58 years), and more likely to have at least a high
school education (90% versus 71%). Black patients were
more likely to have insurance coverage through Medicaid or
Free Care (42% versus 22%, 41% versus 25%, respectively),
whereas white patients were more likely to have “other”
(private) insurance (59% versus 35%). There were race
differences in combined household family income, with a
greater percentage of blacks earning low incomes of
�$20 000 (58% versus 36% whites) and being less likely to
have a literacy score of 9th grade or higher (48% versus
84%), (all P�0.001; Table 1).

BP and Medical History by Race
A greater percentage of white patients had controlled BP
(65% versus 53%), with lower systolic and diastolic BP than
blacks (white systolic BP, 130 mm Hg versus 132 mm Hg;
white diastolic BP 76 mm Hg versus 81 mm Hg). White
patients were more likely to have hyperlipidemia (60% versus
47%), peripheral vascular disease (7% versus 4%), benign
prostatic hypertrophy (6% versus 2%), coronary artery dis-
ease (19% versus 8%), and cerebrovascular disease (7%
versus 4%). Black patients were more likely to have diabetes
(40% versus 24%), renal insufficiency (7% versus 4%),
congestive heart failure (5% versus 1%), and to be obese
(65% versus 52%, all P�0.05).

Health Beliefs and Illness Perceptions
Blacks had significantly more concerns about their BP
medications than whites (2.5 versus 2.1, P�0.0001). White
patients were significantly more likely to respond that their
BP was less serious, given their current use of medications
(3.3 versus 2.8, P�0.0001).

When asked about the causality of high BP, blacks agreed
more with the notion that it is caused by a germ or virus or
that diet, pollution, or heredity played a major role in causing
BP (Table 1). Blacks were more likely to indicate that it was
just by chance that they became ill with hypertension, that
other people played a large role in causing their BP, or that
high BP was caused by poor medical care in the past.

Perceived Discrimination
When asked if there was ever a time they would have gotten
better medical care if they belonged to a different race or
ethnic group or if they ever felt that a doctor or medical staff
judged them unfairly or treated them with disrespect because
of how well they spoke English, blacks were more likely to
respond “yes” than whites (19% versus 1% and 4% versus
0%, respectively). Although all patients generally agreed that
their provider understood their background and values, black
patients agreed less strongly (1.5 versus 1.4), and though all
patients disagreed that their provider looks down on them and
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Table 1. Sociodemographic, Clinical, Attitudinal, Belief, and Experience Variables by Race and BP Control

Sociodemographic Characteristics and
Medical History Overall, % White, % Black, %

P Value for Race
Differences

Controlled
BP, %

Uncontrolled
BP, %

P Value for Difference
by BP Control

% White 43 n/a 48§ 36§ 0.0009

Mean age, y 59 61 58 0.0007 59 60 0.0853

% Male 35 46 27 �0.0001 34 38 0.2919

Education, % �12 y 79 90 71 �0.0001 81 76 0.0521

% Income �$20 000 48 36 58 �0.0001 43 56 0.0003

Insurance status

Medicare 39 39 40 0.6889 37 43 0.0984

Medigap 3 3 2 0.4991 2 4 0.2143

Medicaid 33 22 42 �0.0001 29 40 0.0012

Other 45 59 35 �0.0001 51 38 0.0003

Free care 34 25 41 �0.0001 32 37 0.1072

Literacy categories

�3rd grade 4 2 5 3 4

4th to 6th grade 9 2 14 8 11

7th to 8th grade 24 12 33 22 27

�9th grade 63 84 48 �0.0001 67 58 0.0884

% With controlled BP 58 65 53 0.0009 n/a n/a n/a

Mean systolic BP, mm Hg 131 130 132 0.0277 n/a n/a n/a

Mean diastolic BP, mm Hg 79 76 81 �0.0001 n/a n/a n/a

Nicotine dependence 7 5 9 0.0839 7 8 0.7303

Hyperlipidemia 52 60 47 0.0002 52 53 0.9302

Diabetes 33 24 40 �0.0001 25 45 �0.0001

Peripheral vascular disease 5 7 4 0.0383 5 5 0.9918

Renal insufficiency 6 4 7 0.0470 3 10 �0.0001

Benign prostatic hypertrophy 4 6 2 0.0003 4 2 0.1107

Coronary artery disease 13 19 8 �0.0001 14 11 0.2151

Obesity 59 52 65 0.0004 58 62 0.2373

Congestive heart failure 3 1 5 0.0091 2 5 0.0635

Cerebrovascular disease 5 7 4 0.0382 4 6 0.2162

Health Beliefs and Illness Perceptions

BMQ: Mean necessity of medications,
mean score

3.7 3.7 3.7 0.1542 3.7 3.7 0.9739

BMQ: Mean concerns about
medications, mean score

2.3 2.1 2.5 �0.0001 2.3 2.4 0.0407

How serious do you think high BP is,
in general*

1.5 1.5 1.5 0.4607 1.5 1.6 0.1147

How serious do you think your high
BP is, given your current use of
medication?*

3.0 3.3 2.8 �0.0001 3.1 2.9 0.0010

If you did not take BP meds,
likelihood that BP would get worse
w/in a year†

1.5 1.4 1.5 0.1284 1.5 1.4 0.1348

If you did not take BP meds,
likelihood that you would develop
other health problems w/in a year†

1.7 1.7 1.7 0.2307 1.7 1.7 0.4281

Illness Perceptions Questionnaire Items‡

A germ or virus caused my high BP 3.9 4.2 3.7 �0.0001 3.9 3.8 0.1208

Diet played a major role in causing
my high BP

2.3 2.4 2.1 0.0017 2.2 2.3 0.6715

Pollution caused my high BP 3.7 3.8 3.5 0.0002 3.7 3.7 0.7546

(Continued)
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the way they live their life, white patients disagreed more
strongly (4.5 versus 4.3). Blacks reported more experiences
of discrimination when receiving health care than did whites
(1.1 versus 0.2, all P�0.05).

Medication Adherence
White patients reported better medication adherence than did
black patients (9.9 versus 11.0, P�0.0001).

Covariates by BP Control
A greater proportion of patients with controlled BP were
white compared with patients with uncontrolled BP (48%
versus 36%). Patients with uncontrolled BP were more likely
to have a household income of �$20 000 (56% versus 43%),
were more likely to have Medicaid (40% versus 29%), and
were less likely to have “other” insurance (38% versus 51%).
Patients with uncontrolled BP were more likely to have

Table 1. Continued

Overall White, % Black, %
P Value for Race

Differences
Controlled

BP, %
Uncontrolled

BP, %
P Value for Difference

by BP Control

My high BP is hereditary—it runs in
my family

2.0 2.1 1.9 0.0134 2.1 2.0 0.1877

It was just by chance that I became ill
with high BP

3.5 3.7 3.3 �0.0001 3.5 3.4 0.1876

Stress was a major factor in causing
my high BP

2.4 2.4 2.4 0.4035 2.4 2.4 0.4737

My high BP is largely due to my own
behavior

2.7 2.7 2.8 0.3299 2.8 2.7 0.1508

Other people played a large role in
causing my high BP

3.4 3.6 3.3 0.0010 3.4 3.3 0.2580

My high BP was caused by poor
medical care in the past

3.9 4.1 3.7 �0.0001 3.9 3.8 0.2799

My state of mind played a major part
in causing my high BP

3.2 3.3 3.2 0.7686 3.3 3.2 0.4884

Perceived Discrimination

Commonwealth Fund Items

Was there ever a time you would
have gotten better medical care if
you belonged to a different race or
ethnic group? (% yes)

11 1 19 �0.0001 12 11 0.6174

In the last 2 years, have you ever
felt that the doctor or medical staff
judged you unfairly or treated you
with disrespect because of how
well you speak English? (% yes)

2 0 4 0.0008 3 2 0.3549

My provider treats me with a great
deal of respect and dignity‡

1.3 1.3 1.3 0.2509 1.3 1.3 0.5617

I feel that my provider understands
my background and values‡

1.5 1.4 1.5 0.0425 1.5 1.5 0.1818

I often feel as if my provider looks
down on me and the way I live my
life†

4.4 4.5 4.3 �0.0001 4.4 4.4 0.7828

New item

I feel my provider understands my
cultural background and how it
affects my health‡

1.8 1.8 1.8 0.5104 1.8 1.8 0.1044

Perceived Discrimination Scale (Bird
and Bogart)

Discrimination scale 0.7 0.2 1.1 �0.0001 0.7 0.7 0.9815

Medication adherence 10.5 9.9 11.0 �0.0001 10.4 10.7 0.0347

Bolded text indicates significant differences; because of rounding, items sum to more than 100%.
*Higher score indicates greater belief that high BP is not serious.
†Higher score indicates greater belief that statement is unlikely to be true.
‡Higher score indicates more disagreement with statement.
Mean necessity: scale, 1 to 5. Higher score indicates medications are a necessity.
Mean concerns: scale, 1 to 5. Higher score indicates greater concern about medications.
Perceived discrimination scale: Higher score indicates more experiences of discrimination.
Hill Bone Adherence: Higher score indicates less adherence.
§Percent white.
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diabetes (45% versus 25%) and renal insufficiency (10%
versus 3%) and concerns about their BP medications (2.4
versus 2.3). Patients with controlled BP were more likely to
disagree that their own BP was serious, given their current
use of medication (3.1 versus 2.9), and reported better
medication adherence (10.4 versus 10.7, all P�0.05).

Multivariate Results
The first model, only adjusted for race, accounting for
physician and clinic, indicated that white patients had higher
odds of having controlled BP than blacks (model 1, b�0.42,
P�0.0068; Table 2; c-statistic (c)�0.661; Hosmer and Leme-
show goodness-of-fit test [HL] P�0.4226). The effect of race
on BP control persisted in the second model, after adjustment
for income (other sociodemographic variables were excluded
through the ordinary logistic regression stepwise procedure).
The third model added a measure of adherence, which was
not significantly related to BP control, so these 2 latter
models had the same results, with race continuing to be a
significant predictor of BP control (models 2 and 3, b�0.37,
P�0.0238; model 2, c�0.691, HL P�0.7127; model 3,
c�0.670, HL P�0.9260). In the fourth model, an item
assessing patients’ beliefs that high BP is largely due to one’s
own behavior was added, as well as 2 items assessing the
degree of seriousness with which patients perceive hyperten-
sion (all other attitudinal and experiential factors were ex-
cluded through the stepwise procedure). In this model, race
was no longer significantly associated with odds of BP

control (model 4, b�0.33, P�0.0531, c�0.713, HL
P�0.3932).

In the fifth model, 1 item assessing experiences with
perceived discrimination in health care was added, specifi-
cally, perceptions about whether they would have ever gotten
better medical care if they belonged to a different race or
ethnic group (other items assessing discrimination were
excluded through the stepwise procedure). Race was signifi-
cant in this model (model 5, b�0.48, P�0.0074, c�0.708,
HL P�0.8660).

In the final model, diabetes, renal insufficiency, and benign
prostatic hypertrophy were added (other comorbid conditions
were excluded during the stepwise procedure in SAS). Here,
race was no longer a significant predictor of BP control
(model 6, b�0.32, P�0.0876, c�0.740, HL P�0.4274).

Discussion
Understanding and ameliorating racial disparities in BP
control is a major public health and clinical concern. We
hypothesized that after adjusting for an extensive set of
potential confounders, race would no longer be significantly
associated with BP control, and the results generally sup-
ported this notion. Although the effects of race persisted after
accounting for sociodemographic factors, the inclusion of
BP-related attitudes and beliefs rendered race insignificant.
However, the introduction of the discrimination variables
made race significant again, in a counterintuitive fashion,
although in the final model, with the inclusion of comorbid
conditions, race was no longer significant. The finding that

Table 2. Multivariate Results Modeling Controlled BP

Model 1 Models 2 and 3 Model 4 Model 5 Model 6

Coefficient
Lower CI,
Upper CI† Coefficient

Lower CI,
Upper CI† Coefficient

Lower CI,
Upper CI† Coefficient

Lower CI,
Upper CI† Coefficient

Lower CI,
Upper CI†

Race (white) 0.42* 0.13, 0.71 0.37* 0.06, 0.68 0.33 �0.003, 0.66 0.48* 0.13, 0.83 0.32 �0.03, 0.67

Income �0.44 �0.75, �0.13 �0.37 �0.68, �0.06 �0.37 �0.70, �0.04 �0.32 �0.65, 0.01

My high BP is
largely due to my
own behavior‡

0.15 0.01, 0.29 0.17 0.03, 0.31 0.16 0.02, 0.30

How serious do you
think high BP is, in
general?

�0.23 �0.43, �0.03 �0.24 �0.44, �0.04 �0.23 �0.43, �0.03

How serious do you
think your high BP
is, given your
current use of
medication?

0.18 0.04, 0.32 0.18 0.04, 0.32 0.17 0.01, 0.33

Would have gotten
better medical care
if you belonged to
different race or
ethnic group

0.56 0.05, 1.07 0.51 �0.02, 1.04

Diabetes �0.62 �0.97, �0.27

Renal insufficiency �1.17 �1.93, �0.41

Benign prostatic
hypertrophy

0.93 �0.13, 1.99

*P�0.05 (value only reported for race, the only variable forced into all of the stepwise selection procedures).
†95% confidence intervals.
‡Higher score indicates more disagreement with statement.
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patients who agreed with the statement that there was “ever a
time when they would have gotten better medical care if they
had belonged to a different race/ethnic group” had better BP
control is puzzling. We carefully explored this dynamic,
ruling out the possibility that race-discrimination interactions
were driving it, and finding that even if we removed this
variable, another discrimination variable became significant
in the same counterintuitive direction (not shown). The
variable was limited by its reference point (eg, was there ever
a time . . .), so it is possible that patients who felt they were
getting bad care in the past had changed clinicians and are
now getting good care, leading to better current BP care and
control. It is also possible that another, unmeasured, con-
founder caused these results.

The study findings are different than the Bosworth study,11

which indicated that after controlling for a similar range of
factors (not including discrimination or comorbid conditions),
race remained a significant predictor of BP control, among
VA patients in one Southern city. They speculated that the
results they obtained in that setting, where access to care is
assured, might be different than those found elsewhere, and
our results in a northeastern urban safety net hospital setting
support this notion. Several other studies also controlled for
subsets of the factors we included here, but race remained
significant.6,25,26 Thus, although our findings support Bos-
worth’s proposed framework as a descriptive model, and the
notion that numerous psychosocial, behavioral, and experi-
ential factors mediate the relationship between race and BP
control,11 they indicate that comorbid conditions, whose
prevalence varies by race/ethnicity, are also important to
account for in models of disparities in BP control.

Several findings have clinical implications. Blacks re-
ported more experiences of discrimination, and such experi-
ences may erode overall trust in physicians, their diagnoses,
and the therapies they prescribe. Experiences of discrimina-
tion in the community setting are generally associated with
higher BP27,29,30 with less use of chronic disease care28 and
may negatively affect patients’ acceptance of their diagnosis
and beliefs in the necessity of or concerns about the associ-
ated therapy, which are foundational to patient adherence to
prescribed medications.29 Unequal treatment, documented by
us and others,30,31 may also contribute to disparities in BP
outcomes.

Blacks indicated worse medication adherence and more
concerns about BP. Each of these is potentially ameliorable
through educational or counseling interventions, and our
results suggest that addressing these will help address dispar-
ities in BP control.

This study was limited by its focus on patients in a single
setting and its inclusion of only black (albeit both African-
American and Caribbean-born) and white patients. Although
we required that participants have 3 separate outpatient
diagnoses of hypertension, our inability to contact or enroll
many eligible patients may have biased our sample toward
more frequent users. The observational nature of these data
limits our ability to form causal inferences because we were
not able to randomize by attitudinal characteristics or ascer-
tain that certain attitudes or experiences preceded BP out-
comes in time. Further, our measure of adherence, although
internally consistent and previously validated against BP
control, was obtained by self-report. However, the large
sample, which included women and detailed assessments of
the richest array of putative factors examined to date, offsets
the limitations.

Among the potential causes of disparities in BP control, the
etiologic factors could arise from the patient (health beliefs
and experiences, medication adherence or self-care behav-
iors, clinical or biological factors), the provider (practice
style, communication skills, attitudes), the doctor-patient
interaction, or the environment. Although the Bosworth
model provided an excellent summary of the psychosocial
and cultural factors that might be associated with BP control,
we propose that a model for racial disparities in BP control
should include a wider array of factors and include hypoth-
esized associations (Figure 2). The present results help to
demonstrate the effects of a variety of factors on race
differences in BP, but we lacked data on other self-care
behaviors important to hypertension management (eg, diet,
exercise) to fully address this question. Nor are we able to
rule out biological differences, such as race-linked nitric
oxide deficiencies associated with cardiovascular disease32 or
differences in the process of care. Our future work will also
examine the effects of racial differences in providers’ thera-
peutic intensification, which varies by race,33 on BP out-
comes. Similar to our prior suggestions for future directions
in research on racial differences in invasive cardiac procedure

Practice Environment
(emphasis on controlling BP, visit length, availability of disease registry)

Patient Factors
-clinical/biological
characteristics
-sociodemographics
-health attitudes and beliefs
health habits (diet

BP 
control

Provider-Patient 
Interaction

-health habits (diet,
medication adherence)
-life stress, chaos
-social support
-experiences of discriminationRACE

Provider Factors
-practice style, guideline 
adherence, clinical inertia
-attitudes and beliefs about BP 
care, individual patients

i i h bi d-communication habits and
skills, rapport with patients

Figure 2. Expanded model of factors leading to
disparities in BP control.
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use,31 here we propose additional careful attention by clini-
cians, researchers, and, ultimately, policymakers, to a com-
prehensive array of factors associated with race to identify
and intervene on the causes of racial disparities in BP
outcomes.
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Funded by th
K12-43444, with
aid Services (CM

* Correspond
Health Unit, 80
02118; Phone: 61

E-mail: Andr

Copyright � 201
Published by Els
founded by nursing home residence. Medicare data contain several files that can be used to cre-

ate a measure of nursing home residence, but prior work has not addressed which best account
for potential confounding. Simpson’s paradox occurs when aggregated data support a different
conclusion from what the disaggregated data show. We describe such a paradox that appeared

when we sharpened our definition of ‘‘nursing home residence’’ while examining gender dif-
ferences in Medicare utilization at the end of life.

Methods. To understand gender-specific health care utilization at the end of life, we conducted
a retrospective analysis of a national random sample of Medicare beneficiaries aged 66 or older
who died in 2001 with Parts A and B data for 18 months before death. We sought to associate

each of total hospital days and costs during the final 6 months of life with numbers of primary
care physician visits in the 12 preceding months. In addition to demographics, comorbidities,
and geography, ‘‘nursing home residence’’ was a potential confounder, which we imputed in

two ways: 1) from skilled nursing facility bills in the Part A Medicare Provider Analysis and
Review (MedPAR) file; and 2) from Berenson-Eggers-Type-of-Service codes indicating widely
spaced doctor visits in nursing homes obtained from Medicare’s carrier file.

Conclusion. Gender differences in Medicare utilization are strongly confounded by nursing

home resident status, which can be imputed well from Medicare’s carrier file, but not MedPAR.
Background

During this time of health care reform, understand-
ing gender differences in health care utilization in

the Medicare population is critical, because women
live longer and make up a larger proportion of the
Medicare population (Medicare Beneficiary Demo-
graphics, 2006). In addition, women live with greater
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disability and more chronic disease than men. For
example, chronic conditions such as diabetes, arthritis,
dementia, depression, and obesity are more common
in women (Lubitz & Riley, 1993). As baby boomers
age, Medicare faces escalating expenditures and dwin-
dling numbers of workers to fund it. Because 30% of
Medicare expenditures are spent on the 6% of benefi-
ciaries who die each year (Approaching Death, 1997;
Edwards & DeHaven, 2003; Hogan, Lunney, Gabel, &
Lynn, 2001), there is strong interest in improving the ef-
ficiency of health care at the end of life. Primary care
medicine may improve this efficiency, because it is
intended to address comprehensiveness, coordination,
continuity, and ‘‘sustained clinician–patient partner-
ships’’ with the family and community (Montgomery
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et al., 2004). In addition, primary care providers may
focus—more than specialists—on preventing medical
complications, discussing patient preferences, and
coordinating home palliative care at life’s end. Our
prior work found more primary care visits in the
preceding year were associated with reduced hospital-
ization, in-hospital death, and costs in the last 6 months
of life (Kronman, Ash, Freund, Hanchate, & Emanuel,
2008).

We hypothesized that there were gender differences
in the relationship between primary care and health
care utilization at the end of life. Women tend to use
more primary care and outpatient services, whereas
men tend to use more in-patient hospital services
(Bird, Shugarman, & Lynn, 2002; Song, Chang, Man-
heim, & Dunlop, 2006). Because Medicare currently
rewards in-hospital services more than primary care,
the program’s financial incentives may affect men
and women differently. To understand gender differ-
ences in the health care utilization of an elderly popu-
lation, it is important to adjust for those who are
nursing home residents, because more women are
residents than men, and residents have different utili-
zation of both primary care and hospital services.
Because Medicare data do not contain a reliable indica-
tor of nursing home resident status, we report here on
two different methods of imputing nursing home resi-
dent status and demonstrate the effect on health care
utilization outcomes.
Methods

Data source
To examine gender differences in end-of-life care, we
used a randomly sampled population of 116,318 Medi-
care beneficiaries aged 66 or older who died in the last
6 months of 2001. Non-Whites were oversampled
because the study population had been constructed
to focus on end-of-life health care disparities (Han-
chate, Kronman, Young-Xu, Ash, & Emanuel, 2009).
To ensure completeness and comparability of health
care utilization records before death, we excluded peo-
ple who were not continuously enrolled in Medicare
Parts A and B traditional fee-for-service program for
the final 18 months of life. We also excluded decedents
who could not be matched to the National Death Index,
and those enrolled in the end-stage renal disease pro-
gram, leaving a final analytical sample of 78,353.

Measures
We obtained age, gender, race, and zip code of resi-
dence from the Medicare denominator file, using the
Medicare racial/ethnic categories of White, Black, His-
panic, and other (for those of Asian, North American
Native, and other or unknown races and ethnicities).
We used an indicator that Part B Medicare insurance
had been purchased by a state in 2000 (state Medicaid
‘‘buy-in’’) as a proxy for low income. Place of death was
derived from death certificates through the National
Death Index. A summary comorbidity measure was
determined using DxCG’s prospective relative risk
score (DCG version 6.1 for Windows [DxCG, 2004]),
derived from the presence in the pre-period of ICD-9-
CM diagnosis codes from inpatient and outpatient
encounters in Medicare’s utilization files. These
encounters include all physician visits, hospital care,
and nursing home care, but not codes used for diag-
nostic tests. The score is calibrated to associate 1.0
with average expected expenditures in the following
year among all Medicare beneficiaries observed during
routine 12-month periods (Ash et al., 2000).

Because Medicare Part A only pays for nursing
home visits in the first 90 days after a hospitalization,
we were unable to directly distinguish long-term nurs-
ing home residents from those in a nursing home for
short-term rehabilitation after a hospitalization from
our administrative billing data. We thus imputed two
proxy measures. For the first measure, we defined
those with ‘‘nursing home use’’ to be beneficiaries
with at least one bill for residential costs in a skilled
nursing facility (SNF) in the Part A Medicare Provider
Analysis and Review (MedPAR) SNF file. This method
is limited in not being able to distinguish nursing home
residents from patients who are receiving short-term
rehabilitation in a nursing facility. However, because
MedPAR is more commonly utilized in health services
research, this has the potential to be a readily utilized
methodology. The second method utilizes the Medi-
care Part B carrier file. Unlike Medicare Part A, Medi-
care Part B does not pay for residential costs in
a nursing home; however, it does pay for diagnostic
tests and medical provider visits that take place in
a nursing home. We used Berenson-Eggers-Type-Of-
Service (BETOS) code 4B in Medicare’s ‘‘Carrier’’ file
(available from: http://www.cms.hhs.gov/HCPCS
ReleaseCodeSets/20_BETOS.asp) to define our second
measure. This method of identifying nursing home use
has been previously validated (Campbell et al., 2004).
With it, a beneficiary was flagged for nursing home
use if there were at least two health care encounters
(e.g., blood draws and/or physician visits), separated
by at least 90 days, that occurred in a nursing home.
Because the maximum period of Medicare reimburse-
ment for SNF care after a hospitalization is 90 days,
people who received services spanning a longer period
are likely to have resided in a nursing home receiving
long-term care; although this method will also
(spuriously) find occasional non-nursing home
residents with rehabilitative SNF stays after two
distinct hospitalizations.

Primary care visits
We used BETOS codes in the Medicare Carrier file to
identify a visit in a nursing facility (code 4B) or office
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(codes 1A and 1B). We then linked these codes to the
Medicare Health Care Financing Administration spe-
cialty codes to define a visit to an internist (11), geriatri-
cian (38), or family practitioner (08), as a ‘‘primary care
visit.’’ We used the number of these visits in the
12-month ‘‘pre-period’’ before the final 6 months of life
to form five primary care groups: no visits, one or two,
three to five, six to eight, and nine or more visits. We cat-
egorized visits that did not have these primary care
Health Care Financing Administration specialty codes
as ‘‘visits to specialists.’’ We calculated the ratio of num-
ber of specialty visits to number of total outpatient en-
counters for each gender and by nursing home use.

Outcomes
We studied two outcomes during the last 6 months of
life: 1) number of inpatient days (obtained from the
MedPAR files) and 2) total costs paid by Medicare
(from the MedPAR, Carrier, Durable Medical Equip-
ment, Hospice, and Outpatient files).

Statistical analysis
We used bivariate analyses (chi-square test for categor-
ical variables and analysis of variance for continuous
variables) to identify differences in characteristics,
end-of-life utilization, and costs across the primary
care groups and genders. To compare the characteris-
tics of our two definitions of nursing home use, we con-
ducted bivariate analysis on the population within
four groups, those with 1) both SNF bills from MED-
PAR and encounters from carrier file, 2) only SNF bills,
3) only carrier file encounters, and 4) neither. STATA
software version 9.1 (StataCorp, College Station, TX)
was used for all analyses. We adjusted for factors
from the pre-period that affect health care utilization
and outcomes: age (Levinsky et al., 2001), race
(Barnato, Lucas, Staiger, Wennberg, & Chandra, 2005;
Degenholtz, Thomas, & Miller, 2003; Skinner,
Weinstein, Sporer, & Wennberg, 2003), Medicaid buy-
in, comorbidity (Ash et al., 2003; Hogan et al., 2001;
Institute of Medicine, 1997), and place of residence
(Baicker, Chandra, Skinner, & Wennberg, 2004; Fisher
et al., 2000; Pritchard et al., 1998). For our first analysis,
we adjusted for all confounders excluding either nurs-
ing home measure, which resulted in aggregated data
around the confounder of nursing home use. To disag-
gregate the data, we then adjusted with the MedPAR-
based measure of nursing home use, and a third time
substituting the carrier file–based measure instead of
the MedPAR measure. Our final analysis stratified
the population by both gender and nursing home use
based on the carrier file measure.

To account for geographic differences, we used mul-
tivariable cluster analysis, specifically, fixed effects
regression with dichotomous indicators for each
geographic unit. Contrasting each outcome only for
beneficiaries residing in the same geographic area
accounts for both measured and unmeasured factors
(including health care supply and labor), which vary
by geographic location (Johnston & DiNardo, 1997).
We mapped each beneficiary’s zip code of residence
into its ‘‘hospital service area,’’ defined by the Dart-
mouth as a geographic unit associated with health
care utilization patterns (Fisher & Wennberg, 2008).

We calculated risk-adjusted, expected outcomes for
each gender by primary care visit group by using its
coefficient together with mean values for each of the
other covariates in the model, using sample weights
to reflect the entire Medicare population, and tested
for statistical differences by gender. The key indepen-
dent variables of our first three analyses were fully
interacted 2 3 5 matrices of gender by number of pre-
period primary care visits. Our final analyses used
a fully interacted 4 3 5 matrix of gender and nursing
home use by number of pre-period primary care visits.
Results

The general characteristics of the 78,356 Medicare
decedents in our sample are as follows: the mean age
is 81 years (range, 66–98), 56% are female; 40%, White;
36%, Black; and 11%, Hispanic. On average, women
decedents are 3 years older than men decedents
(mean age 82 vs. 79 years; p , .001) and have similar
overall comorbidity (mean risk score for both genders
is 2.2). In the 12 months before the final 6 months of
life (the ‘‘pre-period’’), more women receive Medicaid
assistance (38% vs. 25%), and have more than 3 pri-
mary care visits (43% vs. 36%) than men (all p-values
, .001; Table 1). The modal number of visits for both
men and women is zero. Twenty-two percent of both
genders have one or two visits, whereas only 18% of
men have six or more visits, compared with 23% of
women. In the final 6 months of life, both genders
average 15 total hospital days (unadjusted); 74% of
both men and women had at least one hospitalization.
Compared with men, women cost $1,000 less per capita
(p , .05) and use hospice a little more frequently (24%
vs. 23%; p , .001) in the pre-period; they were more
likely to die in a nursing home (29% vs. 20%;
p , .001) and less likely in a hospital (41% vs. 45%;
p , .001) or at home (19% vs. 22%; p , .001; Table 1).

Table 2 summarizes the unadjusted baseline com-
parisons by gender and nursing home resident status
using each of our two definitions of nursing home res-
idents: those with SNF bills from the MEDPAR files
indicating a hospitalization during the pre-period,
and those with BETOS code health care encounters
from the carrier file received in a nursing home. We
divided the population into four groups: Group 1
contains people who met both nursing home defini-
tions (MedPAR and carrier file based); group 2 met
the carrier file criterion only; group 3, MedPAR only;
and, group 4, neither. During the pre-period, the



Table 1. Decedent Characteristics by Gender

Pre-Period Characteristic*** Total Male Female

n 78,356 34,302 44,054
Percent 44 56
Mean age (SD), yrs 80.9 (8.1) 79.1 (7.6) 82.3 (8.2)**
Race**

White (%) 40 39 40
Black (%) 36 36 37
Hispanic (%) 11 11 10
Other (%) 14 14 14

Medicaid receipt (%) 32 25 38**
Mean comorbidity

risk scorez (SD)
2.2 (1.7) 2.2 (1.7) 2.2 (1.7)

Unadjusted end-of-life utilizationy

Mean total hospital days (SD) 15.1 (20.2) 15.3 (20.3) 15.0 (20.1)
Mean total costs, $1000 (SD) 24.9 (30.9) 25.4 (32.4) 24.4 (29.8)*
Any hospital admission (%) 74 74 74
Hospice (%) 24 23 24**
In-hospital death (%) 43 45 41**
Nursing home death (%) 25 20 29**
Death at residence (%) 21 22 19**

Abbreviation: SD, standard deviation.
* p , .05, difference between genders.
** p , .001, difference between genders.
*** Pre-period, months 18–7 before death.
y Measured during final 180 days of life.
z Comorbidity risk score determined by the relative risk score from
DxCG’s prospective risk adjustment software, which organized
ICD-9-CM diagnosis codes from the Medicare utilization files, as-
signs weights to them, and summarizes their expected impact on fu-
ture expenditures via a relative risk score.
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comorbidity scores of the SNF groups 1 and 3 were
higher than the non-SNF groups 2 and 4: namely, 3.6
for group 1, 2.7 for group 3, 1.5 for group 2, and 0.87
for group 4. During the pre-period, those with CAR-
RIER file code definitions had more primary care visits
than those who did not (41% of group 1 and 37% of
group 2 had at least nine primary care visits, compared
with 11% of group 3 and 7% of group 4); more Medic-
aid use (46% of group 1 and 55% of group 2, compared
with 33% of group 3 and 28% of group 4); and less spe-
cialty use (14% for group 1, 7% for group 2 compared
with 33% for group 3 and 46% for group 4). During
the last 6 months of life, the carrier file only group 2
had the lowest costs ($10,000 compared with $17,000
for group 1, $19,000 for group 3, and $15,000 for group
4); lowest use of hospice (17%, compared with 28% of
group 1, 29% of group 3, and 25% of group 4); and
the most deaths in a nursing home (66%, compared
with 55% of group 1, 33% of group 3, and 16% of group
4). Within each group, men received more specialty
care, and more women had Medicaid and died in
a nursing home.

When adjusting for all confounders except either of
the two measures of nursing home use, we found
that among those with nine or more primary care
visits, women spent less time in the hospital than
men (11.8 vs. 13.4 days; p , .05; Figure 1A), and
averaged $3,677 less than men (p , .05; Figure 2A).
After a threshold of three to five visits, more primary
care visits were associated with fewer hospital days
for both genders, but the association was stronger for
women (Figure 1A). After a threshold of one to two
visits, more primary care visits were generally associ-
ated with lower costs for women, but not for men
(Figure 2A). Our results were similar when adjusting
for nursing home use using MedPAR data: of those
with nine or more primary care visits, women spent
less time in the hospital than men (13.2 vs. 14.1 days,
p , .05; Figure 1B) and averaged $2,641 less than
men (p , .05; Figure 2B).

After a threshold of three to five visits, more primary
care visits were generally associated with less hospital
utilization and lower costs for women, but not for men
(Figures 1B and 2B). However, when we adjusted for
nursing home use using carrier file data (having at
least two separated encounters in a nursing home
defined by BETOS codes), we found that more primary
care was not associated with decreased hospital utili-
zation (Figure 1C) or costs (Figure 2C). Moreover, we
did not find a significant gender difference in total hos-
pital days, although women with at least nine primary
care visits still had lower costs than men ($20,594 for
women vs. $24,157 for men). When we stratified the
population by gender and the carrier file definition of
nursing home residence, both men and women resi-
dents had remarkably lower costs than nonresidents.
After accounting for nursing home residence, there
were no significant gender differences within these
strata (Figures 1D and 2D).
Discussion

We sought to examine gender differences in health care
utilization at the end of life. We expected nursing home
use to be a confounder, because more women are nurs-
ing home residents than men, and such residence
affects several kinds of Medicare utilization. Because
Medicare billing data do not have a direct indicator
of nursing home residence, we imputed two different
proxy measures of nursing home use using variables
from different Medicare file sources. When we did
not control either at all, or adequately, for nursing
home residence (using MedPAR files only), we reached
conclusions different from those when using a more
reliable marker of nursing home residence (based on
receiving services, widely spaced in time, in a nursing
home). This is an example of Simpson’s paradox.
Health care utilization outcomes are influenced by
nursing home resident status, with costs and utiliza-
tion being much lower for nursing home residents
than nonresidents, and women receiving Medicare be-
ing far more likely than men to reside in nursing
homes.



Table 2. Population of Nursing Home Residents, Characteristics by Gender and Two Definitions of Nursing Home Use

Pre-Period Characteristic*

Group 1 Group 2 Group 3 Group 4

+ SNF+ Carrier + Carrier- SNF + SNF- Carrier - SNF- Carrier

n 3949 8935 6089 59383
Men (%) 34 29 39 47
Women (%) 66 71 61 53
Medicaid (%) 46 55 33 28
Among men 42 51 27 21
Among women 48 56 36 34
Mean comorbidity score*** (SD) 3.6 (2.1) 1.5 (1.5) 2.8 (1.9) 0.88 (1.4)

Among men 3.9 1.8 3.0 0.90
Among women 3.4 1.4 2.7 0.87

Number of primary care visits, % in each category
0 9 10 23 45
1-2 8 8 27 24
3-5 21 22 26 18
6-8 21 23 13 7
�9 41 37 11 5

Mean % of specialty visits total physician visits
(for those with any provider visits) (SD)

14 (25) 7 (20) 33 (35) 46 (40)

Among men 16 (27) 9 (21) 36 (36) 49 (40)
Among women 13 (24) 7 (19) 31 (35) 43 (40)

Unadjusted end-of-life utilization**
Mean total costs, $1,000 (SD) 17 (22) 10 (16) 19 (24) 15 (20)
Hospice (%) 28 17 29 25
In-hospital death (%) 21 20 26 24
Nursing home death (%) 55 66 33 16

Among men 52 57 31 14
Among women 56 70 35 18

Abbreviations: BETOS, separated health care encounters in nursing facility based on Berenson-Eggers-Type-of-Service code 4B in the Medicare
Carrier file; NH, nursing home; SD, standard deviation; SNF¼ nursing home use based on bills in Medicare MedPAR Skilled Nursing Facility
file.
* Pre-period, months 18–7 before death.
** Measured during final 180 days of life.
*** Comorbidity risk score determined by the relative risk score from DxCG’s prospective risk adjustment software, which organized ICD-9-CM
diagnosis codes from the Medicare utilization files, assigns weights to them, and summarizes their expected impact on future expenditures via
a relative risk score.
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Our first method of imputing nursing home use
(1 billed day in a SNF) from Medicare MedPAR files
is frequently used when analyzing costs and utilization
at the end-of-life Medicare billing data (Lubitz & Riley,
1993; Shugarman, Bird, Schuster, & Lynn, 2007). When
we used this definition in our analyses, we found the
association between more primary care visits and
decreased hospital utilization and costs to be stronger
for women than men. This finding is consistent with
studies showing that, because women generally use
more primary care than men, they may have more
trusting relationships with their health providers,
and more easily express their preferences for end-of-
life care (Bertakis, Azari, Helms, Callahan, & Robbins,
2000; Bird et al., 2002). Compared with men, women
may value a dignified death over receiving intensive,
life-sustaining treatments (Bookwala et al., 2001).
These findings suggest a gender-related disparity, in
which men receive more expensive and intensive pro-
cedures than women at the end of life (Ayanian &
Epstein, 1991; Bird et al., 2002; Valentin, Jordan,
Lang, Hiesmayr, & Metnitz, 2003).
However, this way of identifying nursing home
users only identifies beneficiaries who have been hos-
pitalized and used Medicare-financed SNF care for
a period of at most 90 days of rehabilitation, leaving
a record in the Medicare’s MedPAR (SNF) file. Benefi-
ciaries in this group are heterogeneous, containing
both outpatients who require nursing care or rehabili-
tation after a hospitalization and nursing home resi-
dents. It includes a mix of nursing home residents
and nonresidents.

Our second definition of nursing home use (at least
two BETOS codes in the Medicare carrier file for
nursing home encounters, separated by at least 90
days) distinguished a population likely to be nursing
home residents. This is confirmed by the high percent-
age Medicaid receipt, high numbers of primary care
visits, high proportion of nursing home deaths, and
lower overall costs. When we stratified the population
with this definition of nursing home use, we found no
gender differences among either nursing home resi-
dents or nonresidents. Thus, the gender differences
we observed seem to be principally driven by the fact
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that far more women are nursing home residents, who
(be they male or female) have lower hospital utilization
and costs and more primary care visits than nonresi-
dents. Our findings illustrate Simpson’s paradox, in
that relationships among utilization, cost, and primary
care visits that seemed to differ by gender, disappear
when beneficiaries were disaggregated by nursing
home status. Although examples of Simpson’s para-
dox have been described in clinical data (Charig,
Webb, Payne, & Wickham, 1986) and meta-analyses
(Cates, 2002), to our knowledge this is the first example
of Simpson’s paradox reported in Medicare data.

The difference between nursing home residents and
nonresidents for both hospital utilization and costs
was noteworthy. Nursing home residents had signifi-
cantly more primary care visits than nonresidents,
likely because Medicare nursing home regulations
require at least one primary care visit every one or
two months (Medicare Claims Processing Manual,
N.D.). It is possible that regular primary care visits
for nursing home residents may prevent hospitaliza-
tion by better management of chronic conditions. In
addition to using less specialty care, doctors who
specialize in nursing home care may be better situated
to implement directives that avoid hospitalization.
Even when stratified by nursing home use, men re-
ceived a higher proportion of their care by specialists
compared with women.

The study has several limitations. Although we mea-
sured the quantity of primary care by counting visits to
a primary care physician, we did not count other forms
of primary care such as nurse visits, telephone consul-
tations, or primary care provided by specialists. If there
was a differential receipt of these services between
men and women, these services could also be con-
founders when comparing genders in the receipt of
primary care. Medicare claims data provide little to
no information on the quality of primary care pro-
vided, the nature of clinician–patient interactions, ben-
eficiary preferences, and the appropriateness of clinical
treatment. Our findings do not address non-Medicare
costs, such as for home health aides and nursing
home residence, which can be considerable, and may
not generalize to Medicare beneficiaries in managed
care plans or to those without optional Medicare Part
B (ambulatory care) coverage.
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The decedent follow-back method that we used has
been criticized for studying health care utilization
before death (Bach, Schrag, & Begg, 2004). However,
unlike Bach et al.’s study of cancer patients, 80% of
our subjects did not die of cancer, meaning that there
was likely not a well-defined moment at which such
patients enter into a cohort with the expectation of
a steady trajectory toward death (Lunney, Lynn,
Foley, Lipson, & Guralnik, 2003). Most of our subjects
have a vacillating trajectory of generally declining
functional status resulting from chronic diseases
such as heart failure and diabetes. So, although the
prospective cohort approach may be more fruitful
than the follow-back method for cancer patients, it
is less clear how it might usefully be applied to
a general population of elderly patients, with highly
variable survival expectations.

In conclusion, when using Medicare data to examine
gender-specific differences in health care utilization,
it is important to account for nursing home use based
on nursing home residence to avoid erroneous
conclusions. Nursing home residence is highly con-
founded by gender because nursing home residents
are predominantly female (Spillman, Liu, & McGil-
liard, 2002). We found that Medicare’s MedPAR data
does not identify nursing home residents, which can
confound the interpretation of gender differences,
even when studying only MedPAR (hospital or SNF)
outcomes. However, we have shown how the potential
confounding can be solved by using Medicare carrier
file data, as described in this paper.
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Extensive efforts have been aimed at understanding the genetic

underpinnings of complex diseases that affect humans. Numer-

ous genome-wide association studies have assessed the associa-

tion of genes with human disease, including the Framingham

Heart Study (FHS), which genotyped 550,000 SNPs in 9,000

participants. The success of such efforts requires high rates of

consent by participants, which is dependent on ethical oversight,

communications, and trust between research participants and

investigators. To study this we calculated percentages of partic-

ipants who consented to collection of DNA and to various uses of

their genetic information in two FHS cohorts between 2002 and

2009. The data included rates of consent for providing a DNA

sample, creating an immortalized cell line, conducting research

on various genetic conditions including those that might be

considered sensitive, and for notifying participants of clinically

significant genetic findings were above 95%. Only with regard to

granting permission to share DNA or genetic findings with for-

profit companies was the consent rate below 95%. We concluded

that the FHS has maintained high rates of retention and consent

for genetic research that has provided the scientific freedom to

establish collaborations and address a broad range of research

questions. We speculate that our high rates of consent have been

achieved by establishing frequent and open communications

with participants that highlight extensive oversight procedures.

Our approach to maintaining high consent rates via ethical

oversight of genetic research and communication with study

participants is summarized in this report and should be of

help to other studies engaged in similar types of research.
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INTRODUCTION

Since the beginning of the twentieth century, advances in the

prevention and treatment of infectious diseases have led to a

steady increase in childhood survival and in life expectancy.

Today with people in developed and developing countries living

longer, we have entered an era in which the greatest threats to

global health are heart disease, cancer, stroke, and other adult

chronic diseases. Most of these diseases are believed to be the

result of interactions between genetic factors and environmental

exposures. Extensive efforts are underway to understand the

genetic underpinnings of complex diseases that affect the

lifespan and quality of life of humans. Marked advances in

technology, however, have ushered in new challenges to the appro-

priate use of genetic science to promote improvements in public

health.

Genome-wide association methods have been applied selectively

to individual diseases. Numerous genome-wide association studies

of 100,000 to 1,000,000 or more single nucleotide polymorphisms

(SNPs) are now underway in a range of sample sizes from a few

hundred to up to tens of thousands of people to assess the

association of common genetic variants with human diseases.

Numerous novel genetic associations have recently been reported

for scores of traits and diseases, including some that hitherto

were resistant to genetic discoveries (http://www.genome.gov/

gwastudies/).

The Framingham Heart Study is a prospective epidemiology

project that began recruiting participants in 1948 [Dawber et al.,

1951]. In recent years, study investigators have collected DNA

samples and have prepared immortalized cell lines—to establish

and maintain a renewable DNA resource—in study participants

from three generations within families. Because of its wealth of data,

multigenerational structure, and extensive DNA resources, the

Framingham Heart Study is an attractive research setting

for genome-wide association studies (GWAS). The National

Heart, Lung, and Blood Institute initiated a GWAS in the Framing-

ham Heart Study. This new project, the SNP Health Associa-

tion Resource (SHARe), genotyped approximately 550,000

SNPs in over 9,000 study participants (approximately 5 billion

genotypes) (http://public.nhlbi.nih.gov/GeneticsGenomics/home/

share.aspx). This detailed characterization of common human

genetic variation across the entire genome has helped pinpoint

common genetic signatures of disease and thereby identified

new pathways related to health and disease [Dehghan et al.,

2008; K€ottgen et al., 2009; Levy et al., 2009]. The success of this

effort is dependent on high rates of consent by study participa-

tion for collection of biosamples and for the conduct of genetic

research. High rates of consent are closely linked to the implemen-

tation of procedures for ethical oversight of genetic research,

informed consent, access to data by outside investigators and

for-profit companies, protection of privacy and confidentiality,

and participant notification of genetic results. Left unaddressed,

participants’ concerns about the oversight of genetic research could

impact rates of participation in the study. Accordingly, for this

investigation, we calculated the rates of participant consent

from 2002 to 2009 to various uses of their DNA and genetic

information.

MATERIALS AND METHODS

Description of the Framingham Heart Study
In 1948, the Framingham Heart Study, under the auspices of the US

Public Health Service, embarked on a prospective population-

based study [Dawber et al., 1951]. A central objective of the study

was to identify factors that contribute to cardiovascular disease by

following its development over a long period of time in a large group

of community residents who were extensively evaluated. The

researchers recruited an original cohort of 5,209 men and women

between the ages of 28 and 62, including 1,644 spouse pairs, from

the town of Framingham, Massachusetts, and began the first round

of physical examinations, lifestyle interviews and laboratory tests

that they would later analyze for common patterns related to

cardiovascular disease development [Dawber et al., 1951]. Since

1948, the original cohort participants have continued to return to

the study every 2 years for a detailed medical history, physical

examination, and laboratory tests. In 1971 the study, with the

formal involvement of Boston University, began the enrollment

of a second-generation cohort consisting of 3,548 children of the

original cohort along with 1,576 of their spouses [Feinleib et al.,

1975]. Offspring cohort examinations were similar to those of the

original cohort and were repeated approximately every 4–8 years.

Between 2002 and 2005, 4,095 adults with at least one parent in the

offspring cohort enrolled in the third generation cohort and

underwent a clinic examination [Splansky et al., 2007]. The second

examination of that cohort began in 2008.

Consent for Genetic Research
At the start of the clinic visit, study participants provide written

informed consent as part of a process that is administered by clinic

staff trained to answer questions and seek a senior investigator to

address participant questions they cannot answer. For the initial

visit of the third generation cohort (2002–2005), separate check

boxes were created to obtain consent (or refusal) for DNA extrac-

tion and sharing of DNA and genetic data with researchers, cell line

creation, and access to DNA and data by for-profit companies

(http://www.framinghamheartstudy.org/research/pdfs/consent/

gen3_exam1_consent.pdf). The consent process and the consent

document have evolved in response to ongoing discussion with

ethicists and study participants. Additional check boxes were

included in the offspring cohort Examination 8 consent document

(2005–2008) to determine participants’ preferences for the use

of their data for specific research areas, including some that

might be viewed as sensitive or not part of the historic core mission

of the Framingham Heart Study (e.g., reproductive health, mental

health and alcohol use) (http://www.framinghamheartstudy.

org/research/pdfs/consent/exam8_offsite_consent.pdf). The third

generation cohort’s second examination consent form (in use since

2008) similarly includes a check box regarding the conduct of

studies of potentially sensitive areas of research, as described above

(http://www.framinghamheartstudy.org/research/pdfs/consent/gen3_

exam2_consent.pdf). In both cohorts, permission was also expli-

citly obtained to notify participants (and with their permission, a

designated personal physician) about the results of genetic tests that

have important health and treatment implications. The notification
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procedures are under development. Participant notification of

genetic results will occur only when prespecified criteria are met:

a genetic result has established analytic validity, the genetic variant

poses significant and replicable risk for an important health condi-

tion, and proven therapeutic or preventive interventions exist for

that condition [Bookman et al., 2006]. After initial consent was

obtained to collect a cell line, the question was not repeated on

subsequent consent forms. Similarly, when consent has been pre-

viously provided, questions are often removed from subsequent

forms, in order to avoid unnecessary length and complexity.

For both cohorts, the right to withdraw from the study at any

time is stated explicitly. It is important to note, however, that

data sets have been created and distributed for public use

(www.nhlbi.nih.gov/resources/deca/datasets_obv.htm). After they

have been distributed we cannot go back and destroy data on

participants who have withdrawn consent. We can only do so

prospectively, by deleting their data from subsequent data sets. In

addition, there has been continuous tracking of the level of per-

mission for use of DNA samples and genetic research, especially

protecting participants who have not been able to return for a recent

examination. An annually updated database has been developed to

track the most recent consent document provisions given by each

participant as well as withdrawals of consent. The informed consent

documents were reviewed and approved by the Institutional Review

Board of Boston University Medical Campus. Based on our

most recently updated consent information, we have recorded the

consent preferences for each of the consent provisions at each

examination and calculated the percentage of participants who

consented to each provision.

RESULTS

Preferences About Participation in
Genetic Research
Tables I–III summarize the number (and percent) of offspring and

third generation cohort participants who granted or refused per-

mission for each of multiple informed consent preference fields.

This analysis is based on 2,980 offspring cohort participants, who

attended their eighth clinic examination from 2005 to 2008, 4,095

TABLE I. Consent for Various Uses of DNA and Data in the Offspring Cohort (2005–2008)

Check box Answer Participants consented (%)
I agree to participate in the Framingham Heart Study examinations described above to study the

frequency of and factors contributing to heart and blood vessel diseases, lung and blood
diseases, stroke, memory loss, and other diseases and health conditions

Yes 2,980 (100)

No 0 (0)

I agree to provide a blood sample from which DNA and other components can be extracted.
The DNA will be made available to researchers studying the diseases listed above

Yes 2,891 (99.9)
No 3 (0.1)

If a cell line has not already been collected, I agree to allow a cell line to be made from a
sample of my blood to provide a renewable supply of DNA. (A cell line is a frozen sample of
specially processed white cells from your blood that allows us to grow more white cells and
get more DNA from them in the future as needed for research projects.)

Yes 2,969 (99.7)

No 10 (0.3)

I agree to participate in the genetic studies of factors contributing to heart and blood vessel
diseases, lung and blood diseases, stroke, and memory loss

Yes 2,978 (99.9)
No 2 (0.1)

I agree to participate in genetic studies of other diseases and health conditions including
but not limited to joint disease, bone loss, and cancer

Yes 2,974 (99.8)
No 5 (0.2)

I agree to participate in genetic studies of reproductive conditions and mental health conditions
such as alcohol use and depressive symptoms

Yes 2,970 (99.7)
No 10 (0.3)

I agree to allow researchers from private companies to have access to my DNA and genetic
data which may be used to develop diagnostic lab tests or pharmaceutical therapies that could
benefit many people. (Note: You or your heirs will not benefit financially from this, nor will your
DNA be sold to anyone.)

Yes 2,739 (91.9)

No 240 (8.1)

If a genetic condition is identified that may have potentially important health and treatment
implications for me, I agree to allow the Framingham Heart Study to notify me and with my
permission to notify my physician

Yes 2,964 (99.5)

No 16 (0.5)

Differences between the 2980 eligible individuals and the sum of responses for any check box reflect missing values.
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third generation cohort participants who attended their baseline

clinic visit in 2002–2005, and 1,141 third generation cohort par-

ticipants who attended their second clinic examination, which

began in 2008 and is ongoing. Data from the two third generation

cohort examination cycles were analyzed separately due to slightly

different consent forms. More than 99% of participants attending

the examination affirmatively selected check boxes for participation

in the clinical examination and genetic studies, extraction of DNA

and sharing of DNA with researchers, creation of a cell line for

generating renewable DNA resource, use of genetic information for

other purposes, including research that might be regarded as

sensitive, and notification of genetic findings with health impli-

cations that might be discovered as a result of research. A total of

240 offspring participants and 17 third generation participants

(8.1% and 1.5% respectively) did not permit sharing their DNA or

genetic data with private companies. Data from the first generation

TABLE II. Differences between the 4095 eligible individuals and the sum of responses for any check box reflect missing values.

Check box Answer Participants consented (%)
I agree to participate in the physical examination and genetic studies of factors contributing to

heart and blood vessel diseases, lung and blood diseases, stroke, memory loss, joint disease,
bone loss, deafness, cancer, and other major diseases and health conditions

Yes 4,095 (100)

No 0 (0)

I agree to provide a blood sample from which DNA and other components can be extracted.
The DNA will be made available to researchers studying the diseases listed above

Yes 4,092 (99.9)
No 3 (0.1)

I agree to allow the creation of a cell line from my blood sample to provide a renewable supply
of DNA. (A cell line is a frozen sample of specially processed white cells from your blood that
allows us to grow more white cells and get more DNA from them in the future as needed for
research projects.)

Yes 4,082 (99.7)

No 12 (0.3)

I agree to allow researchers from private companies to have access to my DNA and genetic data
which may be used to develop diagnostic lab tests or pharmaceutical therapies that could
benefit many people. (Note: You or your heirs will not benefit financially from this, nor will
your DNA be sold to anyone.)

Yes 4,000 (98.0)

No 95 (2.0)

Differences between the 4095 eligible individuals and the sum of responses for any check box reflect missing values.

TABLE III. Consent for Various Uses of DNA and Data in the Third Generation Cohort Exam 2 (2008–2010)*

Check box Answer Participants consented (%)
I agree to participate in the FHS clinic examination and studies of the factors contributing to

heart and blood vessel diseases, lung and blood diseases, stroke, memory loss, cancer,
and other major diseases and health conditions

Yes 1,141 (100)

No 0 (0)

I agree to provide a blood sample from which genetic material (DNA and other components)
can be obtained. I agree to allow my data and blood samples to be used in the genetic
studies of factors contributing to heart and blood vessel diseases, lung and blood diseases,
stroke, memory loss, cancer, and other diseases and health conditions

Yes 1,140 (99.9)

No 1 (0.1)

I agree to allow my data and blood samples to be used in genetic studies of reproductive
conditions, and mental health conditions such as alcohol use and depressive symptoms

Yes 1,141 (100)
No 0 (0)

I agree to allow researchers from commercial companies to have access to my DNA and genetic
data which may be used to develop new lab tests or treatments that could benefit many
people. (You or your heirs will not benefit financially from this, nor will your DNA be
sold to anyone.)

Yes 1,123 (98.5)

No 17 (1.5)

If a genetic condition is identified that may have important health and treatment implications
for me, I agree to allow the FHS to notify me, and then with my permission to notify
my physician

Yes 1,134 (100)

No 0 (0)

Differences between the 1141 eligible individuals and the sum of responses for any check box reflect missing values.
aExam cycle is still underway.
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cohort was not obtained contemporaneously, so it was not analyzed

for this study. However, they provided nearly universal approval at

the last examination at which consent for DNA and genetic research

were sought.

As of March 31, 2009 two individuals in the third generation

cohort have withdrawn consent to participate in future clinic visits

but maintained permission to use their previously collected data

and DNA samples. Nine offspring cohort participants withdrew

participation in further clinic examinations after examination

cycle 7, which took place between 1998 and 2000. Two offspring

participants withdrew consent to use their DNA. No offspring

cohort participants have withdrawn after attending their eighth

examination cycle (2005–2008).

DISCUSSION

This report found that more than 99% of offspring cohort partic-

ipants at their eighth clinic examination and third generation

cohort participants attending their first and second examination

granted permission for DNA extraction and the creation of cell lines

for genetic research. This is considerably higher than the 85% of

participants in the National Health and Nutrition Examination

Surveys who consented to genetic research in 2000 [McQuillan

et al., 2003]. In telephone interviews of 489 randomly selected

people from Pennsylvania, 25% said they would not be willing to

participate in medical research and 29% indicated uncertainty

about participation [Trauth et al., 2000]. The Multiethnic Study

of Atherosclerosis recently reported its rates of consent for genetic

research and, in that study, full consent was granted by 79% of

participants [Green et al., 2006]. The higher rates of consent for

genetic research in Framingham Heart Study participants may be

due in part to the nearly 60 years legacy of the program and the

family-based design of the offspring and third generation cohorts.

Before they arrived in clinic for their baseline examinations, eligible

participants were aware of the history of the Framingham Heart

Study from local media coverage and from their family members.

The study’s focus on familial patterns of disease and the genetic aims

of the study were described in recruitment materials. Thus, it is

possible that eligible participants who strongly objected to genetic

research declined study participation and their objections to con-

sent for genetic research are not reflected in our data.

It is our belief, however, that our participants’ high consent rates

are also due in large part to our ongoing efforts to maintain

communications with participants and to keep them informed

about research activities and procedures including ethical over-

sight. We assert that the steps we have taken are vital to fostering the

trust that is essential to maintain high rates of participation and

retention in a prospective study. Beskow and Dean [2008] con-

ducted a survey that confirmed our proposed explanation for the

Framingham Heart Study’s high rates of consent and retention. It

was determined through communication with potential research

subjects that when investigators take steps to protect participants’

privacy and confidentiality and keep them updated and informed,

participants develop increasing trust for the research institution;

these steps in turn favorably affect rates of consent.

The sole area with more than nominal unwillingness of Framing-

ham participants to grant consent was for sharing of DNA and

genetic data with private companies. Active restrictions to private

sector access to data or DNA by Framingham Heart Study offspring

cohort participants occurred in 2000–2001 when considerable

publicity about a for-profit company’s attempt to sell Framingham

Heart Study data resulted in participant concerns about such efforts

[Ready, 2001]. That private venture did not move forward, in large

part because of inconsistency with informed consent provisions.

It is clear from our close interactions with participants that they

enrolled in the Framingham Heart Study and continue to attend

periodic clinic visits out of a strong desire to contribute to a

scientific effort to improve public health. Sharing data and DNA

with the outside research community is critical to maximizing the

scientific knowledge gained from participation in the study. There

remains inherent tension, however, between measures to maximize

sharing of data and DNA with the outside research community to

promote scientific discovery and restrictive measures to protect

participants’ privacy and confidentiality. Acknowledging this bal-

ance, we have developed procedures to achieve both aims, but

recognize that they will evolve over time. Several of these procedures

are described below. For example, we distribute datasets free of

charge via the National Heart, Lung, and Blood Institute (http://

www.nhlbi.nih.gov/resources/deca/directry.htm), and distribute

genetic and phenotypic data at no charge via dbGAP (http://

www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/study.cgi?study_id¼
phs000007.v6.p3). Simultaneously, we protect privacy by removing

identifiers, requiring IRB approval, and executed data distribution

agreements for investigators requesting DNA and databases.

Despite the belief of some scientists and ethicists that identifiable

DNA should not be used for any research purpose other than that

specifically stated in the consent document [McGuire and Gibbs,

2006], such restrictions of scientific use would have a chilling effect

on discovery, because many questions that can be addressed in the

long term using banked specimens are not apparent at the time

of study inception. Recently, Kaye et al. [2009] described the

importance of data sharing in genomics and the challenges that

researchers face in maintaining the highest ethical standards and

participant/donor privacy when they share their data with other

investigators. They provided several recommendations including

specific oversight of data sharing by a committee other than an

Institutional Review Board and accurate and complete consent

forms that cover all possible uses of DNA at recipient institutions

without overwhelming participants. Framingham has been taking

steps towards these ends for several years.

In 2003 a panel of medical ethicists convened by the Framingham

Heart Study recommended that the study establish an ethics

advisory board to make recommendations on ethics issues as they

arise, and that, ‘‘the board include study participants as well as local

clergy, physicians, genetic counselors and an ethicist.’’ In response,

we sent a newsletter to all study participants summarizing the

panel recommendations and announcing plans to form an

ethics advisory board with participant membership (http://www.

framinghamheartstudy.org/participants/newsletters/spring2004.

pdf). In early 2004 the Framingham Heart Study Executive Com-

mittee established the Framingham Ethics Advisory Board, chaired

by a medical ethicist (GK), and comprised of a genetic counselor,

two attorneys, two physicians and a clergyman from the commu-

nity, as well as several Framingham Heart Study participants
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representing each of the study cohorts. The Board has met approx-

imately four times per year and the Framingham Heart Study has

published its recommendations in newsletters sent to participants.

Our approach is consistent with that of the Marshfield Clinic

Personalized Medicine Research Project, which initiated conver-

sations with participant focus groups, and formed an advisory

board to improve communication and dialogue with study

participants [McCarty et al., 2008].

The topic of large-scale genetics research studies, including a

genome-wide association study, was discussed at several Ethics

Advisory Board meetings. Participants have been regularly in-

formed via newsletters about the rationale for and conduct of a

number of genetic research projects. In November 2005, as more

details about a potential genome-wide association study

became known, the Ethics Advisory Board expressed its approval

in concept for such a project and recommended convening a focus

group of study participants to review the study aims and obtain

feedback. Such a meeting was held in December 2005 and a list of

general questions was generated by the study participants (see

supporting information which may be found in the online version

of this article). These were assembled with answers and included

in the February 2006 newsletter to all study participants along

with a general article about genome-wide association studies

(http://www.framinghamheartstudy.org/participants/newsletters/

winter2006.pdf). The questions raised by participants related to

communicating study plans, protections of privacy and confidenti-

ality, informing participants about genetic results, withdrawal of

consent, sharing data with the scientific community, and commer-

cial access to data and DNA. Timed to coincide with a national press

release (http://www.nhlbi.nih.gov/new/press/06-02-06.htm), the

February 2006 Framingham Heart Study newsletter also included

a letter from the director of the National Heart, Lung, and Blood

Institute describing plans to pursue a genome-wide association

study in the three Framingham Heart Study cohorts in a manner

consistent with participants’ preferences. In addition, Framingham

staff received educational session on the same topics.

Already in existence at this time was a system by which Framing-

ham Heart Study participants’ DNA and genetic or non-genetic

data are distributed free of charge to outside investigators with

several safeguards to protect privacy and confidentiality: (1) the

investigator must submit and receive approval of a DNA applica-

tion (http://www.framinghamheartstudy.org/univapp/index.php),

which is reviewed by a DNA Committee composed of four members

including a chairperson with no scientific relation to the Framing-

ham Heart Study, (2) the investigator must obtain project approval

from the applicant’s Institutional Review Board and, (3) the

investigator and host institution must execute a Data and Materials

Distribution Agreement (http://www.framinghamheartstudy.org/

research/proposal.html) with the National Heart, Lung, and Blood

Institute and Boston University. The distribution agreement pro-

hibits investigators from redistributing data or DNA to any third

party and it prohibits any attempt to identify participants. After

these three conditions are met, DNA and data are distributed to the

investigator with a new and unique set of random identifiers.

Although DNA for distribution is stripped of participants

name and other identifying information (to prevent outright

identification), it is not completely ‘‘de-identified.’’ In other words,

it is theoretically possible for participants to be linked to their DNA,

but attempting to do so violates the Distribution Agreement.

Similarly, once genome-wide association study planning was

underway, we began to develop a set of procedures to provide broad

data sharing while maintaining the security of participant data. To

address these needs, we deposited our genotype and phenotype data

in dbGaP, a secure online data-sharing repository that grants

investigators access to genotype and phenotype data with various

safeguards (http://www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/

study. cgi?study_id¼phs000007.v1.p1). In order to protect the

confidentiality and privacy of participant data that are stored in

dbGaP a Data Access Committee (DAC) was formed. In order to

access genetic and phenotypic data, investigators must submit a

Data Use Certification (DUC) application, in which they agree to

abide by dbGaP rules not to share participants’ information with

third parties or make any attempt to identify participants. This

application is then reviewed by the DAC, which reserves the right to

terminate access upon breach of dbGaP policy. Institutional Review

Board approval from the investigators’ institution is also required

for access to Framingham dbGaP data.

From our discussions with Framingham Heart Study parti-

cipants about genetic research, we have learned that key among

their concerns are (a) the need for protections of privacy and

confidentiality, (b) a desire that data and biological specimens be

shared at no cost with the scientific community to maximize

discoveries and improve public health, and (c) a need to honor

restrictions of access to DNA and data by for-profit companies.

These concerns, however, are likely to be universal and not exclusive

to the Framingham Heart Study. Similar concerns about genetic

research emerged in the deCODE genetics study in Iceland, includ-

ing opposition by the Icelandic Medical Association [Annas, 2000].

Icelandic dissent centered on protections of privacy, for-profit use

of DNA and data, lack of voluntary participation, restricted access

to the data by the scientific community and inclusion of medical

records in a for-profit database without specific individual consent.

In addition, similar concerns were expressed by residents of

British Columbia participating in a study of the public’s attitudes

towards informed consent in genetic research. Participants

were most concerned with balancing their own confidentiality

and privacy with ensuring that their DNA and data be

available for useful research to promote the public good [Secko

et al., 2009].

Whereas characterization of genetic variation across the human

genome is now technically feasible and in widespread use, large-

scale genetic studies must be carried out in a manner consistent with

the preferences expressed by study participants in the informed

consent process. This report describes the procedures implemented

for ethical oversight of genetic research in the Framingham Heart

Study, including the informed consent process, access to data by

outside investigators and for-profit companies, and protections of

privacy and confidentiality. We are engaged in ongoing commu-

nications with study participants to inform them about the goals of

our genetic research program and seek their comments and con-

cerns. Importantly, we established an Ethics Advisory Board that

includes Framingham Heart Study participants to review genetic

research and ensure its consistency with their consent and their

wishes.
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Moreover, given the myriad of questions that can be addressed

via genetic studies, the Framingham Heart Study specifies multiple

general areas of use in our current informed consent document

(Tables I–III), while not specifying hundreds of potential areas of

scientific inquiry. This practice educates our participants about the

potential areas of research without overwhelming them with each

and every conceivable possibility. Caulfield et al. [2008] recom-

mended that whenever genome-wide association studies are con-

ducted, participants should have the ability to withdraw consent at

any time should they change their mind. The Framingham

Heart Study has consistently notified participants of their right to

withdraw consent for future distribution of any sample they have

donated and has made a concerted effort to keep each participant’s

consent information up to date. The number of withdrawals of

consent among Framingham Heart Study participants has been

very low.

The Framingham Heart Study has succeeded in obtaining high

rates of consent for genetic research and has taken multiple steps

outlined above to implement ethical oversight of the large-scale

genetic research that it is currently conducting. Lessons from the

Framingham experience described in this report should be consid-

ered by other studies engaged in human subjects’ research to assist

in the development of procedures to ensure ethical oversight of

genetic research in a manner consistent with participants’ pre-

ferences. By developing detailed consent procedures and the ability

to track decisions, means for communicating study plans with

participants, and participant involvement in ethical oversight of

genetic research, we have been able to maximize rates of participa-

tion in and consent for research, and we are hopeful that this pattern

will be continued in the future.
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Abstract: This study examined characteristics associated with prescription drug use disorder (PDUD)

in primary-care patients with chronic pain from a cross-sectional survey conducted at an urban aca-

demically affiliated safety-net hospital. Participants were 18 to 60 years old, had pain for >3 months,

took prescription or nonprescription analgesics, and spoke English. Measurements included the Com-

posite International Diagnostic Interview (PDUD, other substance use disorders (SUD), Posttraumatic

Stress Disorder [PTSD]); Graded Chronic Pain Scale, smoking status; family history of SUD; and time

spent in jail. Of 597 patients (41% male, 61% black, mean age 46 years), 110 (18.4%) had PDUD of

whom 99 (90%) had another SUD. In adjusted analyses, those with PDUD were more likely than those

without any current or past SUD to report jail time (OR 5.1, 95% CI 2.8–9.3), family history of SUD (OR

3.4, 1.9-6), greater pain-related limitations (OR 3.8, 1.2-11.7), cigarette smoking (OR 3.6, 2–6.2), or to

be white (OR 3.2, 1.7–6), male (OR 1.9, 1.1–3.5) or have PTSD (OR 1.9, 1.1–3.4). PDUD appears in-

creased among those with easily identifiable characteristics. The challenge is to determine who,

among those with risk factors, can avoid, with proper management, developing the increasingly com-

mon diagnosis of PDUD.

Perspective: This article examines risk factors for prescription drug use disorder (PDUD) among

a sample of primary-care patients with chronic pain at an urban, academic, safety-net hospital.

The findings may help clinicians identify those most at risk for developing PDUD when developing

appropriate treatment plans.

ª 2010 by the American Pain Society

Key words: Primary care, substance abuse, pain.
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hronic noncancer pain affects one-fifth of primary-
care patients.23 One pain treatment is opioid anal-
gesic medication, which has been increasingly
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prescribed over the last decade28,39,59 despite contro-
versy about effectiveness.20,36 Notwithstanding ques-
tions of efficacy, one risk to prescribing these
medications is the potential of opioid addiction.26,36,57

The increase in prescribing has co-occurred with in-
creasing misuse and abuse. This phenomenon ranges
from misuse (nonmedical use, or for reasons other than
prescribed) to the prescription drug use disorders
(PDUDs) defined as abuse (misuse with consequences)
or dependence (abuse with withdrawal or tolerance
and/or uncontrolled use).4 Rates of opioid misuse have
increased since the 1990s, when lifetime misuse of pain
relievers was less than 10%.53 The 2007 National Survey
1047

mailto:jane.liebschutz@bmc.org
http://www.sciencedirect.com


1048 The Journal of Pain Prescription Drug Use Disorder in Primary Care
on Drug Use and Health (NSDUH) found that, among
people over the age of 12, lifetime misuse of pain re-
lievers increased to 13.3%. While 18.1% of the misused
opioid analgesic medication came from legitimate physi-
cian prescriptions, 81% came from a friend or relative
who was originally prescribed the medication by a physi-
cian.16 Consequently, law enforcement efforts to stop
opioid diversion have extended to physicians prescribing
opioids for pain, adding fear of legal prosecution to pro-
vider concerns.47 A further correlate of an increase in
prescribing of opioids has been an increase in overdose,
both intentional and unintentional.21,40

In this atmosphere, physicians report discomfort when
prescribing opioid analgesics,2,42,52 with particular con-
cerns over the potential addiction risks and legal implica-
tions.6,44,45,52 When patients have a known substance
use disorder (SUD), physician discomfort about prescrib-
ing opioid analgesics increases, primarily due to suspi-
cions that patient medication requests are motivated
by addiction rather than pain.37 Given these concerns
about prescribing opioids, it would be useful to identify
patient characteristics that are associated with prescrip-
tion drug use disorder (PDUD).

Past research on the prevalence of and risk factors for
PDUD among primary-care patients with chronic pain is
limited by a number of factors: focus on a population re-
ferred for specialized pain treatment or who had been
successfully maintained on more than 6 months of opi-
oid therapy; diagnostic measures that have not been
validated; or administrative databases. Ives et al26 re-
ported that 32% of patients referred to a primary-
care-based chronic-pain disease management program
were misusing opioids, similar to other studies.10,43

Racial and ethnic minorities were a small fraction of
patients studied.

Among patients treated with opioid analgesics risk
factors for opioid misuse include SUDs,26,34,38,43,56 family
history of SUDs,34,38 cigarette smoking,10,38 legal prob-
lems,26,38 younger age,19,34,36,43 and higher doses of opi-
oid medication.38 Evidence of psychiatric comorbidity
and higher pain severity were associated with opioid mis-
use in some studies,19,34-36,38,56 but not others.26

Other studies have examined the risks for all substance
use disorders for patients on opioids.19 While national
surveys have found that persons with PDUD often have
overlapping polysubstance use disorders,11,13,49,50 clini-
cal samples have not examined how patients with
PDUD may be similar or different from those with SUDs
other than PDUD.

We therefore conducted a study to examine the clinical
characteristics of individuals with lifetime PDUD, using
validated measures among a population of primary-
care patients with chronic pain drawn from an urban
safety-net hospital setting. We also explored whether
those with PDUD differ from those with SUDs other
than PDUD. We hypothesized that factors similar to those
identified in prior clinical studies of referral pain patients
as well as epidemiological surveys would be present in an
urban, minority sample. If clinicians are aware of relevant
risk factors for PDUD in this population, they may be able
to provide more informed clinical care.
Methods

Study Design
This was a cross-sectional study of primary-care pa-

tients with chronic pain, designed to examine character-
istics of those with PDUD. Participants were recruited
from waiting rooms of an academic, urban, safety-net7

hospital primary-care practice that has 80,000 visits and
32,000 unique patients annually. Eligible patients were
18 to 60 years of age, spoke English, reported pain of 3
months or more, reported use of any analgesic medica-
tion (over-the-counter or prescription in the prior
month), and had a scheduled primary-care appointment.
Interviewers included both bachelor- and master-level
research assistants, each trained for 2 weeks with ongo-
ing quality control and principal-investigator supervi-
sion. Interviewers approached patients in primary-care
waiting rooms per a predetermined pattern based on lo-
cation in the waiting rooms and asked potential partici-
pants if they were interested in participating in a study
on pain and health and to complete written screening
questions. Eligible patients were told that the study in-
terview would include questions about pain history, feel-
ing sad or nervous, being hurt by someone, and using
health care services. Informed consent was administered
to eligible patients. Interviews lasted 45 to 90 minutes
and participants were compensated $10. Recruitment oc-
curred between February 2005 and August 2006. The
Boston University Medical Center Institutional Review
Board approved the study and Certificate of Confidenti-
ality was obtained from the National Institutes of Health.

Participants
Of the 2,194 patients who answered the screening

questions, 822 (37.4%) were eligible for the study, of
whom 620 (75.4%) agreed to participate. Twenty-three
participants did not complete enough of the interview
due to time constraints including the SUD and PDUD as-
sessment, and were excluded, leaving a sample of 597.
When comparing those who enrolled with those who de-
clined, enrollees were more likely to be black (61% vs
54.9%, P = .04), less likely to take over-the-counter pain
medication (66.4% vs 78.5%, P < .001), and more likely
to take opioid pain medication (41% vs 29.7%, P = .002).

Key Variables
Unless otherwise noted, all variables were obtained

from subject interview.

Dependent Variables

Prescription Drug Use Disorder (PDUD) was defined as
meeting DSM-IV criteria for lifetime sedative and/or opi-
oid analgesic prescription drug abuse or dependence as
measured by the Composite International Diagnostic
Interview (CIDI) v.2.1 module on Drug Disorders.4,58

Sedative was explicitly described, and included benzodi-
azepines and barbituates. Criteria for abuse included
social, physical or legal consequences from use. The crite-
ria for dependence additionally included compulsive
use, health consequences, and physical dependence
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(ie, tolerance or withdrawal). Physical dependence alone
would not suffice to meet the diagnosis. Participants
with PDUD could also have another SUD.

Other Substance Use Disorder (Other SUD) was defined
as meeting DSM-IV criteria for any lifetime drug (exclud-
ing prescription) abuse or dependence measured using
CIDI v 2.1 module on Drug Disorders, and/or past year al-
cohol dependence measured with the CIDI-short form
(CIDI-SF) for alcohol dependence.58 Current alcohol
abuse and past alcohol use disorders were not measured
as the CIDI-SF was used to reduce respondent time bur-
den. Nicotine dependence was not included among
other SUDs. We coded the mutually exclusive 3-level out-
come variable as PDUD 6 SUD, Other SUD (SUD alone), or
no PDUD or SUD.

Independent Variables

We examined factors that we anticipated would be as-
sociated with PDUD or SUD, based on review of literature
from clinical and epidemiological studies. We prioritized
assessment of variables from a range of potential options
based on strength of association with PDUD and SUD. For
example, we chose to measure 2 major mental health dis-
orders: depression and PTSD. Both are associated with
pain, and PTSD is strongly associated with SUD. Other
anxiety disorders were not measured because of the
overlap with PTSD in a prior study in the same popu-
lation.33A variety of specific violence measures were
included to examine whether the independent
associations with PDUD or SUD would be eliminated
when PTSD or depression were considered. High pain se-
verity and physical health-related quality of life have
been suggested as predictors of PDUD,34 as have prior in-
carceration,26,38 cigarette smoking,10,38 and family his-
tory of SUD.38 The following independent variables
were defined as: 1) sociodemographics including age
(in years), gender, race/ethnicity (black, Hispanic, white,
other), income ($ or <$20,000), employment (unem-
ployed or receiving disability payments vs other), educa-
tion (< high school, high school1), marital status
(partnered, divorced, single), health insurance (Medic-
aid/Medicare vs others, including private and uninsured);
2) pain-related limitations (high vs others) from the
Graded Chronic Pain Scale, a 10-item validated measure
of pain and disability;54 3) posttraumatic stress disorder
(PTSD) diagnosis from the CIDI v. 2.1 PTSD module;58

4) major depression from the Patient Health Question-
naire (PHQ) for Depression, a 9-item validated measure
correlated with past 2-week major depression;30 5) high
adverse childhood experiences (ACE) ($3 vs <3 experi-
ences) as adapted from Felitti;18 (Examples of ACE are
physical abuse, neglect, sexual abuse, parental mental ill-
ness, single-parent household, parental incarceration,
witnessing domestic violence); 6) intimate partner
violence (IPV) —1 or more affirmative responses to ques-
tions adapted from the AddHealth Home Question-
naire;1 7) family history of SUD (single question about
first-degree relatives with alcohol or drug problems); 8)
jail time (single question about having spent time in
jail); 11) SF-12 health-related quality-of-life physical-
and mental-health composite scores;55 10) current
cigarette smoking (taken from the Electronic Medical Re-
cord (EMR) visit closest to the interview date); and 11)
opioid, benzodiazepine or sedative prescription in the
past year (from the EMR).

Analysis
Bivariate analyses examined associations between

3 mutually exclusive groups: 1) lifetime PDUD (with or
without other SUD); 2) lifetime other SUD (not including
PDUD); and 3) no lifetime SUD or PDUD. If significant as-
sociations were found, then pair-wise comparisons were
conducted. A multinomial, multivariable logistic regres-
sion model was then constructed predicting PDUD, other
SUD and no lifetime SUD or PDUD, entering all indepen-
dent variables found to be significant at the P < .05 level
in the bivariate analyses. The results of this model are not
shown here. We also included interaction terms which
we suspected based on independent correlations and
clinical intuition. We tested interactions between every
possible pairing of variables within the 2 groupings:
1) Disability-related (3 pairs tested—insurance status,
employment status, pain limitation); 2) Mental health/vi-
olence exposure (10 pairs tested—depression, SF-12
mental component summary score, PTSD, high-ACE,
IPV-victimization. We then fit a subsequent parsimoni-
ous model which included all the independent predictors
and the single significant interaction (IPV and depres-
sion). We also fit a separate logistic regression model
with the same independent variables comparing only
PDUD to other SUD. We then calculated the number
and percentage of participants with each number of
the variables found significant in the multinomial regres-
sion analysis in 3 mutually exclusive groups; PDUD, other
SUD (ie, without PDUD), and no SUD or PDUD. We also
calculated the sensitivity and specificity of number of
factors for PDUD.
Results
Participant characteristics are shown in Table 1. Over-

all, a majority of the study sample was unemployed or
disabled, poor, nonwhite, and experienced high pain dis-
ability. Forty percent had received an opioid prescription
in the prior year. One hundred and ten (18.4%) met crite-
ria for lifetime PDUD, of whom 99 (90%) had another
SUD, and 61 (55.5%) met the PDUD diagnostic criteria
in the past year. Fifty-five had both lifetime sedative-
and opioid analgesic-use disorders, 44 had opioid anal-
gesic-use disorder only, and 11 had sedative-use disorder
only. Seventy-one percent of those with PDUD reported
addiction to medications not prescribed for them. One
hundred and forty-six (24.5%) had lifetime SUDs other
than PDUD.

Bivariate Comparisons Between PDUD,
Other SUDs and No History of SUDs

Participants with PDUD and other SUDs both had
higher percentages of participants with the following
characteristics compared to participants without
SUD: male gender, Medicaid/Medicare, unemployment/



Table 1. Participant Characteristics, Stratified by Presence or Absence of Prescription Drug Use
Disorder and Substance Use Disorder Diagnoses (n = 597)

PAIRWISE COMPARISON

VARIABLE

GROUP 1
PRESCRIPTION

DRUG USE DISORDER

(PDUD) N = 110
N(%)

GROUP 2
OTHER SUBSTANCE

USE DISORDER*
N = 146

N(%)

GROUP 3
NO SUBSTANCE USE

DISORDER N = 341
N(%)

GLOBAL

P VALUE

GROUP

1 VS. 2
GROUP

1 VS. 3
GROUP

2 VS. 3

Age in Years Mean (SD) 44.4 (9) 46.1 (8.1) 46.1 (10.4) .2

Sex

Male 60 (54.5) 83 (56.9) 104 (30.5) <.0001 .71 <.0001 <.0001

Female 50 (45.5) 63 (43.1) 237 (69.5)

Race

Black 51 (46.4) 90 (62) 222 (65.3) <.0001 .02 <.0001 .12

Hispanic 10 (9.1) 14 (9.7) 35 (10.3)

White 39 (35.4) 27 (18.6) 37 (10.9)

Other 10 (9.1) 14 (9.7) 46 (13.5)

Income

<$20,000 62 (56.4) 89 (61) 214 (62.8) .49

$$20,000 48 (43.6) 57 (39) 127 (37.2)

Employment

Employed 33 (30) 43 (29.5) 160 (46.9) .0001 .92 .002 .0004

Unemployed 77 (70) 103 (70.5) 181 (53.1)

Health Insurance

Medicaid 80 (72.7) 100 (68.5) 183 (53.7) .002 .83 .007 .007

Medicare 6 (5.5) 10 (6.9) 14 (4.1)

Private Insurance 3 (2.7) 4 (2.7) 17 (5)

Uncompensated Care

State Fund

19 (17.3) 31 (21.2) 113 (33.1)

Other 2 (1.8) 1 (.7) 14 (4.1)

Education

<High School 26 (23.6) 46 (31.5) 94 (27.6) .38

$High School 84 (76.4) 100 (68.5) 247 (72.4)

Marital Status

Partnered 23 (20.9) 38 (26) 105 (30.8) .28

Separated/ Divorced/

Widowed

42 (38.2) 46 (31.5) 111 (32.5)

Single 45 (40.9) 62 (42.5) 125 (36.7)

Limiting Pain

Yes 104 (94.5) 136 (93.1) 295 (86.5) .02 .65 .03 .04

No 6 (5.5) 10 (6.9) 46 (13.5)

Lifetime PTSD

Yes 52 (47.3) 67 (45.9) 100 (29.3) .0001 .82 .0006 .0005

No 58 (52.7) 79 (54.1) 241 (70.7)

Current PTSD

Yes 31 (28.2) 33 (22.6) 59 (17.3) .04 .31 .01 .17

No 79 (71.8) 113 (77.4) 282 (82.7)

Depression

Yes 55 (50) 67 (45.9) 127 (37.2) .03 .5 .02 .07

No 55 (50) 79 (54.1) 214 (62.8)

$3 ACE

Yes 70 (63.6) 73 (50) 106 (31.1) <.001 .03 <.0001 <.0001

No 40 (36.4) 73 (50) 235 (68.9)

IPV Victim

Yes 70 (63.6) 86 (58.9) 145 (42.5) <.0001 .44 .0001 .001

No 40 (36.4) 60 (41.1) 196 (57.5)

Family History of SUD

Yes 76 (69.1) 96 (65.8) 114 (33.4) <.0001 .57 <.0001 <.0001

No 34 (30.9) 50 (34.2) 227 (66.6)

Time in Jail

Yes 70 (63.6) 81 (55.5) 52 (15.3) <.0001 .19 <.0001 <.0001

No 40 (36.4) 65 (44.5) 289 (84.7)

1050 The Journal of Pain Prescription Drug Use Disorder in Primary Care



Table 1. Continued

PAIRWISE COMPARISON

VARIABLE

GROUP 1
PRESCRIPTION

DRUG USE DISORDER

(PDUD) N = 110
N(%)

GROUP 2
OTHER SUBSTANCE

USE DISORDER*
N = 146

N(%)

GROUP 3
NO SUBSTANCE USE

DISORDER N = 341
N(%)

GLOBAL

P VALUE

GROUP

1 VS. 2
GROUP

1 VS. 3
GROUP

2 VS. 3

Smoking

Never 24 (23.3) 40 (28.6) 198 (61.5) <.0001 .28 <.0001 <.0001

Previously 8 (7.8) 17 (12.1) 30 (9.3)

Current 71 (68.9) 83 (59.3) 94 (29.2)

Opioid Prescription in the

Past Year

Yes 47 (42.7) 59 (41.8) 132 (39.2) .75

No 63 (57.3) 82 (58.2) 205 (60.8)

Benzodiazepine

Prescription in the

Past Year

Yes 14 (12.7) 18 (12.8) 26 (7.7) .13

No 96 (87.3) 123 (87.2) 311 (92.3)

Hypnotics Prescription in

the Past Year

Yes 7 (6.4) 7 (5) 17 (5) .85

No 103 (93.6) 134 (95) 320 (95)

Pain Duration, years

Mean (SD)

8.7 (8.6) 7.7 (8.3) 8 (9.1) .6

SF-12 Physical Health

Mean (SD)

35.7 (11.1) 36.1 (11.5) 36.9 (11.9) .6

SF-12 Mental Health

Mean (SD)

38.7 (11.5) 40.4 (12.3) 43.9 (12.9) .0001 .03 .0002 .004

Abbreviations: PTSD, Posttraumatic Stress Disorder; ACE, High Adverse Childhood Experiences; IPV, Intimate Partner Violence; SUD, Substance Use Disorder;

SF-12 Physical and Mental Health, Short Form-12 Physical and Mental Health Quality of Life.

*Other Substance Use Disorder includes participants with any substance use disorder, excluding prescription drug use disorder.
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disability, severely limiting pain, PTSD, depression, inti-
mate-partner victimization, family history of SUD, time
spent in jail, and current smoking. Two measures showed
differences between all 3 groups: mean SF-12 mental
health component scores, and $3 ACEs. In both cases,
the PDUD group had worse scores or greater exposures,
respectively, compared to the other SUD group which
in turn was worse than the no-SUD group. The PDUD
group had a higher percent of whites compared to
both other SUD and no SUD. The PDUD group had
a higher percentage with current PTSD compared to
those with no SUD but was not different compared to
those with other SUD. No other factors differed signifi-
cantly between the 3 groups (Table 1).
Independent Associations with PDUD
and Other SUDs

In the first multinomial analysis, the following factors
were found to be significantly associated with PDUD
and/or other SUDs: time spent in jail, current smoking,
family history of SUD, male gender, white race, higher
limiting pain, PTSD, IPV, and depression. The interaction
term between IPV and Depression was also statistically
significant. In the final parsimonious model (which in-
cluded only those 9 factors), time spent in jail, limiting
pain, current smoking, family history of SUD, male gen-
der, and PTSD were associated with a greater odds of
both PDUD and SUD. White race was associated with
PDUD. IPV and no depression, and No IPV with depres-
sion were associated with other SUDs (Table 2). In a logis-
tic regression analysis comparing PDUD with other SUDs,
the only significant association was white race (odds
ratio 2.1, 95% CI 1.8–3.9) (other results not shown).

Table 3 shows the prevalence of PDUD and other SUD
for each number of factors (0 through all 9). All patients
with PDUD had 2 or more risk factors, and no person
without SUD had more than 7 risk factors. The sensitivity
and specificity of these combinations for PDUD are
presented in Table 4.
Discussion
In the primary-care practice of an urban safety-net hos-

pital, 18.4% of patients with chronic pain met criteria for
a PDUD and an additional 24.5% had other SUDs. The
vast majority of participants with PDUD had at least
one co-occurring other SUD, and those with PDUD
were virtually indistinguishable from those with other
SUDs. Seven patient characteristics were independently
associated with PDUD compared to those without
any lifetime SUD: time spent in jail, high degree of



Table 2. Independent Associations With
Prescription Drug Use Disorder and Other
Substance Use Disorder Compared to
Participants With no History of Substance Use
Disorder* (n = 597)

EFFECT

PDUD ODDS

RATIO 95% CI
OTHER SUD
ODDS RATIO 95% CI

Time in Jail 5.11 2.8–9.34 3.82 2.22–6.57

Pain 3.77 1.21–11.72 2.76 1.1–6.91

Smoking 3.57 2.04–6.23 2.69 1.65–4.36

Family History

Substance

Abuse

3.40 1.93–6 3.41 2.08–5.6

White 3.17 1.68–6.01 1.48 .79–2.8

Male 1.94 1.07–3.53 2.37 1.39–4.03

PTSD 1.93 1.09–3.43 1.91 1.14–3.18

IPV and

Depression

1.33 .62–2.87 1.12 .56–2.28

IPV and No

Depression

1.92 .9–4.1 2.38 1.23–4.61

Depression and

No IPV

1.84 .77–4.39 2.81 1.27–5.75

Abbreviations: PDUD, Prescription Drug Use Disorder; SUD, Substance Use

Disorder; IPV, Intimate Partner Violence; PTSD, Posttraumatic Stress Disorder;

CI, confidence interval.

NOTE. Reference group for IPV and depression interaction is the absence of IPV

and depression.

*Multivariable multinomial logistic regression analyses, Pseudo R2 = .42.

Table 4. Sensitivity and Specificity of Number of
Risk Factors* for Prescription Drug Use
Disorder (PDUD) (n = 451)

NUMBER OF RISK FACTORS* SENSITIVITY % SPECIFICITY %

> = 1 (n = 39) 100 <13.5

> = 2 (n = 94) 100 13.5

> = 3 (n = 106) 93.6 37.2

> = 4 (n = 125) 84.5 59.8

> = 5 (n = 81) 70 83.0

> = 6 (n = 80) 57 93.3

> = 7 (n = 48) 28 97.4

> = 8 (n = 15) 6 100

*Risk Factors include: time spent in jail, family history of substance use disorder,

smoking, white race, male gender, lifetime posttraumatic stress disorder, limiting

pain, depression, intimate partner violence.
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pain-related limitations, current smoking, family history
of SUD, white race, male gender, and PTSD. The only dif-
ference between SUD and PDUD was the higher preva-
lence of white race in PDUD.

The finding that PDUD is highly associated with
other SUDs corroborates prior clinical studies which
relied on proxy measures for the determination of
PDUD.15,17,26,38,43,51 Ives et al26 found that prior cocaine
Table 3. Prevalence of Prescription Drug Use
Disorder (PDUD) and Other Substance Use
Disorder Among Primary Care Patients by
Number of Risk Factors* for PDUD and Other
SUD (n = 597)

NUMBER OF RISK

FACTORS*

PRESCRIPTION

DRUG USE

DISORDER

N = 110 N (%)

OTHER

SUBSTANCE

USE DISORDER

N = 146 N (%)

NO SUBSTANCE

USE DISORDER

N = 341 N (%)

0 (n = 9) 0 (0) 0 (0) 9 (100)

1 (n = 39) 0 (0) 2 (5.1) 37 (94.9)

2 (n = 94) 7 (7.5) 6 (6.4) 81 (86.2)

3 (n = 106) 10 (9.4) 19 (17.9) 77 (72.6)

4 (n = 125) 16 (12.8) 30 (24) 79 (63.2)

5 (n = 81) 14 (17.3) 32 (39.5) 35 (43.2)

6 (n = 80) 32 (40) 34 (42.5) 14 (17.5)

7 (n = 48) 24 (50) 15 (31.2) 9 (18.8)

8 (n = 10) 4 (40) 6 (60) 0 (0)

9 (n = 5) 3 (60) 2 (40) 0 (0)

*Risk Factors include: time spent in jail, family history of substance use disorder,

smoking, white race, male gender, lifetime posttraumatic stress disorder, limiting

pain, depression, intimate partner violence.
or alcohol abuse predicted prescription opioid misuse
among patients at a pain management clinic. Studies
which included smoking status as a correlate for PDUD
found a striking association, as did our study. This reflects
the exceptionally high comorbidity of smoking with
alcohol and illicit-drug dependence found in other
studies.38,46

For physicians who prescribe opioid and sedative med-
ications, a critical concern is differentiating individuals
who take medications for the intended therapeutic pur-
poses from those with current, or potentially future, mis-
use and addiction. This cross-sectional study does not
permit a longitudinal analysis of persons prescribed opi-
oid analgesics. However, it does suggest that a propen-
sity toward addiction (other SUD, family history of
SUD, cigarette smoking) is a strong correlate of PDUD.
Fleming et al19 found that positive urine-toxicology
screening for cocaine or marijuana and aberrant drug
behaviors were among the significant predictors of
SUD in primary-care patients receiving opioids. Data in
our study suggest that those with PDUD have similar
characteristics to those addicted to illicit drugs and alco-
hol. The 2005 report from the Center on Addiction and
Substance Abuse at Columbia University corroborates
this association in a community sample: 75% of persons
who misuse prescription drugs have at least one co-
occurring other SUD.11 Of note, a physician may consider
screening patients with pain and other risk factors for
PDUD even in the absence of prescribing controlled
substances, as most participants with PDUD in this study
obtained the medication from sources other than a treat-
ing clinician.

A strong association of both PDUD and other SUDs was
having spent time in jail. Almost two-thirds of those with
PDUD reported having spent time in jail, compared to
15.3% of those with no SUD. The relationship between
criminal activity and prescription drug abuse has been
suggested in prior studies.11,26 Akbik et al3 reported prior
legal problems predict subsequent opioid misuse among
patients starting opioids for chronic pain. It is not known
whether the jail history was due to crimes related to drug
use, possession, manufacture or sale, which would sug-
gest a history of SUD. It also may be a proxy for antisocial
behavior, which is associated with PDUD.24
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The associations of white race and male gender with
PDUD in this sample reflect findings in other clinical
and population samples.8,13,24 Whites are prescribed
more opioid medications in Emergency Departments
and primary-care practices, perhaps reflecting a cultural
bias by patients and physicians toward use of prescrip-
tion opioids.12,41 Male gender predominance reflects
epidemiology of SUDs in general, although some data
suggest more gender balance in PDUD. These trends sug-
gest that future research should explore the social con-
text, including gender and racial differences, of these
associations.

Patients with PDUD reported a greater degree of pain-
related limitation. Others have found low pain intoler-
ance among those with active14 and past addictions32

compared to nonaddicted controls. It may be that lower
pain threshold is an increased risk for developing addic-
tion, or that addiction itself lowers the pain tolerance.
This may complicate pain management among those
with PDUD.

Among this sample of urban primary-care patients
with chronic pain, PTSD was associated with PDUD.
PTSD is known to be associated with SUD in clinical and
community samples,9,27,29,33 but the relationship with
PDUD has not been described. The scientific evidence
for neurological and physiological changes in PTSD,25,48

pain,5,6,31 and substance use disorders22 is growing. Ex-
ploring these overlapping phenomena may allow devel-
opment of tailored interventions.

Intimate partner violence and depression appeared to
be individually associated with SUD but not PDUD, when
accounting for the interaction between these phenom-
ena. These associations may function differently in gen-
der-specific analyses, which should be explored in
future studies. The fact that Adverse Childhood Experi-
ences were not independently associated with either
PDUD or SUD after controlling for other variables sug-
gests that its effect is mediated through other variables
such as PTSD which remained significant in the final
model.

These data strongly suggest that physicians treating
patients with pain should assess for SUD. This can help di-
rect care, including treatment for pain and substance-use
disorders. Specialty pain practices who commonly pre-
scribe opioid analgesics are likely to screen for this, but
primary-care settings may not be as aware of the overlap
between pain and addictions. Furthermore, patients do
not always admit to SUD, particularly if they are intent
on deceiving the treating physician to obtain prescrip-
tion medication. Potential screening questions for pa-
tients with chronic pain could include assessment of
smoking,and specific questions used in this study: ‘‘Do
you have a family history of alcohol or drug problems?’’
and ‘‘Have you ever spent time in jail?’’ Evaluations for
pain disability and PTSD may be additional clinical tools
to help identify those at highest risk for PDUD.

After identifying a patient with risk factors, should cli-
nicians prescribe opioid medications? In an observa-
tional study, Wiedemer et al57 examined the impact of
a structured opioid clinic for patients with risk factors,
including psychiatric and substance use problems. All
patients with SUD but no aberrant behaviors were safely
maintained on opioids.57 Clinical trials testing methods
of opioid medication monitoring could inform clinicians
about how to safely prescribe them to high-risk
patients.

This study adds to the literature in 3 ways. First, it ex-
amines an urban, largely poor, and minority sample,
which is underrepresented in the literature. Secondly,
validated measures of PDUD used in this study improve
upon the use of proxy measures that most other studies
have employed. Finally, subjects were primary-care pa-
tients with chronic pain, not limited to those being pre-
scribed chronic opioid medication. This can illuminate
issues about patients who may require opioid analgesics
in the future and common clinical concerns of urban pri-
mary-care pain patients.

The study limitations include possible misclassification
of PDUD in individuals with pseudo addiction, ie, behav-
iors that resemble addiction but result from inadequate
treatment of pain.15 We believe that this is not a signifi-
cant limitation, as the diagnostic criteria demand social
or physical problems and compulsive use, which are not
characteristic of pseudo addiction. Furthermore, 71%
had addictions to medications that were not prescribed
for them, which lowers the probability of misclassifica-
tion. Another limitation was that lifetime alcohol-use
disorders were not measured, which should attenuate
any associations found because of misclassification bias.
Since numerous independent predictors of PDUD and
SUD were found, it is not clear how information on life-
time alcohol disorders would change the associations.
The cross-sectional design limits conclusions regarding
cause and effect; the findings would be strengthened
by studying a longitudinal cohort. The recruitment strat-
egy may limit the generalizability of the findings. How-
ever, as this was a study of PDUD risk factors and not
prevalence, the associations should remain stable in
a similar sample. Another limitation is that no corrobo-
rating evidence of prescription drug misuse was ob-
tained, such as urine toxicology screening. Such testing
can be helpful as a supplement to self-report.

In an urban cohort of primary-care patients with high
levels of pain disability, unemployment and psychosocial
stressors, PDUD was concentrated among those with:
a family history of SUDs, having spent time in jail, current
cigarette smoking, male gender, white race, pain-related
functional limitations, and PTSD. The vast majority had
co-occurring other SUDs. This suggests that clinicians
could gain clinical insight by carefully evaluating such
patients for these risk factors when developing a compre-
hensive pain-management strategy. It may also suggest
which patients would benefit from a structured program
for use of opioid medications. Refining the knowledge
base on co-occurrence of addiction and pain could max-
imize safe and effective pain relief strategies.
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A Chasm Between Injury and Care: Experiences of Black Male
Victims of Violence

Jane Liebschutz, MD, MPH, Sonia Schwartz, BA, Joel Hoyte, BA, Lauren Conoscenti, PhD,
Anthony B. Christian, Sr., Leroy Muhammad, Derrick Harper, MSW, LCSW, and Thea James, MD, MPH

Background: Despite higher rates of stabbing and shooting violence among
black men, healthcare systems have not demonstrated an efficacious response
to these patients. This study describes challenges and promotive factors for
engaging black male violence victims of violence with medical and mental
healthcare.
Methods: Black male victims of stabbings and shootings were recruited
through fliers and word of mouth, and were interviewed individually (n �
12) or in pairs (n � 4) using a semistructured guide. A racially diverse
multidisciplinary team analyzed the data using Grounded Theory methods.
Results: Challenges to engagement with healthcare included the following:
(1) Disconnect in the aftermath; e.g. participants reported not realizing they
were seriously injured (“just a scratch” “poke”), were disoriented (“did not
know where I was”), or were consumed with anger. (2) Institutional mistrust:
blurred lines between healthcare and police, money-motivated care. (3)
Foreshortened future: expectations they would die young. (4) Self-reliance:
fix mental and substance abuse issues on their own. (5) Logistical issues:
postinjury mental health symptoms, disability, and safety concerns created
structural barriers to recovery and engagement with healthcare. Promotive
factors included the following: (1) desire professionalism, open personality,
and shared experience from clinicians; (2) turning points: injury or birth of
a child serve as a “wake up call”; and (3) positive people, future-oriented
friends and family.
Conclusions: For black male violence victims, medical treatment did not
address circumstances of and reactions to injury. Policies delineating bound-
aries between medical care and law enforcement and addressing postinjury
mental health symptoms, disability, and safety concerns may improve the
recovery process.
Key Words: Black male, Community violence, Qualitative research.

(J Trauma. 2010;69: 1372–1378)

Hand gun and stabbing violence disproportionately affects
young African American men in the United States.1,2

Although homicides are the most extreme health effect of

violence, injuries, with their attendant physical and psycho-
logic morbidity, greatly impact survivors.3,4

Despite the burden of violence on young black males,
limited literature describes effective healthcare responses to
shooting and stabbing violence. An opportunity exists to
engage those injured from violence while receiving care in
acute hospital settings. Existing hospital-based programs fo-
cus on case management approaches when working with
violence survivors, often referring them for community-based
services,5–8 such as education and vocational help.9 These
programs showed reduced criminal activity and re-injury
compared with patients receiving care as usual.6–8

Although the literature specifically examining the ef-
fectiveness of healthcare response to black male victims of
violence is limited, there is an extensive literature outlining
disparities in healthcare treatment among different racial and
ethnic groups. For instance, an Institute of Medicine 2002
report suggested that aspects of the clinical encounter, patient
preferences, physician stereotyping, and system structure
may contribute to these disparities.10 Also, in a study to
understand perceived barriers to and preferences for general
healthcare among black men, Ravenell et al.11 found that
trauma survivors cited cultural differences, as well as a lack
of awareness of medical concerns, as barriers to care. They
also noted fear of serious conditions and fatalism (“I’m not
going to make it anyway”) as reasons to avoid medical care.

We performed a qualitative study using Grounded The-
ory methods to understand the experiences of survivors of
gun shot and stab wounds, to gain insight for planning
interventions in hospitals that treat victims of community
violence. The data from the following study describes the
potential challenges to and promotive factors for, engaging
black male victims of gun shot and stabbing injuries with
medical and mental healthcare.

MATERIALS AND METHODS

Study Design
This was a cross-sectional study of an urban, community-

based sample of black male victims of gunshot or stabbing
injuries. Qualitative data were collected through semistruc-
tured interviews and analyzed using a Grounded Theory
approach.12 This study obtained approval from the Institu-
tional Review Board and a Certificate of Confidentiality from
the National Institutes of Health.
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Selection of Participants
Participants were recruited via fliers posted in the

community and through word of mouth. Eligibility criteria
included a history of emergency medical treatment for a
stabbing or shooting injury, aged 18 years to 38 years, male
gender, and self-identified black race. Eligible participants
provided written informed consent before an interview and
received $25 compensation following the interview.

Procedures
Trained interviewers conducted 14 semistructured in-

terviews (12 individual interviews and 2 interviews with 2
participants each) from January 2008 to December 2008. The
interviewers were two community-based, black, male, mental
health professionals (seven interviews), a white female research
assistant (three interviews), a black male research assistant (three
interviews), and the principal investigator (one interview). The
digitally recorded interviews lasted 45 minutes to 120 minutes.
The interview guide was developed to include open-ended
questions about the injury, experiences with healthcare after the
injury, encounters with primary care, and views on mental health
treatment, substance use, and research. Interviewers also in-
quired about experiences with race and gender if not sponta-
neously mentioned by participants. Audio-recordings were
professionally transcribed and all identifying information was
removed to protect the participants. The research team re-
viewed the interviews and then updated the interview guide
so that future participants could clarify concepts found in
earlier interviews. Participants also filled out a survey includ-
ing demographics, posttraumatic stress symptoms (Posttrau-
matic Checklist-Civilian),13–15 and alcohol use (AUDIT).16

Primary Data Analysis
The primary data analysis was conducted by an inter-

disciplinary and racially diverse research team consisting of
two physicians (Emergency Medicine, Internal Medicine),
two research assistants, a clinical psychologist, a mental
health counselor, and two patient advocates working with
victims of violence. Three members of the team were white
and five were black. Additionally, one member of the team
had a history of gun shot injury. The study used Grounded
Theory12 to analyze semi-structured interviews. Transcripts
were read and audio-recordings listened to multiple times by
the research team to identify common words and phrases of
similar meaning to classify and create concepts. Researchers
developed a coding scheme through discussion of each con-
cept identified and placed excerpts from the transcripts into
the codes with the aid of N-VIVO version 7 software.17 At
least two authors coded each transcript, and the research team
discussion resolved coding discrepancies. The entire research
team together grouped codes to create larger conceptual
themes. For the final analysis, the research team generated
theoretical constructs by examining these themes in the con-
text of published literature from public health, medicine,
social science, and psychology. The clinicians and advocates
had extensive experience treating patients with stabbing and
shooting injuries, which helped inform their interpretations of
the themes. The findings were then placed into the context of
published literature for the final analysis and presentation.

RESULTS

Characteristics of Study Subjects
Of the 16 participants enrolled in the study, the median

age was 31 years (range, 25–38 years). Three were victims of
gunshot, five of stab wounds, and eight of both injuries. The
median length of time since the most recent injury was 5.5
years (range, 4 months–20.1 years). The median Posttrau-
matic Checklist-Civilian score was 43 (range, 22–69) and the
median AUDIT score was 9 (range, 0–32).

Main Results
Researchers were struck by a lack of descriptions of

interactions with healthcare clinicians, even when asked specif-
ically about care after injury. For example, one participant
described in exquisite detail all aspects of a stabbing assault. He
summed up his medical treatment as, “let me see,… they took
me to the emergency room. After that, for follow-up appoint-
ments…” This lack of detail in the narratives may indicate a
sense of disconnection from the healthcare setting experienced
by these men. Several themes, described in detail below, may
elucidate the potential causes of this divide, and potential facil-
itators for future engagement with healthcare personnel. Table 1
provides illustrative quotations of the main themes.

Barriers to Care

Disconnect
Perceptions of the injury may be the source of a lack of

participation and cooperation with clinicians. Eight partici-
pants reported not realizing they were injured in the moment
of trauma or the extent of the injury. The language to describe
the injury may also typify this disconnect: “scratch” (a liver
laceration and a gunshot wound to the arm) and “poked”
(multiple stabbings in abdomen).

Participants may not necessarily perceive the life-
threatening aspect of injuries in the immediate aftermath.
Their experience of the injury and the foreign environment
of the hospital may lead to the development of a different
injury awareness, which when considering the severity of
the clinical observations, may cause both patients and
clinicians to misinterpret each other. As described by one
participant, “I know it’s a real serious injury, but I saw I
was alive, and ,. . . I didn’t think it was a big deal at that
time, ‘cause I’m like, “I’m alive!”… And y’all over here,
actin’ like. . . it was real serious.”

A range of emotions flooded participants once they
realized what occurred. All participants described an over-
whelming sense of anger in the immediate aftermath of the
injury. For many, thoughts of anger, and possible retaliation,
were all consuming, “But, when you first get stabbed, your
mind goes blank. You don’t think about anything but just
revenge.” One consequence of the anger was a desire to leave
the hospital against medical advice to deal with their feelings.
“[I was in the hospital] only three days, ‘cause I was so mad
that I wanted to leave.” Furthermore, waking up from emer-
gent surgery or lost consciousness, experienced by eight
participants, contributed to the heightened emotional state by
creating confusion and surprise.
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Institutional Mistrust
The context of “street culture” infused the injury and

healthcare narratives of all participants to varying degrees. In

particular, suspicion of dominant-culture institutions, such as
police and healthcare, was common. The mistrust was exem-
plified by interactions with the police while receiving medical

TABLE 1. Barriers to and Promotive Factors for Engaging Black Male Community Violence Victims With Health Care

Theme Subconcepts Participant Quote

Physical and
emotional
disconnect

Not realizing that they had
been injured

“I seen my cousin fall first, and I was askin’ him, ‘Are you a’right? And then
I just noticed that he was bleedin, I was like, ‘Yo, you know you’re
bleedin’?’ He was like, ‘No, I think that’s you.’ I checked myself, I didn’t
see nothin,’ so I said, ‘No, it must be you,’ and it was . . . he got shot twice
in his legs. I got up and I felt somethin’ warm on my side, and he was like,
‘Yo I think you (got) shot too,’ and I looked and I was, I was hit in the
side.”

Confusion after waking up “When I first woke up out the coma, I didn’t know what the f**k was goin’
on, I didn’t even know WHERE I was at. I woke up, like, ‘Damn!’ I’m
lookin’ around . . . can’t even talk . . . and then I looked down at my
stomach . . . ‘Oh, what the f**k???’ Now my heart’s racin,’ like, ‘Damn!’
I’m lookin’ at my insides,” and like, my f**kin’ stomach’s this
wide . . . open!”

Anger “When I was in the hospital, there was nothin’ nobody could tell me, like,
“Naw, like f**k this. Like, I’m through with it. Like, I’m gonna kill
everybody . . . like, anybody who have problems with me, I was gonna deal
with, or if anybody looked at me wrong, I was gonna have . . . I was gonna
do somethin’ to.”

Institutional
mistrust

Police “Well, the cops, as usual, were a**holes. Like it was our fault we got shot.
First question they asked is, “Do you know who did it?” And then, “What
did you do to the person that did it to you? Whose your enemies?” . . . they
was actin’ like you just don’t get shot, it couldn’t be an accident, that we
was walkin’ to the block and they got the wrong person; or they were
lookin’ for somebody else. And that was the case! The dude who shot us, it
had nuttin’ to do with us.”

Suspicion of clinician
motives

“But they were happy to have people of color to patch up and profit off of.
So, I guess they were grateful for that way. But, other than that, I was
treated indifferently, especially by the nurses and the, um, after-care portion,
the few days I spent in the hospital, I might as well have been a piece of
meat.”

Foreshortened
future

Expect to die young “When I was growin’ up, lot of cats and neighborhood people used to say
most kids wasn’t gonna make it to see twenty-one.”

Self-reliance Mental health “And, especially from the ‘hood, if that’s what you want to call the inner city,
they think that the counselors don’t care. They don’t care about what’s
really goin’ on in my life, or how I feel . . . Like, they’re gettin’ paid to sit
here and play with my life like a yo-yo, and then people feel like, ‘Oh, they
don’t care.’”

Substance abuse “Well, I cope with �PTSD symptoms� . . . through the grace of god, beer, and
weed . . . (laughs). Well, that’s not the right solution, but I told you, I ain’t
had no help, no counselin’ or nothin’ like that.”

Preferred clinician
characteristics

Race “Like I said, I never had no problems with the doctors. It was just like they
was . . . they was basically there for me It was just like . . . to me, it was a
surprise, and like, different people, like . . . different colors, different race,
you come through, they really don’t care about you, but . . . these people
showed me they’re sorta like, ‘We save everybody’s life. Just not our
own.’”

Shared experience “They need someone to relate. Again, they don’t need to be an ex-drug addict;
they don’t need to be straight from the penitentiary; they don’t need to be
ANY of those things. Just be able to relate.”

Wake-up call Motivation for change “If this didn’t happen and, the way that I dealt with myself after it happened,
if I didn’t take that time to really put in work and to get myself to the point
I am now, then I probably would have been in the streets with a gun right
now, doing something ridiculous.”

Positive person Social support “To have a positive person in your life can make a world of difference in it
supports your belief in yourself and what you stand for, what you’re tryin’
to achieve. It’s that affirmation that you can go on, despite tragedy and
trauma. Now it’s like your spirit is bein’ ministered to. And, with anything
that you do in life, you have to surround yourself with people who believe
in you.”
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care for the injury. The participants saw that healthcare
personnel (e.g., ambulance, emergency department, or inpa-
tient setting) would allow the police to question them while
getting treatment. The police interrogation during medical
treatment made some feel as if they were being treated as the
perpetrator, and increased their sense of vulnerability. Ac-
cording to one participant, “…the only visitors I had was the
police, comin’ and talk to me. . . I felt like somebody was
tryin’ to murder ME, and I’m in jail, havin’ all these cops
comin’ to see me and talk to me like (I’m the suspect in) a
murder investigation.”

Because this line between police and healthcare insti-
tution was blurred, in at least one case, it led to minimization
of symptoms so that the healthcare personnel would not
report this to the police. This participant discussed his pre-
sentation for treatment for a gun shot, “I just cut it short
‘cause I wasn’t too comfortable at tellin’ ‘em how I felt
because if I tell ‘em too much… next thing you know, the
police is comin,’ knockin’ at my door.”

Some of the institutional mistrust was based on a
perception that healthcare clinicians are more motivated by
money than by performing appropriate care, “… all the
doctors and nurses and people in the healthcare field, when
they first started out, they had genuine intentions. But, as
years go on, big business corrupt their mind.”

One manifestation of this mistrust was an unwillingness
to give out accurate contact information to healthcare person-
nel. One participant explained this as, “the G-code,” meaning
gangster-code, a behavior in which the patient will be polite
but not actually engage in the care, e.g. not give phone
number, not attend follow-up appointments.

Foreshortened Future
Some participants reported that they had expected they

would die at an early age. These feelings were reinforced by
peers who were injured or died, and messages from adults, “A
lot of my friends, they died when they were 15, 18 and, our
teachers used to (say), “You guys, ya’ll aint never gonna
make it past 18 years old.”

The injury reinforced expectations that getting shot or
stabbed was inevitable. One participant said, “I left the
hospital feeling like what happened to me is not a tragedy.
It’s just a way of life.’”

Participants heavily involved in street culture reported
embracing this fate, “We had a gung-ho attitude about it. It’s
guns, violence, drugs. . . Today might be my day, so live it to
the fullest.” This apparent attitude suggests that clinicians
appealing to self-preservation instincts in patients as motiva-
tion for treatment might not be successful.

Self-Reliance
Participants expected that individuals and families rely

on themselves for help. “As a young Black male… I’m not
one to go to somebody and say,…‘I need some help, I need
to talk.” I rather. . . try to find out what to do, on my own. Get
rid of my own stress.” In particular, discussions of treatment
for mental health issues were peppered with the language of
stigma; one compared mental health treatment to putting a
pacifier in a baby’s mouth.

Others felt that mental health treatment is ineffective,
partly because the therapist does not know the patient. One
participant noted, “…spillin’ your beans about everything
personal to somebody who barely even knows you, and is
giving you feedback and telling you what to do about YOUR
situations…just ‘cause it’s their job.”

Participants discussed forms of self-treatment, such as
heavy use of substances, particularly alcohol and marijuana.
“At times I cried, and then I started. . . breakin’ up with my
family, started usin’ more drugs from alcohol to messin’ with
cocaine, with weed, then from there to messin’ with her-
oin. . . to self-medicate myself. I figured if I self-medicate
myself, I won’t be in that mind.”

Although 15 participants reported hazardous alcohol
use or regular marijuana use, many reported that if they had
a problem, they could stop on their own “My addiction is not
so uncontrollable. . . I think my addiction is not worse
than. . . quote/unquote ’hard core addicts’. . . I’m pretty much
in control most of the time, when I make these bad deci-
sions.” While some participants did report mental health
symptoms and a perceived need for treatment, few reported
actively seeking or having received therapy. Some reported
that they would have liked (or even now would like) therapy,
but did not know how to obtain such help.

Logistical Issues
Several logistical barriers to obtaining medical and

mental healthcare were noted. Participants discussed a lack of
safety they felt after the injury, “I continued to work, but then
I was always in the house, so it was like, I was hidin,’ like I
was a criminal…. And that’s why, eventually, I just saved my
money and moved on outside of the city.”

Fear of public venues, such as public transportation,
was common. This was particularly intense for those with
newly acquired disabilities, including post-traumatic stress
symptoms. “They wanted me to come to court and testify
against him, … but, …after somethin’ like this happen,
there’s no way you expect me just to get on the regular public
transportation and come on down to the courthouse… That
was like a death trap right there.” Money struggles were
common in the participants, including difficulty obtaining
safe and affordable housing, and lack of employment.

Facilitators to Care

Desired Clinician Characteristics
All participants were specifically asked about racial and

gender preferences for treating physicians and mental health
professionals. None of the participants reported a need for the
treating physician to be black. “If you’re white, black, green,
yellow, orange, as long as you’re professional and you know
how to do your job. . . It doesn’t matter about race. I didn’t
have no black people on my team. A straight cracker saved
my life.” Medical competence, professionalism, and an
“open-minded personality” that conveyed respect were cited
as desirable characteristics of a clinician.

However, three did report wanting a mental health
clinician to be black. One participant declared, “…she or he
would definitely have to be the same color, hopefully, or
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nationality… I’d definitely feel more comfortable with some-
body in my, [background].” Five said they preferred clini-
cians to be one gender over another, with mixed opinions
about which gender. Despite only a few requesting a black
clinician, another eight participants wanted a mental health
clinician who could relate to their experiences in the street,
“It’d be nice to have someone who has experience,. . . like,
they can say, ‘Oh, I’ve been there,’ or, ‘I know someone who
has been there.’”

Turning Point
Participants did report experiences and factors which

promoted positive engagement with healthcare clinicians and
motivated positive life changes. Despite feelings of a fore-
shortened future described by many participants, a number
spoke about experiences which caused them to re-examine
their lives. For some, the injury itself was a turning point in
their life. It gave them time to think about past and future, and
to see how their own actions might place them at risk. As one
explains, “I was thinkin’ about my future. I’m thinkin’ about
not doing the things that I had done in the past–sellin’ drugs,
doing drugs, goin’ to jail, doing stupid stuff in the streets. . .
God was tellin’ me this was somethin’ that may happen. It
was a wake up call for me.” More commonly the birth of a
child or recognition of their importance to their children
inspired personal change, “when (the baby) is yours and
you’re sittin’ there, you’re like, “Um, naw… I can’t do this
[street life] no more. I can’t live like that.”

Positive People
A number of participants used the phrase “positive

person” to describe people who helped them with their mental
recovery from the trauma (or other issues). These positive
people included friends, neighbors, family members, bosses,
religious communities, and a barber. Positive people focused
on moving in a future direction, rather than dwelling in the
past. It included people who spoke honestly and respectfully
with the participant about their problems. According to one,
“They need to be around a positive person, like a friend, and
let them know like, ‘Look, you need help, you need to, see
somebody.’”

DISCUSSION
Among a group of black male victims of violence, the

social environment strongly influenced engagement with
medical and mental healthcare after an injury. These men
perceived the importance of the medical treatment for their
trauma. However, it did neither appear to integrate their
reactions to the injury nor did it fully address the daily
challenges they faced including mental health symptoms,
disability, and safety concerns after the injury. Additionally,
an underlying suspicion of institutions may interfere with
taking advantage of potential resources of care. Beliefs about
treatment for mental health and substance abuse may also
have prevented them from accessing professional help. En-
gaging participants with supportive and forward social net-
works may best facilitate recovery.

The first sign of disengagement to healthcare may start
at the moment of injury, with peritraumatic dissociation, a

mental disconnect from the injury documented in studies of
other violent injuries.18,19 Just after the injury, thoughts cen-
tered on anger at the perpetrator and the circumstances of the
injury. These two phenomena, and the foreign environment of
the healthcare setting, may contribute to the patient being
physically present but mentally and emotionally disconnected
from the medical and surgical care. The narratives suggest
that this chasm between the patient experience and medical
care delivery has the potential to result in poorly planned
discharges and preventable readmissions. While some factors
may be beyond the control of medical personnel, knowledge
of potential patient concerns, and challenges can facilitate
development of potential responses.

While mistrust of healthcare institutions among black
populations has been documented previously,20–22 it has
unique implications for victims of stabbing and shooting.
Within inner-city black communities, suspicion of main-
stream institutions may be explained in part by what sociol-
ogist Elijah Anderson calls, “The Code of the Street.”23

According to Anderson, this Code is a set of rules in response
to the perceived failure of mainstream institutions to serve the
needs of inner-city communities. The Code encourages an
attitude of self-reliance, such as self-defense through neigh-
borhood or gang affiliations, and aversion to asking for help,
an attitude that may follow these youth into a healthcare
setting. Cooperating with police may be interpreted as defy-
ing the Code and be a risk for further injury. Venkatesh,24 in
his book Gang Leader for a Day, substantiates the theme that
poor black urban populations experience mainstream institu-
tions as not serving their needs. Patients may view medical
institutions as an extension of the legal system. For example,
routine interviewing of patients by police detectives occurs
during receipt of emergent treatment in both ambulances as
well as Emergency Departments (EDs). Given this experi-
ence, patients may not view the postinjury care experience as
a secure and trusting environment, rather- it has potential for
worsening safety after discharge.

Emergency medical services should consider instituting
policies about asking patient permission before allowing
police to question patients. While this may not be possible
before entering hospital EDs, instituting such policies could
be considered in hospital EDs, in the same way that patients
may refuse other visitors. In addition, medical personnel
should clearly delineate what patient information is available
to police (or others) and what is confidential.

Physical disabilities stemming from the injury increase
the vulnerability already engendered by injury itself and
subsequent encounters with police. This may lead to a de-
creased sense of safety, particularly heightened in venues
such as public transportation. The fear of public transporta-
tion may be a major obstacle for these men to obtain postin-
jury care and to take advantage of available resources.
Providing patients with private and safe transportation may
help to improve follow-up care.

Appropriate and safe housing is also a challenge for a
number of these men. Prior housing arrangements may not be
appropriate due to physical limitations (e.g. not wheelchair
accessible). They also may not feel safe from either gang-
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related retaliation (to keep victim from disclosing to police),
high family tensions, difficulty paying rent due to loss of
income, or posttraumatic stress symptoms from fear of injury
in the same neighborhood. These survival issues compete
with medical needs, especially in a group of young men
who hold self-reliance as a core value. Future programs on
preventing further postinjury morbidity should consider
providing supported and safe housing to allow the partic-
ipant to recover. Figure 1 depicts a theoretical model of
how logistical barriers stemming from injury may affect
access to healthcare.

The easy availability of substances, particularly alcohol
and marijuana, provided an escape from the emotional toll of
stabbing and shooting for some study participants. As noted
by Rich and Grey,25 substance use is one link on the pathway
to re-injury. Getting professional help for substance use or
mental health symptoms would entail overcoming a variety of
barriers for black male violence victims. The nature of treat-
ment involves asking for help, acknowledging weakness and
trusting of mainstream institutions, which contradicts a core
value of self-reliance. Inaccurate information about effective-
ness of treatment contributes to these barriers. Contradicto-
rily, most study participants desired relief from mental
suffering but did not know how to access such help, suggest-
ing that a public health campaign about substance abuse and
mental health treatment, along with expanded access, may
decrease some barriers.

The power of the social network suggests another route
that medical clinicians might draw on: working (with patient
permission) on engaging a circle of positive people in the
recovery plan. This may help encourage patients to engage in
self-care and use the available treatments.

Limitations
Qualitative studies, by design, are meant to generate

ideas and not provide conclusions generalized to other pop-
ulations. A common drawback of qualitative research is
related to bias, including bias of the interviewers who may

have unknowingly influenced participant responses and bias
of the researchers analyzing the data. To counter those biases,
interviewers were extensively trained. As well, a large di-
verse, interdisciplinary team performed the analyses and
formulated the conclusions with participation from all team
members. It is not known whether this sample differed
greatly from those unwilling to participate in research
projects. Additionally, the participants’ memories may have
evolved since the actual events took place, and thus, the
reporting may not reflect actual experiences. While inter-
views were scheduled with black male interviewers, partici-
pants who arrived at unscheduled times and did not have
adequate phone access to reschedule were interviewed by
available trained personnel. It is not clear how this affected
study results.

CONCLUSIONS
Effective emergency care for black male victims of

stabbing and shooting should go beyond stopping the acute
bleeding, and encompass methods to build bridges to pa-
tients’ needs. This would include delineating clear boundaries
between patient rights and law enforcement needs, and then
assessing for safety, transportation, and housing issues after
discharge. Campaigns to educate and decrease stigma of
mental and substance abuse care combined with facilitated
access to such treatment may also improve outcomes.
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LESS IS MORE

ORIGINAL INVESTIGATION

Proton Pump Inhibitors and Risk for Recurrent
Clostridium difficile Infection
Amy Linsky, MD; Kalpana Gupta, MD, MPH; Elizabeth V. Lawler, DSc;
Jennifer R. Fonda, MA; John A. Hermos, MD

Background: Proton pump inhibitors (PPIs) are widely
used gastric acid suppressants, but they are often pre-
scribed without clear indications and may increase risk
of Clostridium difficile infection (CDI). We sought to de-
termine the association between PPI use and the risk of
recurrent CDI.

Methods: Retrospective, cohort study using adminis-
trative databases of the New England Veterans Health-
care System from October 1, 2003, through September
30, 2008. We identified 1166 inpatients and outpatients
with metronidazole- or vancomycin hydrochloride–
treated incident CDI, of whom 527 (45.2%) received oral
PPIs within 14 days of diagnosis and 639 (54.8%) did
not. We determined the hazard ratio (HR) for recurrent
CDI, defined by a positive toxin finding in the 15 to 90
days after incident CDI.

Results:RecurrentCDIwasmorecommoninthoseexposed
to PPIs than in those not exposed (25.2% vs 18.5%). Using
Coxproportional survivalmethods,wedeterminedthat the
adjusted HR of recurrent CDI was greater in those exposed
to PPIs during treatment (1.42; 95% confidence interval
[CI], 1.11-1.82). Risks among exposed patients were high-
est among those older than 80 years (HR, 1.86; 95% CI,
1.15-3.01) and those receiving antibiotics not targeted to
C difficile during follow-up (HR, 1.71; 95% CI, 1.11-1.64).

Conclusions: Proton pump inhibitor use during inci-
dent CDI treatment was associated with a 42% increased
risk of recurrence. Our findings warrant further studies to
examine this association and careful consideration of the
indications for prescribing PPIs during treatment of CDI.

Arch Intern Med. 2010;170(9):772-778

P ROTON PUMP INHIBITORS (PPIS)
are among the most com-
monly prescribed agents in
outpatient and inpatient set-
tings, but they are often used

without a clear indication.1,2 Although PPIs
have been considered relatively safe, stud-
ies have demonstrated that PPI use and the
use of other gastric acid suppressants are as-
sociated with a variety of infections, includ-
ing Salmonella and Campylobacter gastro-
enteritis and community-acquired and
nosocomial pneumonia.3-7

Proton pump inhibitors have also been
associated with Clostridium difficile infec-
tion(CDI).8-11 Clostridiumdifficile is a spore-
forming bacterium with a toxin that is
associated with diarrheal illnesses. Symp-
tomatic recurrence occurs in approxi-
mately 20% of patients after treatment, with
even higher rates after subsequent epi-

sodes.12-15 The incidence of CDI in the
United States has nearly tripled in the past
decade, with antibiotic and hospital expo-
sures recognized as thepreeminent risks for
infection.16,17 Other putative risk factors in-
clude older age, frailty, and environmen-
tal factors.18

Several observational studies have asso-
ciated community-acquired and nosoco-
mial CDI with PPI use, finding risks of CDI
2 to 3 times higher in PPI users compared
with nonusers.8-11,17,19,20 Other research has
failed to associate PPIs with CDI.21,22 The ex-
act relationship between PPI use and inci-
dent CDI remains elusive, and no caus-
ative pathway has been demonstrated. The
relationship between PPI exposure and the
risk of recurrent CDI is even less clear, with
fewer studies and conflicting findings.23,24

To further address this question, we con-
ducted a retrospective cohort analysis using
data from the New England Veterans
Healthcare System (VISN 1) to determine
the association between PPI use and the risk
of recurrent CDI.

See also pages 747, 749,
751, 765, 779, and 784
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METHODS

STUDY SETTING

We used linked pharmacy and administrative databases from VISN
1 from October 1, 2003, through September 30, 2008. The New
England region consists of 8 Veterans Affairs (VA) medical cen-
ters and affiliated clinics, including 3 large, urban, tertiary care
centers and 5 smaller facilities providing inpatient and outpa-
tient care. The VISN 1 pharmacy files were obtained from Vet-
erans Health Information Systems and Technology Architec-
ture. The data elements of the outpatient and inpatient pharmacy
files used in this study include patient identification, date of birth,
drug name and dose, drug administration route, quantity, VA
drug class, date of original prescription, number of days of medi-
cation supplied, and refill date. Laboratory data were obtained
from the electronic medical record. Comorbidities were cap-
tured via the VA national patient care database located at the Aus-
tin Automation Center, Austin, Texas. Analyses were con-
ducted at the Massachusetts Veterans Epidemiology Research and
Information Center, VA Cooperative Studies coordinating cen-
ter, VA Boston Healthcare System. The study was approved by
the institutional review board of the VA Boston Healthcare Sys-
tem, which waived informed consent and Health Insurance Port-
ability and Accountability Act of 1996 authorization.

STUDY POPULATION

From the data sets, we identified patients with a first positive
finding of a C difficile toxin from October 1, 2004, through Sep-
tember 30, 2008. This search yielded the index date for 1549
patients. The laboratories of VISN 1 use enzyme immunoas-
say tests for toxins A and B, with a standard practice of testing
only loose stool samples. This sample of incident cases was then
restricted to 1546 patients with a minimum of 1 year of prior
VA health care system use to establish their use of the VA sys-
tem. We further limited the study population to 1408 patients
for whom treatment was initiated within the VA system with
metronidazole or oral vancomycin hydrochloride and then to
1166 patients whose treatment started within 3 days before or
after the index CDI (Figure 1).

PRIMARY EXPOSURE
AND OUTCOMES

The main exposure variable was the use of any oral PPI during
the 14 days after incident CDI diagnosis, coinciding with the
treatment window. For inpatients (n=981), PPI exposure was
defined as any pharmaceutical dispensing of a PPI during this
postdiagnosis window. For outpatients (n=185), the end date
of the most recent antecedent prescription was extended by 10%
(eg, 9 days for a 90-day prescription) to account for poten-
tially missed doses. If the predicted prescription end date fell
after the index date, then the subject was placed in the PPI-
exposed group. For all outpatients, actual prescription end dates
fell beyond the index date. With these exposure criteria, 527
patients (45.2%) were categorized as PPI exposed and 639 pa-
tients (54.8%) as non–PPI exposed (Figure 1).

The primary outcome measure was a positive finding for a
C difficile toxin occurring 15 to 90 days after the incident CDI
diagnosis date. We established a 15- to 90-day follow-up win-
dow to provide a period of observation that would capture the
greatest number of possible recurrent cases based on clinical
observations and previous studies.12,24 Patients were censored
at death or 90 days after the index date. We also calculated the
time to recurrence, defined as the number of days from the later
of either the index date or the start of incident CDI treatment

until the recurrent diagnosis date. Thus, the calculated time to
recurrence could be as short as 12 days.

COVARIATES

Covariates that may influence the risk of recurrent CDI and
those that may influence exposure to PPIs were included in
our analysis. These variables were age, sex, comorbid condi-
tions, medication used before the index date, initial incident
CDI antibiotic treatment (metronidazole or vancomycin),
non–CDI-targeted antibiotic exposure during follow-up, VA
nursing home admission during the study period, and, for
those who were inpatients, the duration of hospitalization
after the index date.

Comorbidities were determined from administrative rec-
ords using International Classification of Diseases, Ninth Revi-
sion, Clinical Modification (ICD-9-CM) codes, including se-
lected diagnoses recorded in the 2 years before the index date.
Comorbidities and their ICD-9-CM codes were hypertension
(codes 401-404), diabetes (250), ischemic heart disease (410-
414), chronic obstructive pulmonary disease (491, 492, and 496),
esophageal disease (530), peptic ulcer disease (531-535), solid
tumors (140-199), and rheumatologic disease (710, 714, and 720).
Medication used in the 90 days before the index date was in-
cluded to represent the acuity and severity of the comorbid con-
ditions and those drugs that might directly increase susceptibil-
ity to infections. Specific medications were antibiotics, systemic
and inhaled corticosteroids, chemotherapeutics, and immuno-
modulators. In addition, we recorded inpatient and outpatient
prescriptions for H2 receptor antagonists.

We determined the initial antibiotic treatment for CDI be-
cause differences in clinical severity may affect the choice of
antibiotic. There may also be different treatment success rates.25,26

We evaluated how many patients changed from metronida-
zole to vancomycin therapy within the 14 days after diagnosis.
Because antibiotic exposure is a major risk factor for CDI,20,27,28

we determined whether patients were exposed to non–CDI-
targeted antibiotics during follow-up. Similarly, because hos-
pital exposure is a major risk factor,29,30 we determined the num-
ber of days patients were hospitalized after incident CDI
diagnosis. We categorized this variable as 0 days, discharged
fewer than 14 days after the index diagnosis, and discharged
at least 14 days after the index diagnosis. To account for the
possible effect of PPI exposure from day 15 to censorship, we
determined whether patients were dispensed or prescribed PPIs
by using the same criteria as during the treatment window.

PPI exposure concurrent
with CDI treatment
(PPI-exposed group)

527

Treated within 3 d before or
after toxin test result

1166

Treated with metronidazole or oral
vancomycin hydrochloride

1408

Minimum 1-y VA health care system use1546

Incident Clostridium difficile toxin1549

No PPI exposure concurrent
with CDI treatment
(non–PPI-exposed group)

639

Figure 1. Determination of study population. CDI indicates Clostridium
difficile infection; PPI, proton pump inhibitor; and VA, Veterans Affairs.
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STATISTICAL ANALYSIS

We used �2 tests to compare categorical variables between PPI-
exposed and non–PPI-exposed groups, setting �=.05. We com-
pared age using Wilcoxon 2-sample tests. Rate ratios and 95%
confidence intervals (CIs) were determined for recurrence dur-
ing the follow-up period. To account for time to recurrence,
we used survival analysis techniques, calculating Cox propor-
tional hazards ratios (HRs) for additional positive findings of
C difficile toxin. We included in the final model those vari-
ables that were statistically different between the groups or that
were thought to be clinically relevant. We tested the propor-
tional hazards assumption by including an interaction term in
the final model between PPI exposure and the natural loga-
rithm of time. Post hoc stratified analyses were conducted by
patient age, non-CDI antibiotic exposure, and PPI exposure af-
ter treatment for incident CDI.

SENSITIVITY ANALYSIS

Positive toxin findings alone may not represent clinically rel-
evant, recurrent CDI. Thus, we determined HRs excluding 34
patients (13.5% of 251 total cases of recurrence) with a new
positive toxin finding for whom there was no VA pharmacy rec-
ord of additional CDI antibiotic treatment. Because continued
hospital exposure could favor CDI recurrence, we determined
whether alternative categorization of inpatient time to dis-
charge influenced hazard rates. We also analyzed to what ex-
tent patients with recurrent CDI had intervening positive toxin
results. All analyses were performed using SAS statistical soft-
ware (version 9.1.3; SAS Institute Inc, Cary, North Carolina).

RESULTS

STUDY POPULATION

The study population of 1166 veteran patients meeting
criteria for recurrent CDI was predominantly male
(97.2%), with a median age of 74 (interquartile range,
63-82) years. Overall, 527 (45.2%) of the patients were
exposed to a PPI concurrent with antibiotic treatment
(PPI-exposed group) and 639 (54.8%) were not ex-
posed to concurrent PPI use (non–PPI-exposed group)
(Figure 1 and Table 1). Almost all PPI-exposed pa-
tients (96.7%) were prescribed omeprazole, 20 mg once
daily, or the equivalent dose of another PPI; the remain-
ing patients received lower or higher PPI doses. Age and
sex were similar among the PPI-exposed and non–PPI-
exposed patients. The PPI-exposed group had a higher
prevalence of ICD-9-CM coded ischemic heart disease,
chronic obstructive pulmonary disease, esophageal dis-
ease, peptic ulcer disease, and rheumatologic disease. This
group also had greater exposure to systemic cortico-
steroids. Metronidazole was the initial antibiotic used for
treatment of incident CDI in more than 90% of both
groups. Similar proportions (11%) in each group were
switched from metronidazole to oral vancomycin within
the treatment window. However, patients in the PPI-
exposed group were more likely to have been inpatients
and were more likely to have inpatient stays exceeding
14 days than those in the non–PPI-exposed group. Also,
those in the PPI-exposed group were more likely to have
been exposed to non-CDI antibiotics during follow-up.
Of those in the PPI-exposed group, 434 (82.4%) had con-
tinued exposure to PPIs during follow-up days 15 to 90.
In the non–PPI-exposed group, there were only 41 pa-
tients (6.4%) exposed to PPIs during this follow-up. Simi-
lar proportions of each group had an admission to a VA
nursing home during the study window.

RELATIONSHIP OF PPI TO RECURRENT CDI

The primary outcome of additional positive findings for
C difficile toxin occurred in 251 patients (21.5%). The
unadjusted incidence of recurrent toxin in the 15 to 90
days after incident CDI was greater in the PPI-exposed
compared with the non–PPI-exposed group (133 of 527
[25.2%] vs 118 of 639 [18.5%]). Unadjusted Kaplan-
Meier recurrence-free survival curves are seen in
Figure 2, with an associated HR of 1.42 (95% CI, 1.11-

Table 1. Characteristics of the Study Populationa

Characteristic

PPI Exposure
Concurrent
With CDI

Treatment
(n=527)

No PPI
Exposure

Concurrent
With CDI

Treatment
(n=639)

P
Value

Patient demographics
Age, median (IQR), y 74 (63-81) 74 (63-82) .31
Men 507 (96.2) 626 (98.0) .07

Patient comorbidities
Hypertension 463 (87.9) 545 (85.3) .20
Diabetes mellitus 247 (46.9) 276 (43.2) .21
Ischemic heart disease 329 (62.4) 319 (49.9) �.001
Chronic obstructive

pulmonary disease
275 (52.2) 289 (45.2) .02

Esophageal disease 273 (51.8) 232 (36.3) �.001
Peptic ulcer disease 144 (27.3) 137 (21.4) .02
Solid tumor 220 (41.7) 243 (38.0) .20
Rheumatologic disease 55 (10.4) 38 (5.9) .005
Chronic kidney disease 95 (18.0) 96 (15.0) .17

Medication use in 90 d before
index date

Antibiotics 470 (89.2) 567 (88.7) .81
H2 receptor antagonists 133 (25.2) 170 (26.6) .60
Systemic corticosteroids 155 (29.4) 146 (22.8) .01
Inhaled corticosteroids 60 (11.4) 73 (11.4) .98
Chemotherapy 11 (2.1) 14 (2.2) .90
Immunosuppressants 10 (1.9) 6 (0.9) .16

Incident case initial
antibiotic treatment

Metronidazole 504 (95.6) 600 (93.9)
.19Oral vancomycin

hydrochloride
23 (4.4) 39 (6.1)

Time to discharge from
index date, d

0 (outpatients) 68 (12.9) 117 (18.3)
.007�14 196 (37.2) 330 (51.6)

�14 263 (49.9) 192 (30.0)
VA nursing home admission

during days 1-90
47 (8.9) 67 (10.5) .37

Non-CDI antibiotic exposure
during days 15-90

220 (41.7) 206 (32.2) �.001

PPI exposure during
days 15-90

434 (82.4) 41 (6.4) �.001

Abbreviations: CDI, Clostridium difficile infection; IQR, interquartile range;
PPI, proton pump inhibitor; VA, Veterans Affairs.

aUnless otherwise indicated, data are expressed as number (percentage)
of patients.
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1.82; P=.006) for those in the PPI-exposed group com-
pared with those in the non–PPI-exposed group. After
adjusting for age, initial incident CDI antibiotic treat-
ment (metronidazole or vancomycin), additional anti-
biotic exposure (yes or no), duration of hospital expo-
sure (0, �14, or �14 days), and differing baseline
comorbidities (ischemic heart, esophageal, peptic ulcer,
pulmonary, and rheumatologic diseases) and medica-
tions (systemic corticosteroids), the HR associated with
PPI exposure remained elevated at 1.42 (95% CI, 1.10-
1.83; P=.008) (Table 2). The proportional hazards as-
sumption was met for the adjusted model because the
interaction term between exposure and the logarithm of
time was not significant (P=.65).

EFFECT MODIFICATION

We evaluated potential effect modification by age, non-
CDI antibiotic exposure during follow-up, and PPI ex-
posure during follow-up. We found an increasing risk
of recurrence associated with PPI use with increasing age
(Table 2). Stratification by non-CDI antibiotic exposure
in the follow-up window modified the association of PPIs
and recurrent CDI on the ratio scale. Those exposed to
additional antibiotics had a 71% greater risk of recur-
rence associated with PPIs, whereas those not exposed
to antibiotics had a 30% greater risk of recurrence. How-
ever, we were not sufficiently powered to detect a sta-
tistically significant effect modification for age or non-
CDI antibiotic exposure.

Most patients in the PPI-exposed group (434 of 527
[82.4%]) and very few of the non–PPI-exposed group (41
of 639 [6.4%]) received PPIs during the 15- to 90-day
follow-up (Table 1). Patients prescribed PPIs during both
treatment and follow-up had an increased risk of recur-
rence compared with those who were not exposed to PPIs
in either time window (HR, 1.44; 95% CI, 1.09-1.89;
P=.01). Greater risk for recurrence, although not pow-
ered for statistical significance, was also seen in the smaller
subgroups who were exposed to PPIs in the treatment
period only (41 patients; HR, 1.30; 95% CI, 0.68-2.51;
P=.43) or in the follow-up period only (93 patients; HR,
1.51; 95% CI, 0.93-2.46; P=.10).

SENSITIVITY ANALYSES

We determined the proportion of those classified as hav-
ing recurrent CDI whose treatment with CDI-targeted an-
tibiotics was documented in the VA pharmacy. Of the 251
cases meeting our criteria for recurrent CDI, 217 (86.5%)
were prescribed metronidazole or oral vancomycin at the
time of the additional positive toxin finding. Restricting
our risk analyses to these patients did not change our es-
timates (adjusted HR, 1.52; 95% CI, 1.15-2.01; P=.003).

Because a change from metronidazole to vancomy-
cin therapy may reflect more severe disease clinically or
failure to respond to the original CDI treatment antibi-
otic, we evaluated the influence of any exposure to van-
comycin on the association of PPIs and recurrence. Con-
trolling for any vancomycin treatment within the first 14
days did not alter our findings (adjusted HR, 1.42; 95%
CI, 1.10-1.84; P=.008).

We conducted adjusted analyses using varied cat-
egorical lengths of hospitalization following incident CDI
diagnosis and found no differences in the HRs associat-
ing PPI exposure with recurrent CDI (data not shown).

Of the 251 recurrent cases, 121 (48.2%) had no in-
tervening test for C difficile toxin, 100 (39.8%) had an
intervening test with a negative result, and 30 (12.0%)
had an intervening test with positive results, mostly within
several days of the index date. There was no difference
in PPI exposure among those with intervening negative
test results or no intervening tests (P=.43).

COMMENT

Our findings indicate that PPI use concurrent with treat-
ment for CDI was associated with a 42% increased risk
of recurrent CDI in the subsequent 15 to 90 days. In strati-
fied analyses, exposure during treatment and within the
follow-up window was associated with a 44% greater re-
currence, whereas patients prescribed PPIs in only 1 of
the 2 exposure windows (ie, treatment only or fol-
low-up only) demonstrated a higher but nonstatisti-
cally significant risk of recurrent infection.
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Figure 2. Recurrence-free survival in those exposed vs unexposed to proton
pump inhibitors (PPIs) during treatment for incident Clostridium difficile
infection. Time to recurrence started from the incident toxin finding or the
start of antibiotic treatment (�3 days after the diagnosis).

Table 2. Association of CDI Treatment-Concurrent PPI
Exposure With Recurrent CDI Within 90 Days

Model HR (95% CI) P Value

Unadjusted 1.42 (1.11-1.82) .006
Adjusteda 1.42 (1.10-1.83) .008
Age stratified, ya

�60 (n=189) 1.19 (0.56-2.55) .65
60-80 (n=593) 1.32 (0.94-1.85) .11
�80 (n=384) 1.86 (1.15-3.01) .01

Non-CDI antibiotic exposure stratifieda

Antibiotic exposure (n=426) 1.71 (1.11-2.64) .01
No additional antibiotic exposure

(n=740)
1.30 (0.94-1.79) .12

Abbreviations: CDI, Clostridium difficile infection; CI, confidence interval;
HR, hazard ratio; PPI, proton pump inhibitor.

aAdjusted for age, incident CDI treatment, additional antibiotic exposure,
length of hospital exposure, ischemic heart disease, esophageal disease,
rheumatologic disease, peptic ulcer disease, pulmonary disease, and
systemic corticosteroid use.
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Proton pump inhibitors have been linked to higher
risks of community-acquired and nosocomial CDI,8-11,19

but other studies have not shown this association.21,22 Few
studies have specifically focused on the association of PPIs
with recurrent CDI. A retrospective medical record re-
view of 140 patients in a single VA medical center dem-
onstrated 4-fold increased odds of recurrence in those
exposed to PPIs concurrently with CDI treatment, al-
though HRs accounting for time to recurrence were not
analyzed.24 A small prospective medical record review of
patients with endoscopically proved pseudomembra-
nous colitis found higher relapse rates in those pre-
scribed antiulcer medications but did not distinguish be-
tween PPIs and other gastric acid suppressants.31 Similarly,
a case-control study showed a slightly greater risk of re-
currence in patients exposed to H2 receptor antagonists,
but the investigators did not assess the risk of PPIs.13 Oth-
ers have not found a difference in recurrence rates due
to acid-suppressing medications23; however, those in-
vestigators did not distinguish between PPIs and H2 re-
ceptor antagonists, which are generally less potent. The
data presented herein represent, to our knowledge, the
largest evaluation of this potentially modifiable expo-
sure to PPIs and risk of CDI recurrence.

One potential mechanism to explain this association
may be that elevated gastric pH levels facilitate the growth
of potentially pathogenic upper and lower gastrointes-
tinal tract flora.3,32,33 Although C difficile spores are acid
resistant, vegetative forms are susceptible to acidity.34,35

Furthermore, elevated gastric pH levels may allow or
facilitate conversion from spore to vegetative forms of
C difficile in the upper gastrointestinal tract. Other po-
tential mechanisms include impairment of leukocytes and
other immune responses and antimicrobial properties of
PPIs.36-39

Our study had several strengths, including use of data
from the VA’s large, multisite, integrated health care sys-
tem. The ability to link information from laboratory, phar-
macy, and administrative data enabled comprehensive as-
sessment of multiple aspects of patients’ health care. We
also incorporated time to recurrence into our analyses,
and stratified and sensitivity analyses supported the as-
sociation of PPI use with recurrent CDI. Finally, our data
are compatible with plausible biological mechanisms and
with results from previous studies indicating increased
risk of infections, including CDI, with PPI exposure.4-11

As with all studies using administrative and clinical
data extracts, our findings should be viewed in the con-
text of the following limitations. Use of observational
databases allows for potential misclassification of expo-
sure (eg, for outpatients, use of non-VA prescribed or over-
the-counter PPIs or other gastric acid suppressants, and
conversely, nonadherence to VA-prescribed PPI therapy).
However, there exists significant financial incentive for
most veterans to obtain prescriptions directly from the
VA. Furthermore, because most of our sample initially
had CDI treatment as inpatients, we are confident in the
quality of our PPI exposure data.

A positive test result for a C difficile toxin by itself does
not necessarily indicate a clinically relevant recurrence
and could lead to potential misclassifications of the out-
come. However, our findings remained robust when we

assessed overdiagnosis of recurrent CDI by analyzing only
the 217 subjects (86.5%) who had an additional posi-
tive toxin finding and additional documented treatment
with CDI-targeted antibiotics. The hazards of recur-
rence in this restricted sample were similar to those of
the entire study population (adjusted HRs, 1.52 vs 1.42,
respectively).

Our data cannot, with certainty, determine to what
extent the patients had recurrent CDI after a short
period of treatment success or experienced treatment
failure. Further examination revealed that 39.8% of the
recurrent cases had an intervening negative stool toxin
finding and 48.2% had no intervening tests. There was
no difference in PPI exposure among these subgroups.
From these data, there was little evidence to suggest
that patients classified as having recurrent CDI had per-
sistently positive toxin results between their index and
recurrence dates. Nevertheless, to distinguish recurrent
disease from treatment failure would require a prospec-
tive, systematic testing of subjects receiving treatment
for CDI.

Patient frailty has been associated with CDI.40 Al-
though we controlled for differences in comorbid con-
ditions, other than incorporating use of selected medi-
cations to treat these conditions, we did not directly assess
the severity of illnesses. In addition, our study was con-
ducted in a predominantly male veteran population, and
our results may not generalize to all patients. Previous
studies have found women to be at greater risk for CDI
than men,8 but other large investigations have associ-
ated PPIs with C difficile in both sexes.10,40 Overall, these
findings may be generalized to other elderly popula-
tions with similar access to PPIs.

After incident CDI diagnosis, our sample had other
potentially important exposures increasing their risk of
recurrent CDI. Although we controlled for patients’ time
in the hospital after incident disease, we were unable to
incorporate C difficile pressure in specific settings such
as hospital wards.18 We also did not find any difference
between groups for nursing home admissions during the
study window. In our adjusted analyses, controlling for
non-CDI antibiotic exposure during follow-up did not
affect the risk associated with PPI exposure during treat-
ment. When stratifying results, the risk associated with
PPIs increased for those with additional antibiotic expo-
sure, and statistical significance was no longer reached
in those who received no further antibiotic treatment.
Given the direction of the association, lack of further an-
tibiotic treatment does not necessarily negate the effect
of PPIs.

Most patients remained exposed or nonexposed to PPIs
during the treatment and follow-up windows; very few
received PPIs only during days 1 to 14 or only during
days 15 to 90. Continued exposure to PPIs was associ-
ated with a risk of recurrent CDI similar to that found
for the originally defined PPI-exposed group. Thus, to
what extent the PPI exposure concurrent with CDI treat-
ment, during follow-up, or during both periods is driv-
ing the association with recurrence is unclear.

The effect of any risk attributable to PPIs, regardless
of magnitude, is increased owing to the high prevalence
of use for this class of medication. Proton pump inhibi-
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tors are often used without a clear indication. Studies of
outpatients have found that of those receiving long-
term acid-suppressive therapy, only 61% had a relevant
gastrointestinal tract–related diagnosis.2 Similarly, stud-
ies of inpatients found acid-suppressing medications
frequently prescribed for stress ulcer prophylaxis in
non–intensive care unit settings,41-43 a practice contrary
to the American Society of Health System Pharmacists
guidelines.44 Choudhry et al45 studied patients with CDI
and PPI use for prescription indication; an appropriate
indication was not identified in 53.4% of the patients.
We did not assess the indications for PPI use in our
patients.

In conclusion, the study identified a 42% increased
risk of recurrent CDI related to PPI use. Given the mor-
bidity and cost associated with recurrent CDI and the lack
of readily modifiable risk factors, our findings have im-
portant clinical implications. The data presented herein
support the need for critical assessment of PPI use in pa-
tients being treated for CDI as well as further research
to test this association.
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Atrial fibrillation (AF) is associated with increased risk of stroke that can be attenuated with vitamin K antagonists (VKAs). Vitamin
K antagonist use is limited, in part, by the high incidence of complications when patients' international normalized ratios (INRs)
deviate from the target range. The primary objective of ARISTOTLE is to determine if the factor Xa inhibitor, apixaban, is
noninferior to warfarin at reducing the combined endpoint of stroke (ischemic or hemorrhagic) and systemic embolism in patients
with AF and at least 1 additional risk factor for stroke. We have randomized 18,206 patients from over 1,000 centers in 40
countries. Patients were randomly assigned in a 1:1 ratio to receive apixaban or warfarin using a double-blind, double-dummy
design. International normalized ratios are monitored and warfarin (or placebo) is adjusted aiming for a target INR range of 2 to
3 using a blinded, encrypted point-of-care device.Minimum treatment is 12months, andmaximum expected exposure is 4 years.
Time to accrual of at least 448 primary efficacy events will determine treatment duration. The key secondary objectives are to
determine if apixaban is superior to warfarin for the combined endpoint of stroke (ischemic or hemorrhagic) and systemic
embolism, and for all-cause death. Thesewill be tested after the primary objective using a closed test procedure. The noninferiority
boundary is 1.38; apixaban will be declared noninferior if the 95%CI excludes the possibility that the primary outcome rate with
apixaban is N1.38 times higher than with warfarin. ARISTOTLE will determine whether apixaban is noninferior or superior to
warfarin in preventing stroke and systemic embolism; whether apixaban has particular benefits in the warfarin-naïve population;
whether it reduces the combined rate of stroke, systemic embolism, and death; and whether it impacts bleeding. (Am Heart J
2010;159:331-9.)
Atrial fibrillation (AF) is a growing public health
problem worldwide and is the most common arrhythmia
requiring hospitalization in the United States.1 The
incidence of AF has increased over the past 2 to 3
decades. The number of people with AF in the United
States is projected to exceed 10 million by 20502; this will
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be accompanied by substantial morbidity andmortality.2,3

Stroke is considered to be the most significant morbidity
in patients with AF. Approximately 15% of strokes occur
in those with AF and the risk of stroke in untreated AF
patients averages 5% per year.3,4 The annual risk of stroke
in AF patients is related to age, increasing from 1.5% for
patients aged 50 to 59 years to 23% for those aged 80 to
89 years.5 When compared with stroke from other
causes, ischemic stroke secondary to AF carries twice the
risk of death.5
Warfarin
Warfarin, a vitamin K antagonist (VKA), reduces the

risk of stroke by approximately 62%6; however, VKAs
have major limitations and are underused in clinical
practice.7 Patients are frequently outside the optimal
target anticoagulation range when VKAs are prescribed,
exposing them to the risk of thrombosis or bleeding.8,9

Clinical trial data show that among patients receiving
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warfarin or other VKAs, even in the highly structured
setting of a trial, the international normalized ratio (INR)
is outside the therapeutic range (2.0-3.0) about one third
of the time.10-13 Moreover, a meta-analysis shows that the
proportion of time outside the therapeutic INR range in
community practice is 43%.11 Thus, a large number of
patients with AF who should be on warfarin are either not
deriving full benefit from warfarin or are not receiving it
at all. Not only do VKAs have a narrow therapeutic
window but they also exhibit a highly variable dose
response that is attributable to genetic, disease-related,
and environmental factors. Their dosing can be particu-
larly challenging among elderly individuals due to
changes in the pharmacokinetics and pharmacodynamics
that occur with age. Other factors influencing drug effect
include prescription and nonprescription drugs, dietary
vitamin K, and botanical products.14,15 The need for
regular and lifelong therapeutic monitoring is an incon-
venience for many patients. These limitations of VKAs
illustrate the need for new oral anticoagulants for the
prevention of thromboembolism in patients with AF.
Current guidelines, including those from the American

College of Cardiology/American Heart Association/Euro-
pean Society of Cardiology, recommend a risk-based
approach for antithrombotic therapy for stroke preven-
tion.16 Aspirin or VKAs are recommended for patients
with AF who have one moderate risk factor for stroke
(CHADS2 risk score of 1), and VKAs are recommended for
patients with more than one moderate risk factor
(CHADS2 risk score ≥2) for stroke.16 Vitamin K
antagonists are efficacious at preventing stroke even in
the lower risk AF population17; however, their routine
use is not currently recommended because the overall net
benefit in this low-risk group is uncertain. Because the
oral factor Xa inhibitors avoid many of the limitations of
VKAs, it is important to evaluate these new agents across
the spectrum of risk including patients with a low to
intermediate risk of stroke.
Another important issue is that in patients starting

warfarin for the first time, the risk of thromboembolism
and bleeding is high for the first year due in part to the
time taken to establish an adequate and stable INR. In
one observational study, patients starting warfarin had a
3-fold increased risk of bleeding in the first 90 days of
treatment7 compared with patients already on warfarin.7

The ACTIVE-W study showed that, in patients with AF at
high risk of stroke, warfarin was superior to clopidogrel
plus aspirin for prevention of vascular events.18

Additional analyses also showed that the rates of
discontinuation of warfarin therapy during the first
year of the trial were higher (15%) in the warfarin-naïve
patients when compared with the warfarin-experienced
patients (8%).19

In antithrombotic therapy for the prevention of
thromboembolism in patients with AF, there is a need
for an alternative to warfarin that has greater efficacy,
greater convenience of use, and/or greater safety. When
compared with warfarin in the SPORTIF III and V trials,
the oral direct thrombin inhibitor ximelagatran was
found to be effective with an acceptable bleeding
risk,10,12 but its development was stopped due to liver
toxicity. A number of new anticoagulants, including
factor Xa inhibitors and direct thrombin inhibitors, are
now being developed and evaluated as alternatives to
warfarin for stroke prevention in AF. The ideal agent
should be oral and free from variation in absorption
related to food intake and should have predictable
pharmacokinetics, few drug interactions, and minimal
toxicity. It would not require therapeutic monitoring
and its efficacy and safety would be comparable with or
superior to warfarin at preventing thromboembolism in
AF subjects.
Apixaban
Factor Xa occupies a pivotal role in the clotting

cascade because it promotes conversion of prothrom-
bin to thrombin. Developed as an anticoagulant agent,
apixaban is an orally active selective inhibitor of the
coagulation factor Xa. The direct mechanism of this
drug does not require the presence of antithrombin. It
has a predominantly nonrenal (75%) clearance and a
half-life around 12 hours in healthy volunteers. The
effect is independent of vitamin K intake, and with the
exception of strong CYP3A4 inhibitors, there is minimal
potential for drug-to-drug interaction. This compound
has shown efficacy in preclinical animal models for
venous and arterial thrombosis and has no organ-
specific toxicity in animal models of up to 12 months
of exposure.20,21

In a phase II dose-ranging study of deep vein
thrombosis (DVT) prevention in patients undergoing
knee replacement surgery, pooling of all doses of
apixaban showed a 21% reduction in venous thrombo-
embolism (VTE) or all-cause death when compared with
enoxaparin and a 53% reduction in VTE or all-cause death
when compared with warfarin.22 Importantly, the
frequency of major bleeding events was low (0%-3.3%)
and comparable among all apixaban arms. A dose-ranging
trial in DVT treatment including 520 patients with
proximal DVT also showed favorable efficacy and safety,
including the 5 mg twice a day apixaban dose arm.23

The ADVANCE-1 study, a phase III VTE prevention trial,
compared apixaban, 2.5 mg, twice daily with the Food
and Drug Administration-approved dose of enoxaparin
(30 mg twice daily).24 The primary efficacy outcome was
a composite of symptomatic or asymptomatic DVT,
pulmonary embolism, and death from any cause. In a
preliminary analysis, the rate of the primary efficacy
endpoint in the apixaban arm was similar to that
observed with enoxaparin (9.0% vs 8.9%, P = .64). The
major bleeding rate for apixaban, however, tended to be



Table I. Inclusion and exclusion criteria

Inclusion criteria
Age ≥18 y
Permanent or persistent AF or atrial flutter on ECG at enrollment; or AF

or atrial flutter documented by ECG or as an episode ≥1 min on
rhythm strip, Holter monitor, or intracardiac recording on 2
separate occasions at least 2 wk apart in 12 mo before enrollment

One or more of the following risk factors for stroke
Age ≥75 y
Prior stroke, TIA, or systemic embolus
Symptomatic CHF within 3 mo or LV dysfunction with LVEF ≤40% by
echocardiography, radionuclide study, or contrast angiography

Diabetes mellitus
Hypertension requiring pharmacologic treatment

Women of childbearing potential must use contraception to avoid
pregnancy during treatment period or for 2 wk after last dose of
study medication, whichever is longer

All subjects must provide signed written informed consent

Exclusion criteria
AF or atrial flutter due to reversible causes (eg, thyrotoxicosis, pericarditis
Clinically significant (moderate or severe) mitral stenosis
Increased bleeding risk believed to be a contraindication to oral

anticoagulation (eg, previous intracranial hemorrhage)
Conditions other than AF that require chronic anticoagulation

(eg, prosthetic mechanical heart valve)
Persistent uncontrolled hypertension (SBP N180mmHgorDBP N100mmHg
Active infective endocarditis
Planned major surgery
Planned AF or atrial flutter ablation procedure
Use of unapproved investigational drug or device in past 30 d
Required aspirin N165 mg/d
Simultaneous treatment with both aspirin and a thienopyridine

(eg, clopidogrel, ticlopidine)
Severe comorbid condition with life expectancy ≤1 y
Active alcohol or drug abuse or psychosocial reasons that make study

participation impractical
Recent stroke (within 7 d)
Severe renal insufficiency (serum creatinine level N2.5 mg/dL or calculated

creatinine clearance b25 mL/min)
ALT or AST N2 × ULN or a total bilirubin ≥1.5 × ULN (unless an alternative

causative factor [eg, Gilbert's syndrome] is identified)
Platelet count ≤100,000/mm3

Hemoglobin level b9 g/dL
Inability to comply with INR monitoring

ECG, Electrocardiogram; CHF, congestive heart failure; LV, left ventricular; LVEF, lef
ventricular ejection fraction; SBP, systolic blood pressure;DBP, diastolic blood pressure
ALT, alanine transaminase; AST, aspartate transaminase; ULN, upper limit of normal
wk, weeks; mo, months.
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lower than for enoxaparin (0.7% vs 1.4%, P = .053), and
the composite rate of clinically relevant nonmajor
bleeding and major bleeding was significantly lower in
patients assigned to apixaban than those assigned to
enoxaparin (2.9% vs 4.3%, P = .034).
APPRAISE was a phase II, randomized, double-blind,

placebo-controlled, parallel arm study that enrolled 1,715
patients with acute coronary syndrome (ACS) from
Europe and North America.25 This study demonstrated
that the addition of apixaban to current antiplatelet
therapy for 6 months after ST elevation or non-ST
elevation ACS results in a dose-dependent increase in
bleeding and a trend toward a reduction in ischemic
events. Based on these data, apixaban at a total daily dose
of between 5 and 10 mg is being tested in patients with
ACS receiving aspirin or dual antiplatelet therapy in the
phase III trial APPRAISE 2.
These findings indicate that oral factor Xa inhibition at

a dose of 5 to 10 mg daily may be an effective and safe
approach toward anticoagulation. Based on the experi-
ence in DVT prevention and treatment trials, a dose of 5
mg twice a day of apixaban was chosen for comparison
with warfarin for prevention of stroke and systemic
embolism in patients with AF in the ARISTOTLE trial.

Study objectives
Primary objective
The primary objective of this study is to determine

whether apixaban is noninferior to warfarin (INR target
range 2.0-3.0) at reducing the combined outcome of
stroke (ischemic or hemorrhagic) and systemic embo-
lism in subjects with AF and at least 1 additional risk
factor for stroke.

Secondary objectives
The key secondary objectives are to determine if

apixaban is superior towarfarin for the combined endpoint
of stroke (ischemic or hemorrhagic) and systemic embo-
lism, and for all-cause death. These will be tested after the
primary objective using a closed test procedure.
Other secondary objectives are to compare apixaban

and warfarin with respect to:

• The composite endpoint of ischemic stroke,
hemorrhagic stroke, systemic embolism, and all-
cause death,

• The composite endpoint (in warfarin-naïve
patients) of ischemic stroke, hemorrhagic stroke,
systemic embolism and major bleeding,

• The composite endpoint of ischemic stroke,
hemorrhagic stroke, systemic embolism, and
major bleeding,

• The composite endpoint of ischemic stroke,
hemorrhagic stroke, systemic embolism, major
bleeding, and all-cause death,
)

)

t
;
;

• The composite endpoint of ischemic stroke, hem-
orrhagic stroke, systemic embolism, myocardial
infarction, and all-cause death,

• Major bleeding
Study population
In this double-blind study, we have randomized 18,206

patients with AF from over 1,000 centers in about 40
countries. Eligible subjects were randomly assigned in a
1:1 ratio to receive either apixaban orwarfarin titrated to a
target INR range of 2.0 to 3.0. Both warfarin-naïve and
warfarin-experienced patients are being recruited, with a
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special emphasis on the former. Our aim is for 40% of
patients to be warfarin naïve. The inclusion and exclusion
criteria are summarized in Table I.
Randomization and study drug
Subjects who were on warfarin before randomization

discontinued the drug 72 hours before randomization and
were not dosed with study drug until the INR was b2.0.
Randomization is stratified by investigative site and prior
warfarin use status (experienced or naïve). Patients are
classified as warfarin naïve if they have never used
warfarin (or other VKAs) or if they have used it for ≤30
consecutive days. Otherwise, patients are considered
warfarin experienced.
To maintain blinding, study medications are packaged

using a double-dummy design. The 2 sets of tablets each
subject receives are distinguishable by color and size,
but active apixaban tablets match placebo apixaban
tablets and active warfarin tablets match placebo
warfarin tablets to ensure blinding of the patient and
investigator. After randomization, patients receive either
apixaban and warfarin placebo or apixaban placebo and
warfarin. During the titration phase, we recommend the
use of a dosing algorithm with initial daily dose of up to
6 mg of warfarin (or warfarin placebo) (unless already
on a stable dose of warfarin, in which case that may be
continued) and dose of apixaban (or apixaban placebo)
of 5 mg twice a day. For patients who are estimated to
have higher apixaban drug exposure, we will use a
lower dose of 2.5 mg twice a day of apixaban. Subjects
who fulfill any 2 of the following criteria at baseline will
receive the lower apixaban dose of 2.5 mg twice a day:
age ≥80 years, body weight ≤60 kg, and serum
creatinine level ≥1.5 mg/dL (133 μmol/L). Subsequent
warfarin doses are recommended based upon an
algorithm provided to the investigators; however, the
final dose decision is left to the discretion of the
investigator. Subjects, investigators, members of the
steering and adjudication committees, and the sponsor's
staff conducting the study do not have access to
individual subject treatment assignments.
Study design and duration
The trial is event driven, thus, the number of subjects

required and length of treatment were estimated based
on event rates in similar trials. The final duration of the
trial will be determined by the time required to accrue at
least 448 primary efficacy events (see statistical methods).
All subjects will be followed from randomization until the
study end date.
The study includes a screening period of up to 14 days.

Subjects with AF and at least≥1 risk factors for stroke will
be evaluated for study eligibility. The design of the study
is shown in Figure 1.
INR monitoring
The INR monitoring for the warfarin-naïve patients

begins on the fourth day after initiation of study drug and
is performed twice a week for 2 weeks, once a week for
2 weeks, and monthly thereafter once a stable INR is
attained. For the warfarin-experienced patients who
have been on stable dosing of VKA for at least 3 months,
INR monitoring visits are required on day 1, week 1,
week 2, and then monthly. An investigator may increase
the frequency of INR monitoring if it is considered
clinically indicated.
Titration of the study drug is based on central

monitoring of INR measurements using encrypted point-
of-care (POC) devices, centralized dosing recommenda-
tions, and sham apixaban titration. The POC device
delivers an encrypted result to the investigator who
telephones or electronically transmits the result along
with the subject's identification number, date, and time to
a central response system. This system processes the
information in a blinded manner and returns either a true
INR value (if a subject is receiving warfarin) or a sham INR
value (if a subject is receiving apixaban). Although
investigators will need to obtain open label INR values
when clinically indicated, efforts will be made to minimize
nonstudy INR assessments. The final dosing decision rests
with the investigator. Assessments of outcomes and study
medication compliance are performed at each INR visit.

Follow-up
The follow-up period will last until the attainment of at

least 448 primary study events. Follow-up of subjects
who discontinue study drug will occur quarterly until the
end of the study.

Outcome definitions
Efficacy outcomes
The primary efficacy outcome is the time to first

occurrence of stroke (ischemic or hemorrhagic) or
systemic embolism.
In this study, stroke is defined as a nontraumatic abrupt

onset of a focal neurologic deficit lasting at least 24 hours.
A retinal ischemic event (embolism or thrombosis) will
be considered a stroke. A cerebral imaging study
(computed tomographic scan or magnetic resonance
imaging) is recommended for all suspected strokes.
Strokes will be classified as ischemic, ischemic with
hemorrhagic transformation, hemorrhagic, or of uncer-
tain type. Hemorrhagic strokes will be subclassified as
subdural, subarachnoid, or intraparenchymal.
A transient ischemic attack (TIA) is defined as a

nontraumatic abrupt onset of a focal neurologic deficit
lasting b24 hours. Stroke and TIA will be further
subclassified based on whether there is imaging evidence
of a new cerebral infarction that correlates with the
clinical presentation of the subject.
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Study design.
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The diagnosis of systemic embolism requires a clinical
history consistent with an acute loss of blood flow to a
peripheral artery (or arteries) supported by evidence of
embolism from surgical specimens, autopsy, angiogra-
phy, vascular imaging, or other objective testing.
Safety outcomes
The primary safety endpoint is time to first occurrence

of confirmed major bleeding.
The definition of major bleeding described below is

adapted from the protocol and the International Society
on Thrombosis and Hemostasis definition. The baseline
hemoglobin level is defined as the closest hemoglobin
level value before the bleeding event.
Major bleeding is defined as acute or subacute clinically

overt bleeding accompanied by ≥1 of the following: (1) a
decrease in hemoglobin level of ≥2 g/dL over a 24-hour
period; (2) a transfusion of ≥2 U of packed red blood
cells; and/or (3) bleeding that is fatal or occurs in at least 1
of the following critical sites: intracranial, intraspinal,
intraocular, pericardial, intraarticular, intramuscular with
compartment syndrome, retroperitoneal.
Clinically relevant nonmajor bleeding is defined as

acute or subacute clinically overt bleeding that does not
satisfy the criteria for major bleeding and leads to hospital
admission for bleeding, physician-guided medical or
surgical treatment for bleeding, or a change in antith-
rombotic therapy (including study drug) for bleeding.
All acute clinically overt bleeding events not meeting

the criteria for either major bleeding or clinically relevant
nonmajor bleeding are classified as minor bleeding.
Bleeding events are also classified by the TIMI26 and
GUSTO criteria.27

The secondary safety outcome for this trial is a composite
of major bleeding and clinically relevant nonmajor
bleeding. Other safety outcome measures include minor
bleeding, fractures, and other adverse events.

Clinical Events Committee adjudication
An independent, blinded, clinical events committee

(CEC) adjudicates all suspected hemorrhagic and non-
hemorrhagic strokes, TIAs, systemic emboli, major and
clinically relevant non-major bleeding, myocardial infarc-
tion, and cause of death.
Using prespecified event definitions and agreed upon

event adjudication criteria, the CEC adjudicates suspected
events based on the preponderance of the evidence and
the clinical knowledge and experience of the physician
reviewers. Event adjudication in ARISTOTLE occurs in 2
phases. All suspected events are adjudicated in phase I.
Each stroke, systemic embolism, and bleeding event are
reviewed by 2 independent physician reviewers. Each
myocardial infarction and death event are reviewed by 1
reviewer. Significant disagreements between phase I
reviewers for stroke, systemic embolism, and bleeding
cases are identified as needing phase II review. In
addition, a quality control sample undergoes phase II
review. All phase II reviews are conducted by committee
with the final adjudicated result being a consensus of the
committee members present. In both phase I and phase II
reviews, all stroke events are evaluated by at least
1 neurologist.



Figure 2

336 Lopes et al
American Heart Journal

March 2010
Statistical analysis and sample
size calculation
A meta-analysis of 6 AF studies estimated a relative

reduction in the risk of stroke or systemic thromboem-
bolism of 62% for warfarin versus placebo.6 Based on
historical trials, the primary noninferiority hypothesis of
ARISTOTLE is that apixaban will preserve at least 50% of
the benefit of warfarin in preventing stroke and
systemic embolism. This gives an upper CI of 1.88 of
the apixaban versus warfarin relative risk (Figure 2A).
To be more certain that apixaban is noninferior to
warfarin based on this single clinical trial, more
stringent boundaries are defined. In response to
different international regulatory bodies, 2 noninferior-
ity tests will be applied. First, the 95% CI should not
include ≥1.38 to declare noninferiority (Figure 2B). In
addition, the 99% CI should not include ≥1.44 to declare
noninferiority. Because the event rate is lower than
initially expected, it is estimated that approximately
18,000 randomized patients with sufficient risk of stroke
and sufficient treatment duration will result in 448
patients with primary outcome events needed for 90%
power to meet the primary objective of the study. We
originally estimated that the follow-up would be an
average of 1.8 years, assuming a stroke or systemic
embolism rate of 1.67 per 100 subject-years.
An independent Data Monitoring Committee is

charged with monitoring the accumulating trial data.
A formal interim analysis will be performed once 50%
of the primary efficacy endpoint events have been
confirmed by the CEC. The objective of this interim
analysis is to determine whether apixaban is superior to
warfarin for the primary efficacy endpoint. No interim
testing for noninferiority will be performed.
Illustration and interpretation of noninferiority boundaries fo
warfarin comparator AF trials. A, Noninferiority boundaries fo
warfarin comparator AF trials. B, Apixaban preserves some benefi
(A), apixaban preserves N50% of warfarin benefit (B), apixaban
preserves more than about 40% of warfarin benefit (C), and
apixaban is superior to warfarin (D).
Pharmacokinetic biomarkers
The main objectives of the biomarker and genetic

substudy program are to correlate genetic polymorph-
isms and levels of biomarkers with clinical outcomes, to
improve risk stratification for stroke among patients
with AF, and to relate the effects of apixaban and
warfarin to these disease biomarkers. Several biomarkers
will be analyzed at baseline for as many of the 18,206
patients as possible (Table II), and a second blood
sample will be collected for approximately 5,000
patients at 2 months. This will allow the analysis of
changes in biomarker levels.
Organizational structure
The ARISTOTLE trial is led by an academic steering

committee composed of 2 cochairs, national coordina-
tors from each participating country, and a representa-
tive from the trial sponsor. This committee provides
r
r
t

scientific direction and input, addresses policy issues
regarding the protocol, and meets periodically to assess
the trial progress.
The ARISTOTLE executive committee, composed of a

subset of senior leaders from the steering committee, is
responsible for evaluating the progress and safety of the
trial and making decisions regarding early termination or
continuation of the trial.
A subset of the steering committee will form the

publications committee that will oversee the publication



Table II. Biomarkers

Biomarkers Area Characteristic

hs-Troponin I Myocardial necrosis,
myocardial function

Strong predictor for raised mortality in ACS and in healthy elderly

NT-proBNP Myocardial necrosis,
myocardial function

↑ in patients with AF; high level indicates increased risk for thromboembolism

ADMA Endothelial function ↑ in patients with vascular disease
vWF Endothelial function ↑ levels in AF patients; predictor for vascular events
hs-CRP, IL-6 Inflammation Associated with AF and risk of future CV events in healthy individuals
Soluble CD40 ligand Platelet activity ↑ levels related to inflammatory activity, coagulation, and platelet activation
Fragment 1+2 Coagulation ↑ in patients with AF and related to risk factors for stroke; reduced with warfarin treatment
D-dimer Coagulation ↑ in patients with AF and associated with new thrombotic events; reduced with warfarin treatment
Cystatine C Renal function ↑ in patients with reduced renal function; poorer prognosis in patients with CV disease; better

marker for endogenous GFR than creatinine clearance
HbA1C, Apo A, Apo B Metabolism and lipoproteins Lipoproteins and diabetes mellitus risk factors for CV disease; diabetes mellitus predictor of

an increased risk for complications

BNP, Brain natriuretic peptide; CV, cardiovascular; GFR, glomerular filtration rate.
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process for the main manuscript and all secondary
presentations and manuscripts resulting from the trial.
The ARISTOTLE Trial is sponsored and funded by

Bristol-Myers Squibb (Princeton, NJ, USA) and Pfizer
(New York, NY, USA).
Discussion
Atrial fibrillation is a very common arrhythmia and is

associated with an increased risk of mortality and
morbidity, particularly stroke, which is the third most
common cause of death in developed countries and the
leading cause of serious long-term disability worldwide.28

The ACTIVE-W study included 6,706 patients with AF
and at least ≥1 risk factors for stroke.18 ACTIVE-W was
designed to compare oral anticoagulation therapy with
aspirin plus clopidogrel for prevention of vascular events
in patients with AF at high risk for stroke. This study was
not blinded. Moreover, there was no requirement for a
certain proportion of warfarin-naïve patients. At study
entry, approximately 76% of the patients were on
warfarin. The study was stopped early because of the
superiority of warfarin over aspirin plus clopidogrel for
prevention of vascular events in patients with AF. These
results were driven by the higher rates of stroke on
clopidogrel plus aspirin.
Several oral direct thrombin inhibitors are being tested

for stroke prevention in patients with AF such as
ximelagatran and dabigatran.29 This class of drug has a
wider therapeutic range than warfarin, low potential for
food and drug interactions, and no requirements for dose
adjustments or regular monitoring. The SPORTIF III and V
trials involving 3,407 and 3,922 patients, respectively,
showed no difference in stroke prevention between
ximelagatran and warfarin.10,12 However, there was a
significant increase in the level of liver enzymes in
patients on ximelagatran. Moreover, major adverse
cardiovascular events were observed in other studies,30,31
and the drug was withdrawn from all markets in 2006. In
addition, there was an unexplained higher rate of major
bleeding in SPORTIF V when compared with SPORTIF III.
Recently the RE-LY open label trial reported the results
comparing 110 mg twice daily and 150 mg twice daily of
the oral thrombin inhibitor dabigatran versus warfarin in
18,113 AF paitents with at least one risk factor for stroke.
In this study dabigatran 150 mg twice daily was superior
and 110 mg twice daily noninferior concerning stroke
while simultaneously both doses reduced intracranial and
life-threatening hemorrhage.32 Therefore, there is now a
larger focus on testing for potential superiority of
apixaban over warfarin in the current trial.
Other phase III trials are testing inhibitors of factor Xa

for stroke prevention in patients with AF. ROCKET-AF is
comparing warfarin with rivaroxaban in a double-blind
trial of 14,000 patients with AF at high risk for stroke.33

AVERROES is another double-blind trial of apixaban in
comparison with aspirin in 5,600 patients with AF and
moderate risk of stroke or intolerance to warfarin.34

BOREALIS-AF is testing subcutaneous weekly injections
of biotinylated idraparinux, a subcutaneous indirect
factor Xa inhibitor, in patients with AF and high risk of
stroke.35 This trial is designed as a double-blind compar-
ison of idraparinux with warfarin in 9,600 patients.
ARISTOTLE will define whether apixaban is noninfer-

ior or/and superior to warfarin in the overall population
and whether it may be superior solely in the warfarin-
naïve population, which is more susceptible to compli-
cations until a stable warfarin dose has been established
and more prone to warfarin discontinuation.
Important features of the ARISTOTLE trial include the

investigation of a drug with a relatively long half-life and
robust phase II to III data on safety and efficacy of the
tested dose for DVT prophylaxis, the double-blind design
with use of encrypted POC INR monitoring devices, good
representation of warfarin-naïve patients, inclusion of the
full risk-spectrum of patients (CHADS2 score ≥1),
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multinational representation of various health care
systems and ethnic groups, and modification of dose of
the study drug for patients with the highest drug
exposure (2 criteria of older age, renal insufficiency, or
low body weight). In ARISTOTLE, the protocol provides
guidance on management of bleeding. Most bleeding can
be managed by discontinuation of antithrombotic thera-
py (including study medication), local hemostatic mea-
sures, and fresh frozen plasma as needed. Patients with
ongoing serious or life-threatening bleeding may require
unblinding to guide reversal with vitamin K, and
consideration of use of prothrombin complex concen-
trate, if on warfarin. For patients on apixaban, reversal of
the anticoagulant effects will occur relatively rapidly over
time given its half-life of around 12 hours. Apixaban has
no specific antidote or reversal agent. Other agents, such
as recombinant activated factor VII (NovoSeven, Novo
Nordisk A/S, Bagsvaerd, Denmark), have not been studied
in this setting and are not recommended.

Conclusion
In conclusion, the ARISTOTLE trial will answer many

important questions related to stroke prevention in AF.
Most importantly, it will compare apixaban with
warfarin for stroke prevention in a wide range of
patients with AF. It will provide information about the
efficacy of apixaban both in warfarin-experienced and
warfarin-naïve patients. Finally, it will generate a better
understanding of this common disease and the risks of
stroke and bleeding based on large scale substudies on
genetic and protein biomarkers.
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Associations between life course socioeconomic position (SEP) and novel biological risk markers for
coronary heart disease such as inflammatory markers are not well understood. Most studies demonstrate
inverse associations of life course SEP with C-reactive protein (CRP), interleukin-6 (IL-6) and fibrinogen,
however little is known about associations between life course SEP and other inflammatory markers
including intercellular adhesion molecule-1 (ICAM-1), tumor necrosis factor II (TNFR2), lipoprotein
phospholipase A2 (Lp-PLA2) activity, monocyte chemoattractant protein-1 (MCP-1) or P-selectin. The
objectives of this analysis were to determine whether three life course SEP frameworks (“accumulation
of risk”, “social mobility” and “sensitive periods”) are associated with the aforementioned inflammatory
markers. We examined 1413 Framingham Offspring Study participants (mean age 61.2 � 8.6 years, 54%
women), using multivariable regression analyses. In age- and sex-adjusted regression analyses, cumu-
lative SEP (“accumulation of risk” SEP framework), for low vs. high SEP, was inversely associated with
CRP, IL-6, ICAM-1, TNFR2, Lp-PLA2 activity, MCP-1 and fibrinogen. We found that there were few
consistent trends between social mobility trajectories and most inflammatory markers. Own educational
attainment was inversely associated with 7 of 8 studied inflammatory markers, while father’s education,
father’s occupation and own occupation were inversely associated with 4, 5 and 4 inflammatory markers,
respectively, in age- and sex-adjusted analyses. The strengths of association between SEP and inflam-
matory markers were typically substantially accounted for by CHD risk markers (smoking, body mass
index, systolic blood pressure, total:HDL cholesterol ratio, fasting glucose, medications, depressive
symptomatology) suggesting these may be important mechanisms that explain associations between SEP
and the studied inflammatory markers.
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Introduction

Socioeconomicdisparities in coronaryheart disease (CHD) exist in
many developed countries, where people of lower childhood or
adulthood socioeconomic position (SEP) typically have higher risk for
incident CHD (Galobardes, Smith, & Lynch, 2006; Gonzalez,
Rodriguez Artalejo, & Calero, 1998). There is interest in investigating
whether biological riskmarkers for CHD are related to life course SEP,
as a way to evaluate if there is mechanistic evidence consistent with
the inverse associations foundbetweenSEPandCHD inobservational
studies. Extensive progress has been made in recent decades on the
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involvement of inflammatory processes in atherosclerosis and
subsequent risk for CHD, however little is known about associations
between life course SEP and many inflammatory markers. Belowwe
introduce major frameworks by which life course SEP is conceptu-
alized, aswell asevidenceonrolesof several inflammatorymarkers in
specific atherosclerotic processes, leading to gaps in knowledge
between life course SEP and inflammatory markers.

Galobardes et al. defined several phases for life course SEP
including childhood SEP (e.g., parent’s education or parent’s occu-
pation), young adulthood SEP (e.g., educational attainment), active
professional life SEP (e.g., occupation or income), and retirement
SEP (e.g., wealth or household conditions) (Galobardes, Shaw,
Lawlor, Lynch, & Davey Smith, 2006). A number of frameworks to
conceptualize life course SEP have been hypothesized (Fig. 1),
including the “accumulation of risk” framework (which focuses on
the total cumulative amount of exposure to SEP across the life
course), the “social mobility” framework, which recognizes that
people have evolving (e.g., increasing, decreasing or stable) SEP
across their life span, and the “sensitive periods” framework which
suggests that there are certain time periods in the life course when
an exposure may have a stronger effect on disease risk than it
would during other phases in life (Kuh & Ben-Shlomo, 2004; Kuh,
Ben-Shlomo, Lynch, Hallqvist, & Power, 2003).

Novel risk markers for CHD include inflammatory markers.
Substantial evidence suggests there is an important inflammatory
component in the pathogenesis of atherosclerosis and the patho-
physiology is becoming better understood (Libby, 2006). Several
inflammatorymarkers are inversely associatedwith CHD, including
interleukin-6 (IL-6) (Cesari et al., 2003), monocyte chemoattractant
protein-1 (MCP-1) (de Lemos et al., 2003), tumor necrosis factor-
a (TNF-a) (oftenmeasured as soluble tumor necrosis factor receptor
II (TNFR2)) (Pai et al., 2004), C-reactive protein (CRP) (Danesh et al.,
2004; Ridker et al., 2005), fibrinogen (Keavney et al., 2006), ICAM-1
(Malik et al., 2001), P-selectin (Armstrong, Morrow, & Sabatine,
2006) and lipoprotein-associated phospholipase A2 (Lp-PLA2)
(Garza et al., 2007). Whether these inflammatory markers are
causally related to CHD, rather than simply predictive of CHD, is still
under investigation (Elliott et al., 2009; Keavney et al., 2006).

With regard to associations between life course SEP and
inflammatory markers, most studies demonstrate inverse associa-
tions of life course SEP with CRP, IL-6, fibrinogen and white blood
cell count (Brunner et al., 1996; Gimeno et al., 2007, 2008; Koster
et al., 2006; Lawlor, Smith, Rumley, Lowe, & Ebrahim, 2005;
Loucks et al., 2006; Nazmi & Victora, 2007; Pollitt et al., 2007,
2008; Tabassum et al., 2008), however little is known about asso-
ciations between life course SEP and other inflammatory markers
including TNFR2, MCP-1, ICAM-1, P-selectin and Lp-PLA2.

The objectives of this study were to determine whether three
life course SEP frameworks (i.e., “accumulation of risk”, “social
mobility”, and “sensitive periods” SEP frameworks) are associated
with several markers representing diverse inflammatory pathways
and processes, including CRP, IL-6, ICAM-1, P-selectin, TNFR2, Lp-
PLA2 activity, MCP-1 and fibrinogen. Further objectives were to
evaluate whether CHD risk markers (including smoking, body mass
index, systolic blood pressure, total:HDL cholesterol ratio, fasting
glucose, cholesterol-lowering medication use, anti-hypertensive
medication use and depressive symptomatology) may be explan-
atory mechanisms for any observed associations between life
course SEP and inflammatory markers. It should be emphasized, as
discussed by Hallqvist et al. that it is likely not possible to critically
test individual contributions of accumulation of risk vs. social
mobility vs. sensitive periods due to mutual confounding between
the three SEP frameworks (Hallqvist, Lynch, Bartley, Lang, & Blane,
2004). Consequently, we do not propose to statistically compare the
contributions of each of these SEP frameworks to each other. As
triangulation of methodological approaches enables a more thor-
ough understanding of health determinants, we utilized the three
life course SEP framework to offer three approaches to evaluate the
potential association of life course SEP with inflammatory markers.
Utilizing information from all three SEP frameworks will provide
a more complete picture of life course SEP determinants of
inflammatory markers than if findings were presented on only one
of the life course SEP frameworks.

Materials and methods

Study sample

The Framingham Heart Study is a community-based observa-
tional cohort that was initiated in 1948. The Framingham Offspring
Study began in 1971 with recruitment of 5124 men and women
who were offspring (or offspring’s spouses) of the Original Fra-
mingham Heart Study participants. The design and selection
criteria of the Framingham Offspring Study have been described
elsewhere (Kannel, Feinleib, McNamara, Garrison, & Castelli, 1979).
All study participants received routine medical history and physical
examinations, laboratory assessments of cardiovascular risk factors,
and anthropometric measurements approximately every 3e4
years. Framingham participants signed informed consent and the
Framingham Study is reviewed annually by the Boston University
Medical Center Institutional Review Board.

Father’s education was measured directly from fathers in the
Original Cohort of the Framingham Heart Study. All other variables
were measured in the Offspring Cohort. Own occupation was
measured in Offspring Examination 2 (1979e1982) and Examina-
tion 7 (1998e2001). Own education was measured in Examination
2 and Examination 3 (1984e1987). Inflammatory markers and
covariates were measured during Examination 7. There were 3475
Framingham Offspring Study participants in the National Heart,
Lung and Blood Institute (NHLBI) data repository dataset who
completed Examination 7. Of these, 1451 participants did not have
fathers in the Original Framingham Study (362 participants had
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only a mother in the Original Cohort, and 1089 participants were
spouses of participants in the Offspring Cohort and had no father in
the Original Cohort) from which measures of father’s education
were directly obtained. In order to be eligible for the Framingham
Offspring study, participants needed to be offspring of a male or
female Original Framingham Study participant, or a spouse of the
offspring. An additional 78 participants had fathers who were
missing the education variable. A further 180 participants were
missing own education or occupation variables. We further
restricted the participants to those �28 years when education and
occupation were measured, resulting in 97 participants being
excluded. Restricting participants to�28 years was done in order to
allow at least 10 years from expected graduation of high school to
obtain further education and become established in an occupa-
tional category. An additional 94 subjects with prevalent CVD were
excluded, resulting in 1575 participants. Of these, the number of
participants missing inflammatory marker variables were as
follows: CRP: 62; P-selectin: 63; ICAM-1: 66; MCP-1: 99; inter-
leukin-6: 65; TNFR2: 103; and Lp-PLA2 activity: 64. As CRP is the
most widely recognized inflammatory marker to date with regard
to being a potential risk marker for CHD, analyses report sample
sizes for CRP analyses (n ¼ 1513).

Analyses on excluded versus included participants found that
excluded and included participants were similar with regard to
smoking, body mass index, fasting glucose, IL-6, TNFR, Lp-PLA2

activity, P-selectin,fibrinogen, cholesterol-loweringmedicationuse,
and depressive symptomatology. Excluded participants were more
likely to be older (p < 0.001), have higher systolic blood pressure
(p¼ 0.001), CRP (p¼ 0.008), ICAM-1 (p¼ 0.001), MCP-1 (p¼ 0.005),
and lower total:HDL cholesterol ratio (p ¼ 0.04), compared with
included participants. Furthermore, excluded participants were
more likely than included participants to be taking anti-hyperten-
sive medication (p ¼ 0.006), have �high school education
(p<0.0001), have amanual occupation (p¼0.001), andhave fathers
with �high school education (p ¼ 0.009).

Independent variables

Childhood SEP (father’s education and father’s occupation)
Childhood SEP was measured in primary analyses by father’s

educational attainment, obtained directly from Offspring cohort
participants’ fathers whowere enrolled in the Original Framingham
Heart Study. Father’s educational level was measured at enrollment
between 1948 and 1950 when their mean age was 44 years (range:
28e62), categorized into 3 groups: <high school (n ¼ 799), high
school (n ¼ 418) and >high school (n ¼ 452). Sensitivity analyses
used father’s occupation measured during Original Framingham
Heart Study Examination 6 where all participants were greater
than age 28 years. Father’s occupation was categorized identically
to Offspring occupation described below.

Young adulthood SEP (own educational attainment)
Own education was measured directly from Framingham

Offspring Study participants at Examination 3 (1984e1987); if
Examination 3 education was missing, then Examination 2
assessment (1979e1982) was used (n ¼ 197). Education was cate-
gorized into 3 groups: �12 (n ¼ 612), 13e16 (n ¼ 719) and �17
(n ¼ 338) years education. Pearson’s correlation coefficient for
associations between educational attainment at Examination 2 and
Examination 3 was 0.89.

Active professional life SEP (own occupation)
Own occupation was measured from Offspring participants at

Examination 7 (age range: 41e81 years). If participants were coded
as missing, retired, unemployed, or housewife in Examination 7,
then occupation from Examination 2 (1979e1982) was used
(n ¼ 685; age range: 28e67 years; mean age: 47.7 years). Those
who were missing occupation at Examinations 2 and 7 were
excluded from analyses. No participants were coded as retired or
unemployed at both exams 2 and 7. Thus, 984 had occupation data
from Examination 7, and the remaining 685 participants utilized
occupation data from Examination 2. Included participants were
age �28 years at the time of occupation assessment in order to
allow at least 10 years between typical age of high school gradua-
tion to complete education and obtain an occupation. Occupation
was categorized as laborer (n ¼ 306), clerical/sales (n ¼ 203),
housewife (n ¼ 375), technical/supervisor (n¼ 195), and executive/
professional (n ¼ 590). These occupation categorizations were
broadened to only two or three categories for analyses, as detailed
in the SEP Frameworks section below. Some misclassification of
occupation is expected due to the wide age range for when it was
measured, as described in more detail in the Discussion section.

SEP frameworks
Analyses that used an accumulation of risk framework used

a cumulative SEP score (range: 0e6) including father’s education
(<high school¼0,high school¼1,>high school¼2), owneducation
(�12 years¼ 0,13e16 years¼ 1,�17 years¼ 2) and own occupation
(laborer ¼ 0, clerical/sales/housewife ¼ 1, executive/professional/
supervisory/technical ¼ 2). Higher cutpoints were used for own
educational categories, compared with father’s (i.e., own education
categorized as: �12, 13e16 and �17 years education; father’s
education categorized as: <high school, high school and >high
school) to account for secular trends of increasednormative levels of
education across generations. Analyses that used a social mobility
framework utilized dichotomous categories of father’s education
(lower: <high school, higher: �high school) and own occupation
(lower: laborer, higher: housewife/clerical/sales/supervisory/tech-
nical/professional/executive). Analyses tested the associationof four
possible types of social mobility across the life course: stable high
SEP (high childhood and adulthood SEP), decreasing SEP (high
childhood SEP and low adulthood SEP), increasing SEP (low child-
hood SEP and high adulthood SEP), and stable low SEP (low child-
hood and adulthood SEP). Using the occupation categorizations
described above, we expect there will be SEP misclassification,
however given the large variety of occupations in society, and the
contributing factors to occupation-based SEP (such as income and
social prestige), this appeared to be an acceptable approximation of
occupation-based SEP that took into account factors such as income,
social prestige and educational requirements. Analyses assessing
the sensitive periods framework assessed associations between
each individual SEPmeasure (i.e., father’s education, owneducation,
own occupation) and inflammatory marker concentrations, further
adjusting for all SEP measures other than the independent SEP
variable.
Dependent variables

Inflammatory markers were measured during Examination 7
(1998e2001). Fasting morning serum samples were collected then
stored at �80 �C. Serum CRP was measured once using a high-
sensitivity assay (Dade Behring BN100 nephelometer, Deerfield, IL;
inter-assay CV 3.2%). IL-6, ICAM-1, TNFR2, MCP-1, and P-selectin
concentrations were measured in duplicate and averaged using
commercially-available Enzyme-Linked Immunoassay kits (R&D
Systems, Minneapolis, MN) following previously described quality
control procedures (Keaney et al., 2003, 2004). Lp-PLA2 activity was
measured by DiaDexus, Inc., San Francisco, CA. Biomarker
measurement reproducibility was good (intra-assay coefficients of



Table 1
Age and sex-adjusted characteristics (95% confidence intervals for the mean) according to cumulative socioeconomic position (SEP) score.

Cumulative SEP score

0e1 (n ¼ 343) 2e3 (n ¼ 553) 4e6 (n ¼ 617)

Clinical characteristics
Age, years 63.7 (62.8,64.6) 58.8 (58.1,59.4) 57.9 (57.3,58.6)
Female, % 56.6 (51.1,61.9) 59.9 (55.6,64.0) 46.0 (42.0,50.1)
Current smoker, % 20.1 (16.1,24.9) 14.0 (11.4,17.1) 8.4 (6.5,10.8)
Body mass index, kg/m2 29.0 (28.4,29.5) 28.5 (28.1,28.9) 27.7 (27.3,28.1)
Systolic blood pressure, mmHg 128 (126,129) 125 (124,126) 125 (124,126)
Total:HDLa cholesterol ratio 4.1 (4.0,4.3) 4.2 (4.1,4.3) 4.0 (3.9,4.1)
Fasting glucose, mg/dL 105 (102,108) 104 (102,106) 102 (100,104)
Taking cholesterol-lowering medication, % 23.9 (19.7,28.6) 16.4 (13.5,19.7) 15.7 (131,18.8)
Taking anti-hypertensive medication, % 32.8 (28.0,38.0) 31.3 (27.6,35.4) 27.1 (23.7,30.9)
Depressive symptoms, CES-Da score 5.7 (5.1,6.4) 5.8 (5.3,6.3) 4.6 (4.1,5.1)
Prevalent cardiovascular disease, % 5.0 (3.2,7.6) 3.5 (2.3,5.3) 2.3 (1.5,3.7)

Inflammatory markers
CRP, mg/La 2.57 (2.29,2.88) 2.26 (2.06,2.47) 1.90 (1.74,2.07)
IL-6, pg/mLa 3.10 (2.89,2.33) 2.88 (2.72,3.04) 2.69 (2.55,2.83)
ICAM-1, ng/mLa 252 (246,259) 249 (244,253) 236 (233,240)
TNFR2, pg/mLa 2074 (2013,2136) 2064 (2016,2112) 1937 (1894, 1980)
Lp-PLA2 activity, nmol/min/mLa 140 (137,143) 140 (138,143) 136 (133,138)
P-Selectin, ng/mLa 34.7 (33.4,36.0) 36.5 (35.4,37.6) 34.8 (33.8,35.8)
MCP-1, pg/mLa 316 (305,327) 304 (296,313) 299 (291,307)
Fibrinogen, g/La 382 (374,389) 371 (365,376) 367 (362,372)

a Mean inflammatory concentrations were obtained using linear regression on log-transformed variables, and then back-transformed to obtain estimates of the mean
concentrations.
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variation for IL-6, 3.1%; ICAM-1, 3.7%; TNFR2, 2.2%; MCP-1, 3.8%; P-
selectin, 3.0%, Lp-PLA2 activity, 4.3%).

Covariates

CHD risk markers were measured at Examination 7
(1998e2001). Current cigarette smoking was determined by self-
report if it occurred regularly in the past year. Systolic blood pres-
sure was calculated as the average of the clinic physician’s two
seated systolic blood pressuremeasurements. Bodymass indexwas
calculated as the weight in kilograms divided by the square of the
height in meters (kg/m2). Fasting glucose was measured with
a hexokinase reagent kit (A-gent glucose test, Abbott, South Pasa-
dena, California); intra-assay coefficients of variation ranged from
2% to 3%. High density lipoprotein and total cholesterol concen-
trations were measured by automated enzymatic techniques
(McNamara & Schaefer, 1987). Depressive symptomatology was
measured using the Center for Epidemiologic Studies Depression
(CES-D) scale, and was analyzed as a continuous variable. Medi-
cation use was classified by self-report.

Statistical analysis

Sex- and age-standardized descriptive statistics (means and
proportions) were generated for CHD risk factors (systolic blood
pressure, total:HDL cholesterol ratio, fasting glucose, body mass
index, smoking and anti-hypertensive medication use) and preva-
lent CVD, according to cumulative SEP score.

Due to non-normality in the distributions, the inflammatory
markers were natural log-transformed. Age- and sex-adjusted
mean inflammatory marker concentrations were obtained using
linear regression on natural log-transformed variables, then back-
transformed to obtain estimates of the mean concentrations.

Multivariable regression analyses evaluated associations of life
course SEP with log-transformed inflammatory marker concen-
trations. Analyses adjusted for potential confounders including age
and sex, as well as CHD risk markers including smoking, body mass
index, systolic blood pressure, total:HDL cholesterol ratio, fasting
glucose, cholesterol-lowering medication use, anti-hypertensive
medication use and depressive symptomatology. The three SEP
variables (father’s education, own education and own occupation)
were not correlated highly enough to be of concern to simulta-
neously adjust for all three in a single multivariable model (corre-
lation coefficients ranged from 0.27 to 0.51). Consequently, all three
measures of SEP were simultaneously adjusted for in analyses
testing the sensitive periods framework. Generalized Estimating
Equations (GEE) were used to account for clustering of outcomes by
family. There were 1051 clusters, with the minimum cluster size of
1 (indicating these participants are not part of a cluster) and
maximum cluster size of 6. There was no evidence of effect modi-
fication by sex, consequently sexes were pooled. Analyses were
conducted using the statistical program SAS version 9.1(SAS Insti-
tute, Cary, NC).
Results

Fifty-four percent of participants were women, and the mean
age was 61.2 (8.6 SD) years. Higher cumulative SEP levels were
associated with more favorable cardiovascular risk factors
including smoking, body mass index, systolic blood pressure,
fasting glucose, cholesterol-lowering medications, anti-hyperten-
sive medications, and depressive symptomatology in age- and
sex-adjusted analyses (Table 1). There were no associations
between cumulative SEP score and total:HDL cholesterol ratio.
Those with a low cumulative SEP score (0 or 1) were more likely
to be older and more likely to be female (women tended to have
lower educational attainment than men, and fewer females were
in very high level occupations; data not shown) than participants
with a high SEP score (4e6) (Table 1). Age- and sex-adjusted
analyses describing the logarithmically back-transformed mean
inflammatory marker concentrations showed inverse associations
of cumulative SEP with CRP, IL-6, ICAM-1, TNFR2, Lp-PLA2 activity,
MCP-1 and fibrinogen (Table 1). There was an inverse U associa-
tion between cumulative SEP and P-selectin. Effect sizes varied
depending on inflammatory marker, shown in detail in Table 1. For
example, participants with high cumulative SEP scores (SEP
score ¼ 4e6) had lower mean CRP concentrations (1.99, 95% CI:
1.81, 2.19 mg/L) than participants with low cumulative SEP scores



Table 2
Multivariable regression analyses demonstrating associations of cumulative life course socioeconomic position (SEP) score with inflammatory marker concentrations.

Marker
Cumulative
SEP score

N Model adjustment

Age, sex Age, sex, CHD risk markersa

b (95% CI) b (95% CI)

CRP, ln mg/L 0e1 343 0.289 (0.140,0.439) 0.117 (�0.021,0.254)
2e3 553 0.179 (0.051,0.307) 0.064 (�0.050,0.177)
4e6 617 0.00 0.00

IL-6, ln pg/mL 0e1 342 0.135 (0.044,0.227) 0.042 (�0.047,0.131)
2e3 553 0.072 (�0.011,0.156) 0.013 (�0.067,0.092)
4e6 615 0.00 0.00

ICAM-1, lnng/mL 0e1 343 0.067 (0.033,0.100) 0.030 (�0.002,0.062)
2e3 552 0.047 (0.020,0.075) 0.025 (�0.000,0.051)
4e6 614 0.00 0.00

TNFR2, ln pg/mL 0e1 338 0.070 (0.033,0.107) 0.050 (0.013,0.086)
2e3 538 0.062 (0.030,0.093) 0.046 (0.015,0.077)
4e6 596 0.00 0.00

Lp-PLA2, lnnmol/min/
mL

0e1 342 0.037 (0.006,0.068) 0.018 (�0.010,0.045)
2e3 553 0.032 (0.006,0.058) 0.012 (�0.012,0.037)
4e6 616 0.00 0.00

P-Selectin, lnng/mL 0e1 343 0.004 (�0.046,0.055) �0.031 (�0.081,0.019)
2e3 553 0.048 (0.007,0.090) 0.029 (�0.012,0.070)
4e6 616 0.00 0.00

MCP-1, ln pg/mL 0e1 338 0.051 (0.006,0.096) 0.035 (�0.011,0.081)
2e3 542 0.020 (�0.020,0.061) 0.010 (�0.031,0.051)
4e6 609 0.00 0.00

Fibrinogen, ln g/L 0e1 344 0.035 (0.010,0.060) 0.015 (�0.009,0.038)
2e3 553 0.013 (�0.008,0.035) �0.005 (�0.025,0.016)
4e6 614 0.00 0.00

Bold values denote where the 95% confidence intervals do not encompass the reference category.
a CHD risk markers include smoking, body mass index, systolic blood pressure, total:HDL cholesterol ratio, fasting glucose, cholesterol-lowering medication use, anti-

hypertensive medication use and depressive symptomatology.
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(SEP score ¼ 0 or 1; mean CRP concentration ¼ 2.47, 95% CI: 2.22,
2.75 mg/L).

In regression analyses testing the accumulation of risk SEP
framework, cumulative SEP was inversely associated with CRP, IL-
6, ICAM-1, TNFR2, Lp-PLA2 activity, MCP-1 and fibrinogen after
adjusting for age and sex (Table 2). There was an inverse U asso-
ciation between cumulative SEP and P-selectin. Further adjustment
for CHD risk markers substantially reduced effect sizes.

In analyses testing the social mobility SEP framework, partici-
pants with declining SEP across their life course (as measured by
father’s education and own occupation) had elevated concentrations
of IL-6, ICAM-1, andTNFR2, comparedwithparticipantswhohadhigh
SEP in childhood and adulthood after adjusting for age and sex (Table
3). Furthermore, participantswho had low SEP in both childhood and
adulthood were more likely to have elevated CRP and TNFR2
compared with those who had high SEP in childhood and adulthood
in age- and sex-adjusted analyses. Participants who experienced low
childhood SEP and high adulthood SEP were more likely to have
elevated ICAM-1, TNFR2, and Lp-PLA2 activity compared with
participants who had high SEP in childhood and adulthood, after
adjusting for age and sex (Table 3). Further adjustment for CHD risk
markers typically accounted for a substantial amount of the strength
of the associations of SEP with inflammatory markers.

For multivariable regression analyses evaluating the sensitive
periods SEP framework, there were inverse associations of own
education with 7 of the 8 investigated inflammatory markers (CRP,
IL-6, ICAM-1, TNFR2, P-selectin, MCP-1 and fibrinogen) after
adjusting for age and sex (Table 4). Father’s education an down
occupation were inversely associated with 4 of the 8 explored
inflammatory markers (father’s education inversely associated
with CRP, ICAM-1, TNFR2 and Lp-PLA2 activity; own occupation
inversely associated with CRP, IL-6, ICAM-1 and TNFR2).
Adjustment for all SEP measures demonstrated that educational
attainment had evidence of inverse associations with several
inflammatory markers (CRP, ICAM-1, P-selectin, MCP-1 and fibrin-
ogen) independently of other SEP measures (Table 4). There was
little evidence of associations of father’s education or own occu-
pation with most inflammatory markers independent of other SEP
measures. Further adjustment for CHD risk markers typically
accounted for a substantial amount of the strength of association
between SEP measures and inflammatory markers (Table 4).

Sensitivity analyses evaluated associations of the life course SEP
frameworks with inflammatory markers, where father’s occupation
was used as ameasure of childhood SEP instead of father’s education.
Findings were generally similar, with point estimates typically
somewhat stronger when using father’s occupation (Tables S1eS3).
Father’s occupation was inversely associated with CRP, IL-6, ICAM-1,
TNFR2 and MCP-1 in analyses adjusted for age and sex. Associations
remained for father’s occupation with CRP, IL-6 and TNFR2 after
further adjustment for own education and occupation (Table S3).
Additional adjustment for CHD risk markers typically accounted for
a substantial amount of the association strength between father’s
occupation and inflammatory markers (Table S3).

Discussion

This study provided evidence that cumulative life course SEP is
inversely associated with many inflammatory markers including
CRP, IL-6, ICAM-1, TNFR2, LP-PLA2 activity, MCP-1 and fibrinogen in
age- and sex-adjusted analyses. Own education was associated
with almost all studied inflammatory markers (CRP, IL-6, ICAM-1,
TNFR2, P-selectin, MCP-1 and fibrinogen), while father’s education,
father’s occupation and own occupation were associated with
several but not all inflammatory markers in age- and sex-adjusted



Table 3
Multivariable regression analyses demonstrating the association of the social mobility framework of life course socioeconomic position (SEP) with inflammatory marker
concentrations.

Marker
SEP level in
childhood/adulthood

N Model adjustment

Age, sex Age, sex, CHD risk markersa

b (95% CI) b (95% CI)

CRP, ln mg/L Low/Low 167 0.241 (0.050,0.432) 0.116 (�0.067,0.299)
High/Low 90 0.246 (�0.008,0.499) 0.162 (�0.046,0.369)
Low/High 538 0.146 (0.018,0.275) 0.005 (�0.109,0.120)
High/High 718 0.00 0.00

Interleukin-6, ln pg/mL Low/Low 166 0.067 (�0.050,0.183) �0.002 (�0.114,0.111)
High/Low 90 0.214 (0.052,0.376) 0.123 (�0.021,0.267)
Low/High 538 0.047 (�0.035,0.129) �0.016 (�0.094,0.062)
High/High 716 0.00 0.00

ICAM-1, lnng/mL Low/Low 167 0.039 (�0.002,0.080) 0.013 (�0.027,0.053)
High/Low 90 0.097 (0.040,0.154) 0.057 (0.008,0.106)
Low/High 537 0.031 (0.001,0.061) 0.010 (�0.018,0.038)
High/High 715 0.00 0.00

TNFR2, ln pg/mL Low/Low 161 0.087 (0.039,0.135) 0.067 (0.020,0.115)
High/Low 87 0.102 (0.046,0.159) 0.087 (0.029,0.145)
Low/High 532 0.035 (0.001,0.069) 0.009 (�0.024,0.042)
High/High 692 0.00 0.00

Lp-PLA2, activity lnnmol/min/mL Low/Low 166 0.035 (�0.006,0.075) 0.026 (�0.011,0.062)
High/Low 90 0.015 (�0.035,0.065) 0.019 (�0.029,0.067)
Low/High 538 0.030 (0.001,0.059) 0.002 (�0.025,0.028)
High/High 717 0.00 0.00

P-Selectin, lnng/mL Low/Low 166 �0.010 (�0.073,0.053) �0.042 (�0.102,0.019)
High/Low 90 0.025 (�0.041,0.090) 0.007 (�0.056,0.070)
Low/High 539 �0.021 (�0.065,0.023) �0.042 (�0.085,0.001)
High/High 717 0.00 0.00

MCP-1, ln pg/mL Low/Low 165 0.015 (�0.046,0.077) 0.001 (�0.062,0.064)
High/Low 87 0.051 (�0.019,0.121) 0.033 (�0.039,0.106)
Low/High 531 0.002 (�0.040,0.044) �0.006 (�0.048,0.037)
High/High 706 0.00 0.00

Fibrinogen, ln g/L Low/Low 167 0.016 (�0.016,0.048) 0.004 (�0.026,0.034)
High/Low 90 0.034 (�0.006,0.074) 0.022 (�0.014,0.057)
Low/High 539 0.012 (�0.010,0.034) �0.009 (�0.030,0.012)
High/High 715 0.00 0.00

Bold values denote where the 95% confidence intervals do not encompass the reference category.
a CHD risk markers include smoking, body mass index, systolic blood pressure, total:HDL cholesterol ratio, fasting glucose, cholesterol-lowering medication use,

anti-hypertensive medication use and depressive symptomatology.
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analyses (father’s education: CRP, ICAM-1, TNFR2, Lp-PLA2 activity;
father’s occupation: CRP, IL-6, ICAM-1, TNFR2 and MCP-1; offspring
occupation: CRP, IL-6, ICAM-1 and TNFR2). There were minimal
consistent trends between social mobility trajectories and the most
inflammatory markers, with evidence that low SEP at any time in
the life course conferred risk for elevated inflammatory markers.
The associations between the SEP measures and inflammatory
markers were typically substantially accounted for by adjusting for
CHD risk markers, suggesting these may be important mechanisms
that explain some of the association between SEP and the studied
inflammatory markers.

Prior literature

The associationof adulthoodSEPwith inflammatorymarkershas
been well studied for CRP and fibrinogen, and less so for other
inflammatorymarkers addressed in this report. A systematic review
showed that 20 of 21 studies demonstrated inverse associations
between adulthood SEP and CRP in minimally adjusted analyses.
Further adjustment for demographic, anthropometric and other
covariates typically reduced strengthsof association, andonly9of16
multivariate-adjusted studies showed significant inverse associa-
tions (Nazmi & Victora, 2007). Inverse associations of adulthood SEP
with IL-6 andfibrinogenhavebeen found inmost studies using large
sample sizes (n > 1000), with effect sizes typically substantially
reduced after adjusting for variables thatmaybe partly on the causal
pathway, such as smoking and obesity (Brunner et al.,1996; Gimeno
et al., 2007; Koster et al., 2006; Loucks et al., 2006; Ramsay et al.,
2008). These findings are in general agreement with those repor-
ted in the present study. Little is known about the association
between adulthood SEP and other inflammatorymarkers addressed
in this article including TNFR2, MCP-1, ICAM-1, P-selectin and
Lp-PLA2. For associations of SEP with tumor necrosis factor, in two
large studies (n > 1000), adulthood SEP was shown to be inversely
associated with TNF-a concentrations in multivariable-adjusted
analyses (Koster et al., 2006; Panagiotakos et al., 2005). We showed
previously in the Framingham Offspring study that educational
attainment was inversely associated with ICAM-1 and MCP-1 in
multivariable-adjusted analyses (Loucks et al., 2006). Analyses
reported in our current paper were in general support of other
studies, which showed inverse associations of education and occu-
pation with CRP, IL-6, ICAM-1, and TNFR2 concentrations after
adjusting for age and sex, and general reductions in effect size after
further adjusting for CHD risk markers.

With regard to associations between childhood SEP and
inflammatory marker concentrations, less is known on this topic
compared with adulthood SEP and inflammatory markers.
However, a reasonable number of studies showed inverse



Table 4
Multivariable regression analyses for the association of the sensitive periods framework of life course socioeconomic position with concentrations of inflammatory markers.

Model adjustment

Age, sex Age, sex, other
SEP measuresb

Age, sex, CHD
risk markersc

Age, sex, other SEP measures,b

CHD risk markersc

Inflammatory marker ba b b b
Father’s education
CRP, ln mg/L 0.163 (0.023,0302) 0.098 (�0.048,0.244) 0.017 (�0.108,0.142) �0.008 (�0.138,0.121)
IL-6, ln pg/mL 0.067 (�0.021,0.155) 0.031 (�0.060,0.123) �0.002 (�0.086,0.082) �0.015 (�0.102,0.072)
ICAM-1, lnng/mL 0.038 (0.006,0.070) 0.020 (�0.014,0.055) 0.009 (�0.021,0.039) 0.002 (�0.030,0.033)
TNFR2, ln pg/mL 0.055 (0.018,0.093) 0.044 (0.004,0.084) 0.028 (�0.009,0.064) 0.019 (�0.020,0.058)
Lp-PLA2, lnnmol/min/mL 0.036 (0.005,0.068) 0.030 (�0.003,0.063) 0.004 (�0.025,0.032) 0.000 (�0.030,0.030)
P-Selectin, lnng/mL 0.003 (�0.044,0.050) �0.014 (�0.063,0.036) �0.027 (�0.074,0.020) �0.033 (�0.082,0.015)
MCP-1, ln pg/mL 0.016 (�0.029,0.061) �0.009 (�0.058,0.039) �0.003 (�0.043,0.049) �0.015 (�0.064,0.034)
Fibrinogen, ln g/L 0.017 (�0.007,0.041) 0.010 (�0.014,0.035) �0.005 (�0.027,0.017) �0.008 (�0.031,0.015)

Own education
CRP, ln mg/L 0.336 (0.179, 0.494) 0.249 (0.072,0.426) 0.149 (0.010,0.288) 0.111 (�0.063,0.286)
IL-6, ln pg/mL 0.148 (0.051, 0.245) 0.102 (�0.010,0.214) 0.049 (�0.045,0.142) 0.028 (�0.081,0.137)
ICAM-1, lnng/mL 0.064 (0.030, 0.098) 0.040 (0.002,0.079) 0.027 (�0.005,0.058) 0.013 (�0.023,0.049)
TNFR2, ln pg/mL 0.048 (0.009, 0.088) 0.012 (�0.032,0.056) 0.025 (�0.014,0.064) �0.004 (�0.048,0.040)
Lp-PLA2, lnnmol/min/mL 0.024 (�0.008, 0.055) 0.010 (�0.027,0.046) �0.000 (�0.030,0.029) �0.013 (�0.048,0.022)
P-Selectin, lnng/mL 0.073 (0.023, 0.123) 0.071 (0.014,0.128) 0.034 (�0.016,0.084) 0.037 (�0.019,0.093)
MCP-1, ln pg/mL 0.062 (0.013, 0.111) 0.071 (0.018,0.124) 0.039 (�0.012,0.089) 0.052 (�0.002,0.106)
Fibrinogen, ln g/L 0.037 (0.012, 0.062) 0.031 (0.003,0.060) 0.015 (�0.009,0.039) 0.014 (�0.013,0.042)

Own occupation
CRP, ln mg/L 0.221 (0.066, 0.375) 0.123 (�0.049,0.296) 0.167 (0.028,0.307) 0.150 (�0.004,0.304)
IL-6, ln pg/mL 0.124 (0.026, 0.223) 0.087 (�0.024,0.198) 0.065 (�0.027,0.158) 0.065 (�0.040,0.170)
ICAM-1, lnng/mL 0.057 (0.022, 0.093) 0.039 (�0.001,0.079) 0.032 (�0.001,0.066) 0.029 (�0.008,0.066)
TNFR2, ln pg/mL 0.076 (0.037, 0.114) 0.064 (0.023,0.106) 0.070 (0.031,0.109) 0.069 (0.026,0.111)
Lp-PLA2, lnnmol/min/mL 0.019 (�0.013, 0.050) 0.008 (�0.027,0.0432) 0.027 (�0.003,0.057) 0.030 (�0.004,0.064)
P-Selectin, lnng/mL 0.029 (�0.020, 0.077) 0.012 (�0.040,0.064) 0.017 (�0.030,0.063) 0.017 (�0.033,0.067)
MCP-1, ln pg/mL 0.024 (�0.025, 0.073) �0.006 (�0.056,0.045) 0.007 (�0.045,0.058) 0.015 (�0.067,0.038)
Fibrinogen, ln g/L 0.020 (�0.006, 0.046) 0.009 (�0.020,0.038) 0.013 (�0.011,0.038) 0.012 (�0.016,0.039)

Bold values denote where the 95% confidence intervals do not encompass the reference category.
a For father’s education, regression coefficients (b) represent the relative logarithmic change in biomarker units (95% confidence intervals) for participants with father’s

education of <high school, versus father’s education of >high school. Multivariable regressions included category of high school education (results not shown). For own
education, regression coefficients (b) represent the relative logarithmic change in biomarker units (95% confidence intervals) for participants with own education of�12 years,
versus own education of>16 years. For own occupation, regression coefficients (b) represent the relative logarithmic change in biomarker units (95% confidence intervals) for
laborers versus participants with supervisory/technical/professional/executive jobs.

b Other SEP measures correspond to the two SEP variables other than the independent variable. For example, if father’s education is the independent variable, other SEP
measures would include own education and occupation.

c CHD risk markers include smoking, body mass index, systolic blood pressure, total:HDL cholesterol ratio, fasting glucose, cholesterol-lowering medication use,
anti-hypertensive medication use and depressive symptomatology.
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associations of childhood SEP (typically measured as father’s
occupation or father’s education) with CRP concentrations (e.g.,
(Lawlor et al., 2005; Tabassum et al., 2008)) and at least 2 studies
demonstrated no association (Gimeno et al., 2008; Pollitt et al.,
2007). Our findings supported others’ demonstrated inverse asso-
ciations between childhood SEP and CRP as well as fibrinogen in
age- and sex-adjusted analyses (Brunner et al., 1996; Pollitt et al.,
2007; Tabassum et al., 2008). Our findings demonstrated father’s
education and father’s occupation were inversely associated with
a trend in fibrinogen concentrations, but the 95% confidence
intervals for the effect point estimates just encompassed the
referent point estimate, suggesting a null or weak association. With
regard to other inflammatory markers addressed in this report (i.e.,
IL-6, ICAM-1, TNFR2, Lp-PLA2, P-selectin and MCP-1), very little is
known about their associations with childhood SEP. Mendall et al.
showed that father’s occupational prestige was inversely associated
with mean IL-6 concentrations in 198 British men aged 50e69
years after adjustment for several CHD risk factors; no association
was found with TNF-a (Mendall et al., 1997). To our knowledge,
very little is known about association of childhood SEP with ICAM-
1, TNFR2, P-selectin, MCP-1 and Lp-PLA2 activity. We found inverse
associations of father’s education with ICAM-1, TNFR2 and Lp-PLA2
activity; strengths of association were reduced after adjusting for
adulthood SEP and CHD risk markers, suggesting these may be
mechanisms accounting for the association.
Cumulative SEP studies to date typically showed inverse associ-
ations between cumulative life course SEP with CRP and fibrinogen
concentrations (Gimeno et al., 2008; Lawlor et al., 2005; Pollitt et al.,
2008; Tabassum et al., 2008). Our findings are consistent with other
observed inverse associations of cumulative SEP with CRP and
fibrinogen concentrations. Little prior information is available on
associations between cumulative life course SEP and concentrations
of other inflammatory markers addressed in this report (i.e., IL-6,
ICAM-1, TNFR2, Lp-PLA2, P-selectin and MCP-1).

Furthermore, to our knowledge, there is very minimal infor-
mation on associations between social mobility and most inflam-
matory marker concentrations reported here. In conjunction with
findings from “accumulation of risk” and “sensitive periods” SEP
frameworks discussed above, this paper’s analyses found general
evidence that low SEP at any time in the life course was associated
with elevated inflammatory markers. For example, in social
mobility analyses there were associations between declining life
course SEP and elevated IL-6, ICAM-1 and TNFR2 in age- and sex-
adjusted analyses. Further, participants with low childhood SEP and
high adulthood SEP had elevated ICAM-1, TNFR2 and Lp-PLA2

activity; participants with low childhood SEP and low adulthood
SEP had elevated CRP and TNFR2. Findings were not as consistent
for social mobility analyses as for the other two SEP frameworks,
likely in part because only father’s education and offspring occu-
pation were used in these analyses, rather than all three sensitive
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periods (including own education which was strongly associated
with most inflammatory markers).

Mechanisms

For the observed associations between SEP and inflammatory
markers in this study after adjusting for age and sex, further
adjustment for CHD risk markers typically accounted for
a substantial amount of the association. These factors may be
substantial mediating pathways through which life course SEP
influences inflammatory markers. There is evidence that SEP in
childhood and adulthood may influence health behaviors and CHD
risk markers, which could serve as intermediate mechanisms
contributing to the emergence of altered concentrations of
inflammatory markers. For example, childhood SEP is inversely
associated with obesity in adult females (Senese, Almeida, Kittler
Fath, Smith, & Loucks, 2009) and smoking in adult males and
females (Lawlor, Batty, et al., 2005). With regard to adulthood SEP,
those with low SEP tend to have higher smoking rates (Gilman
et al., 2008), blood pressure (Colhoun, Hemingway, & Poulter,
1998), diabetes (Maty, Everson-Rose, Haan, Raghunathan, &
Kaplan, 2005), and in the case of women, obesity (McLaren,
2007). Cigarette smoking and obesity have been shown to be
associated with inflammatory markers reported in this cohort and
may be mechanisms by which childhood SEP influences inflam-
matory marker concentrations. An additional potential mechanism
is through psychological distress, such as depression or anxiety.
Childhood SEP is associated with depression in youth and adult-
hood (Gilman, Abrams, & Buka, 2003). Adulthood SEP is also related
to depression (Muntaner, Eaton, Miech, & O’Campo, 2004). Reports
have demonstrated that depression is associated with elevated
inflammatory markers including C-reactive protein, IL-6, and
ICAM-1 (Empana et al., 2005). The causal direction between
depression and inflammation is still being elucidated (Almeida
et al., 2009; Dantzer, O’Connor, Freund, Johnson, & Kelley, 2008).
Furthermore, low SEP is associated with chronic inflammatory
conditions such as periodontal disease that can influence circu-
lating levels of inflammatory markers including CRP (Borrell &
Crawford, 2008; Linden, McClean, Young, Evans, & Kee, 2008).

Strengths and weaknesses

Strengths of the present investigation include the well-charac-
terized community-based cohort inwhich awide range of CHD risk
markers were routinely measured using high quality methods,
enabling us to adjust for a large number of covariates. Furthermore,
childhood SEP was obtained directly from parents, which can limit
recall bias compared to studies that asked participants to estimate
parents’ SEP.

With regard to weaknesses, because the historical design of the
Framingham Offspring Study reflected the population of Framing-
ham, Massachusetts at study onset in 1948, the Original and
Offspring cohorts are largely composed of participants of European
descent. Consequently, the generalizability of our findings to other
races/ethnicities is uncertain. Additionally, excluded participants
were more likely to be of low SEP, and have elevated CHD risk
markers, certain inflammatory markers and CHD, compared with
included participants.We expect this could have induced bias in the
reported findings likely towards the null as the excluded partici-
pants tended to have extreme values for both the exposures and
outcomes. Furthermore, our primary analyses on life course SEP
included only 3 measures: father’s education, own education and
own occupation. Other studies that have additional measures of life
course SEP (such as in utero SEP, or multiplemeasures of occupation
throughout the life course) will provide richer data as to the
potential contribution of sensitive periods, accumulation of risk and
social mobility SEP frameworks to inflammatory marker concen-
trations as well as further limit misclassification of SEP categories.
Furthermore, education and occupation exposures were catego-
rized as three-level variables, consequently socioeconomic
misclassification is expected. In addition, for the measure of own
occupation, the minimum age used for occupation assessment was
28 years in order to allow at least 10 years from the typical age of
high school graduation to complete education, and obtain an
occupation. Most participants were middle-aged or older when
occupation was assessed. There was an approximately 40-year age
range in participants at eachmeasurement time, and approximately
20 years between Examinations 2 and 7 when occupation was
assessed. Ideally all participants would be of similar ages when
occupation was assessed, however these data were not available in
this study. Given that occupationwas categorized using only two or
three broad categories, and that the mean age of assessment for the
exam when participants were youngest (Examination 2) was 47.7
years, we felt this was a reasonable approximation of occupation.
Misclassification of occupation is expected in this study, and other
studies with occupation measured at narrower aged ranges will
provide more precise information on the role of occupation in
relation to inflammatory markers. Finally, the primary analyses
represented potential risk for multiple statistical testing where
therewere64 individual point estimates presented for age- and sex-
adjusted regression analyses (Tables 2e4). Given an alpha of 0.05
used for the 95 percent confidence intervals, we would expect the
reference categories’ point estimates to be outside of comparison
groups point estimates’ 95 percent confidence intervals for 3 of the
64 tests simply due to chance. Given that the analyses demonstrated
35 of the 64 tests to have a reference category point estimates
outside of the comparison groups point estimates’ 95% confidence
intervals, we feel that the overarching findings in this report are
consistent with a relation between SEP and inflammation.
Conclusion

This study provides evidence that cumulative SEP across the life
course is inversely associated with several inflammatory markers
including CRP, IL-6, ICAM-1, TNFR2, LP-PLA2 activity, MCP-1 and
fibrinogen in age- and sex-adjusted analyses. Own education was
associated with almost all studied inflammatory markers (CRP, IL-
6, ICAM-1, TNFR2, P-selectin, MCP-1 and fibrinogen), while father’s
education, father’s occupation and own occupation were associ-
ated with several but not all inflammatory markers in age- and
sex-adjusted analyses (father’s education: CRP, ICAM-1, TNFR2,
Lp-PLA2 activity; father’s occupation: CRP, IL-6, ICAM-1, TNFR2 and
MCP-1; offspring occupation: CRP, IL-6, ICAM-1 and TNFR2). There
were few consistent trends between social mobility trajectories
and most inflammatory markers, with general evidence that low
SEP at any time in the life course conferred risk for elevated
inflammatory markers. The strengths of association between the
SEP measures and inflammatory markers were typically substan-
tially accounted for by CHD risk markers, suggesting these may be
important mechanisms that explain a reasonable amount of the
association between SEP and the studied inflammatory markers.
These data provide potential biological mechanistic evidence of
inverse associations between life course SEP and CHD found in
observational studies.
Appendix. Supplementary data

The supplementary data associatedwith this article can be found
in the on-line version at doi:10.1016/j.socscimed.2010.03.012.
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Interpretation of HIV Serologic Testing Results
Vinay S. Mahajan,1 Christine A. Pace,2 and Petr Jarolim1*

CASE

A 33-year-old male patient visited the outpatient clinic
at Brigham and Women’s Hospital for a routine
follow-up for obesity, obstructive sleep apnea, allergic
rhinitis, and depression. He was maintained on a noc-
turnal continuous positive airway pressure device, lo-
ratadine, duloxetine, and fluticasone nasal spray. He
was a resident of Boston and had not traveled outside
the country. He denied intravenous drug use or high-
risk sexual behavior, and he had not received any blood
products. He had received his most recent influenza
vaccine about 6 months earlier. He was screened for
type 2 diabetes and hyperlipidemia. As a part of routine
clinical care, he was also offered HIV screening in ac-
cordance with the current CDC recommendations (1 ).
The HIV assay [HIV 1/O/2 Enhanced (EHIV)], which
was performed on the ADVIA Centaur analyzer (Siemens
Healthcare Diagnostics), yielded a reactive result. As per
the assay protocol developed by the manufacturer, the
initially reactive sample was retested in duplicate after
centrifugation; both results were reactive. The positive
screen was followed up with a confirmatory western blot
(WB)3 analysis, which yielded an indeterminate result.
The presence of an isolated p24 band in the WB (GS
Western HIV-1; Bio-Rad Laboratories) was of concern
regarding possible early HIV seroconversion.

DISCUSSION

The Siemens EHIV screen performed in this case is a
double antigen-bridging microparticle chemilumino-
metric immunoassay that detects antibodies against
p24, gp41, gp120 (from HIV-1), gp36 (from HIV-2),
and a synthetic peptide from group O HIV-1 (Fig. 1). A
positive result indicates the presence of antibodies that
recognize any of these antigens, regardless of their iso-
type or subclass. Although such third-generation HIV
immunoassays have greatly improved analytical sensi-
tivity and specificity, false-positive results have not
been eliminated completely. A common cause of false-
positive serologic screens for HIV is recent influenza
vaccination or an incidental viral infection (2, 3 ). In
addition to flu vaccination and viral infections, false-
positive HIV-1 immunoassay results have been re-
ported in a variety of other conditions, such as autoim-
mune disease, renal failure, cystic fibrosis, multiple
pregnancies, blood transfusions, liver diseases, paren-
teral substance abuse, hemodialysis, and vaccinations
against hepatitis B and rabies (4 ). Thus, a positive re-
sult in an HIV screening test must be followed up with
a more specific confirmatory test.

WB is routinely used to confirm a reactive HIV
serologic screening result. These assays, which contain
either viral lysate or recombinant HIV proteins, allow
the determination of the antigenic specificity of the an-
tibodies in the patient’s serum. The predominant type
of HIV in the US is HIV-1. A confirmatory test for
HIV-1 infection was recommended because this pa-
tient had not traveled to any part of the world with a
high prevalence of HIV-2, such as West Africa. The
major antibody specificities detected in HIV-1 WB
analysis include gp160, gp120, p65, p55, gp41, p40,
p31, and p24. To be reported as positive, the WB assay
requires reactivity against the gp41 and gp120/160
bands encoded by the env4 (gp160, envelope glycopro-
tein) gene or against either one of these env bands plus
the p24 band encoded by gag [Pr55(Gag)]. Such a re-
sult is highly specific for the presence of HIV infection
(5 ). A negative result implies the absence of any of the
above bands. The result is called indeterminate when
the band profile does not meet the criteria for a positive
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QUESTIONS TO CONSIDER

1. What factors are known to cause false-positive HIV
serologic test results?

2. What factors are known to cause an indeterminate WB
result?

3. What further testing or clinical history would be of help
in evaluating a patient with an indeterminate WB
result?
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result. The patient’s WB yielded an indeterminate re-
sult. In this case, the result was reported as indetermi-
nate because a sharp p24 band and a weak p40 band
were observed (Fig. 1).

After exposure to HIV, it usually takes an individual
at least 3 weeks to build up an antibody titer sufficient to
be detectable by a third-generation HIV immunoassay.
This period is called the “seroconversion window.” Be-
cause antibodies to p24 develop early during the course of
infection, an indeterminate WB pattern seen during this
window is often associated with an isolated p24 band (6).
Qualitative reverse-transcription PCR analysis for HIV is
used to screen for or confirm the presence of HIV infec-
tion during the seroconversion window, and the screen
can become positive as early as 10 days after exposure (7).
Nucleic acid testing (NAT) for HIV is also used when a
rare HIV genotype is suspected; such testing plays a criti-
cal role in neonatal HIV screening, owing to interference
from maternal antibodies. Besides early seroconversion,
other causes of indeterminate HIV-1 WB results in the
setting of HIV infection include infection with HIV-2 and

advanced AIDS (6). An indeterminate WB result can also
arise from antibodies that are cross-reactive to HIV anti-
gens, such as those associated with HTLV infection; with
vaccination against influenza, hepatitis, or rabies; or with
animal handlers exposed to unusual viruses. Nonspecific
antibody binding to nonviral cellular components in the
WB HIV antigen preparation can also produce an inde-
terminate WB result. Such results may be associated with
frequent transfusions, injection drug use, liver disease,
multiple pregnancies, rheumatoid factor, lymphoma,
multiple sclerosis, various autoimmune disorders, a pos-
itive result in the rapid plasma reagin test, and chronic
hemodialysis (6).

The patient was contacted for follow-up of his
HIV test results and possible NAT. Upon further ques-
tioning, however, he recalled that he had received an
experimental HIV vaccine �5 years earlier. HIV vac-
cines may include either gag- or env-encoded proteins
or both. Vaccines designed to induce cell-mediated im-
munity can also elicit a humoral response and produce
vaccine-induced seropositivity. A majority of gag vac-

Fig. 1. Serologic tests for HIV.

The diagnosis of HIV infection is based on the detection of HIV antibodies against multiple HIV antigens. Antibodies against
HIV are screened with an assay such as a double antigen-bridge microparticle immunoassay (left) and individually confirmed
with a WB (right). The HIV WB from the patient in this case study is shown in the far right lane.
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cine recipients have p24, p40, and/or p55 bands in their
WB (8 ). env vaccine recipients can have gp41, gp120,
and gp160 bands. Such WB results are often reported as
indeterminate, but some HIV vaccine recipients can
meet the criteria for a positive HIV WB result. These
patients can pose a true diagnostic challenge.

The results of HIV testing of vaccine recipients can be
easily misinterpreted and can have a negative social im-
pact (9). Because of the blinding procedures of many vac-
cine trial designs, neither the patients nor the researchers
may know whether a placebo or an experimental vaccine
was administered. Vaccine-induced seropositivity can
potentially lead to unblinding of the study participants as
well as researchers, with a risk of compromising the study
data. Therefore, HIV testing of vaccine trial participants is
usually performed in designated laboratories with appro-
priate anonymization protocols that can provide inter-
pretation of results without the risk of unblinding. The
results of HIV testing in vaccine recipients need to be con-
firmed with NAT.

Vaccine trial participants are counseled to un-
dergo HIV testing exclusively with the vaccine research
group. Follow-up periods in such trials extend for de-
cades, however, and patients may not recall all of the
details. Therefore, the National Institute of Allergy and
Infectious Diseases has provided participants in NIH-
supported HIV vaccine trials with both a toll-free num-
ber for assistance and identification cards that docu-
ment study participation (9 ). A large number of
experimental HIV vaccine trials have been undertaken
over the last 2 decades, and there is a steadily increasing
population of recipients of experimental HIV vaccines
who present for HIV screening. This trend is likely to
continue, especially considering the encouraging re-
sults of the recent HIV vaccine trial in Thailand (10 ).
Misinterpretation of the results of off-site HIV tests in
vaccine trial volunteers may best be avoided through
better communication between HIV vaccine research-
ers and local providers of diagnostic tests.

The decision for confirmatory NAT was deferred,
and the vaccine research group was notified for appro-
priate interpretation, follow-up, and counseling re-
garding the patient’s HIV screening result, in accor-
dance with the study protocol. This procedure ensured
that both the patient and the researchers remained
blinded to whether the patient received a placebo or a
test dose of the experimental vaccine.
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POINTS TO REMEMBER

• False-positive HIV serologic screens can be caused by
recent influenza vaccination, incidental viral infections,
autoimmune disease, renal failure, cystic fibrosis, mul-
tiple pregnancies, blood transfusions, liver diseases,
parenteral substance abuse, hemodialysis, or vaccina-
tions against hepatitis B and rabies.

• An indeterminate WB result can be caused by a weak
titer of anti–HIV-1 antibodies (as seen in early serocon-
version), advanced AIDS, infection with an unusual HIV
type, or recipients of experimental HIV vaccines. It can also
be caused by the presence of antibodies cross-reactive
against HIV antigens (incidental viral infection; vaccination
against influenza, hepatitis, or rabies; or HTLV infection) or
reactivity to the nonviral components of the WB (various
autoimmune disorders, multiple pregnancies, and recipi-
ents of multiple blood transfusions).

• An indeterminate WB result should be followed up with
qualitative NAT if early seroconversion is suspected,
with a repeat immunoassay and WB analysis performed
in 2–4 weeks. Although the US Food and Drug Admin-
istration has not cleared the use of quantitative viral
load for HIV diagnosis, the viral load is unlikely to be
�5000 copies/mL during acute HIV infection. Persistent
reactivity of the antibody screening assay with a simul-
taneous lack of any change in the WB pattern suggests
the absence of HIV infection.

• An increasing number of recipients of experimental HIV
vaccines, which can cause false-positive results in HIV
serologic tests, are being offered HIV screening. When-
ever possible, testing for HIV in such patients is best
performed in consultation with the vaccine research
group responsible for the trial. This procedure will en-
sure proper interpretation of test results without com-
promising the study data.
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Commentary

Frederick S. Nolte*

This case report adds HIV vaccination to the list of
well-known causes of false-positive results in HIV an-
tibody–screening tests and illustrates the problems of-
ten associated with the interpretation of WBs. Timely
and effective means of confirming HIV screening tests
have become increasingly important as more centers
integrate HIV screening into routine clinical care as
recommended by the CDC.

In many laboratory settings, NATs for HIV-1 RNA
are more widely available and less costly than WB and
are not subject to indeterminate results. Although
quantitative HIV-1 NATs have not been cleared by the
US Food and Drug Administration (FDA) for diagno-
sis, they have been used for years for evaluating patients
thought to be acutely infected. These patients typically
have high viral loads ranging from 105 to 106 copies/
mL, and the results present no problems with interpre-
tation. The reports of false-positive results in viral load
tests all occurred with a single method (Versant bDNA
test; Siemens Healthcare Diagnostics); results were
�104 copies/mL.

The APTIMA HIV-1 RNA Qualitative Assay (Gen-
Probe), currently the only NAT that has been FDA-
cleared for diagnosis of infection, can be used to diagnose
neonatal and acute infections, confirm positive results in
antibody-screening tests, and resolve indeterminate WB

results. As the authors point out, a NAT was the next step
in the diagnostic work-up, but it was deferred when the
vaccination history was obtained.

The rare individuals who are infected with HIV-1 but
who progress to AIDS either very slowly or not at all pose
another diagnostic dilemma. In these long-term nonpro-
gressors, HIV-1 antibody is easily demonstrated, but these
individuals show low or undetectable HIV-1 RNA loads
in the assays available to clinical laboratories. Viremic
controllers have low but readily measurable virus loads.
Elite controllers suppress HIV to extremely low concen-
trations, which are measurable only with the most analyt-
ically sensitive laboratory techniques.
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BACKGROUND: Disparities in blood pressure (BP)
control may be a function of disparities in treatment
intensification (TI).
OBJECTIVE: To examine racial differences in TI, un-
derstand modifiable factors that may mediate this
relationship, and explore the relative effects of TI and
race on blood pressure.
DESIGN: Prospective cohort study.
PARTICIPANTS: Participants were 819 black and white
patients with hypertension from an urban, safety-net
hospital
MAIN MEASURES: We sequentially explored the effects
of patient race, sociodemographic and clinical charac-
teristics, beliefs about BP/medications, perceptions of
provider/discrimination, sodium intake, medication
adherence, and provider counseling on TI, performing
a series of random effects analyses. To assess the effects
of race and TI on BP, we performed linear regressions,
using systolic BP (SBP) as the outcome.
KEY RESULTS: Unadjusted analyses and those includ-
ing sociodemographic and clinical characteristics
revealed that black patients had less TI than whites
(−0.31 vs.−0.24, p<0.001), but adjustment for patient
beliefs and experiences eliminated the effects of race (β=
−0.02, p=0.5). Increased patient concerns about BP
medications were related to lower TI, as was more
provider counseling (β=−0.06, p=0.02 and β= −0.01,
p=0.001, respectively). In the unadjusted analysis,
black race was a significant predictor of SBP
(134 mm/Hg for blacks vs. 131 mm/Hg for whites, p=
0.009), but when both race and TI were included in the
model, TI was a significant predictor of SBP (final SBP
2.0 mm/Hg lower for each additional therapy increase
per 10 visits, p<0.001), while race was not (Blacks
1.6 mm/Hg higher than whites, p=0.17).
CONCLUSIONS: Improved patient–provider communi-
cation targeted towards addressing patient concerns

about medications may have the potential to reduce
racial disparities in TI and ultimately, BP control.

KEY WORDS: disparities; treatment intensification; hypertension.
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BACKGROUND

Racial disparities in hypertension control and hypertension-
related outcomes persist despite efforts to improve control and
reduce disparities.1–5 Approximately 34% of non-Hispanic
blacks have hypertension, the highest prevalence of any
racial/ethnic group.5 Black individuals also have more severe
hypertension with an earlier age of onset, compared to non-
Hispanic whites.6 For these reasons, blacks have an increased
rate of adverse hypertension-related health outcomes and
mortality.6,7 Identifying contributing factors responsible for
this disparity is crucial in improving health outcomes.

We have only a limited understanding of the reasons why
blood pressure (BP) control is worse in blacks. Increasingly,
clinical inertia, the phenomenon by which providers do not
always initiate or intensify therapy in response to uncontrolled
BP, is recognized as a major barrier to BP control.8–10 Treatment
intensification (TI) for hypertension occurs when providers
initiate and intensify therapy for patients with elevated BP. TI
has been linked to improved BP control.9,11,12 TI is complex and
often involves discussions between patients and providers.
Patient beliefs about hypertension and their medications, as
well as their adherence to antihypertensive medications and
their experiences with care, are likely to be critical factors in
these decisions to intensify therapy. TI is best viewed as
something that patients and providers accomplish in collabora-
tion. Therefore, addressing insufficient TI is likely to involve
factors related to patient–provider communication, and patients’
experience of the process of care, including perceptions and
experiences of discrimination. A more complete understanding
of relational determinants of TI may help in designing interven-
tions to increase TI and thus improve BP control.

Few studies have examined the issue of racial disparities in
TI, or whether this disparity may also explain racial disparities
in BP control.13,14 Therefore, our objectives are to 1) explore
the extent of racial disparities in TI in hypertension care, 2)
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elucidate the contributions of patient characteristics, beliefs
and behaviors, and patient–provider interactions to racial
disparities in TI, and 3) examine the relative effects of race
and TI on BP control.

METHODS

Study sample

We identified all white and black patients ages 21 and older
with primary care clinic visits at an urban safety-net hospital,
diagnosis of hypertension, and prescribed at least one anti-
hypertensive medication. (The term “black” includes patients
of black race born in Africa, Caribbean or U.S.A.) We enrolled
869 patients, as part of a larger study, and collected baseline
data on BP control and patient beliefs and attitudes about and
experiences with BP care and medications. We then imple-
mented an intervention where providers were randomized to
receive an educational workshop aimed at improving commu-
nication about hypertension care. Patients were approached
for participation during their regular clinic visit. After consent-
ing, recruited participants completed a survey, and clinical
information was abstracted from the medical record.15 Of the
patients enrolled in the parent study, 50 were excluded from
the present analysis because they had ≤ 2 BP values, too few
to characterize TI. Therefore, 819 patients with hypertension
constituted our study population. This study was approved by
our Institutional Review board.

Measures
Independent Variables.

Sociodemographic and Clinical Characteristics. Patient
sociodemographic characteristics including race, education
and income were obtained through self-report. Patients’
clinical data was extracted from the electronic medical record
(EMR), including age, gender, height, weight, number of BP
medications and diagnosis of hypertension. The EMR was also
used to obtain diagnoses of comorbid conditions which pertain
to hypertension management, including benign prostatic
hypertrophy, cerebrovascular disease, chronic kidney disease,
congestive heart failure, coronary artery disease, diabetes
mellitus, hyperlipidemia, nicotine dependence, obesity, and
peripheral vascular disease.6 A patient was considered obese if
s/he had either a diagnosis of obesity in the EMR or a body
mass index of at least 30.

Health Beliefs and Illness Perceptions. We examined patient
beliefs and perceptions about high BP and antihypertensive
medications, using the Beliefs about Medicines Questionnaire
(BMQ-specific). The BMQ-specific includes ten items to
evaluate patients’ concerns about potential adverse effects
from their BP medications and eight items to measure
patients’ beliefs regarding the necessity of their medications
(five point scale ranging from Strongly Agree to Strongly

Disagree).16,17 Scores were summed within each of these scales
to create an overall scale score (‘necessity’ scale alpha=0.81 and
‘concerns’ scale alpha=0.80). Each score was divided by the
number of items to obtain a mean summary score, where a
higher number indicated either greater concerns about or beliefs
in the necessity of medications. Scale scores were created only if
75% of the items were answered.

To assess the degree of seriousness with which patients
perceived hypertension and its sequellae, we utilized four
additional items (Table 2; ranging from “extremely serious” to
“not at all serious”). We used five separate dichotomous items
to assess patients’ beliefs about BP medications. These items
were first created and utilized in our prior work with a similar
patient population.18

We included ten items from the “cause” scale of the Illness
Perception Questionnaire. These items were analyzed sepa-
rately to examine patients’ subjective beliefs about the etiology
of their high BP (five point scale ranging from Strongly Agree to
Strongly Disagree).19

Perceptions of Provider and Experiences of Discrimination. To
assess patients’ perceptions of their providers, we used three
items from the Commonwealth Fund 2001 Health Care Quality
Survey 20. We created an additional question about the patients’
perception of their providers’ understanding of their cultural
background and how it affects their health. Each item was
scored individually.

Tomeasureperceiveddiscrimination inhealth care,we included
the seven item measure developed by Bird and Bogart,21 creating
a dichotomous variable for anyone who answered ‘yes’ to any
question compared to patients who responded ‘no’ to all questions.

Sodium Intake. Because dietary sodium is an important
contributor to BP, we assessed patients’ sodium intake using
the three-item subscale within the previously validated Hill-
Bone Compliance to High Blood Pressure Therapy Scale, with
responses ranging on a four point Likert scale from “None of
the time” to “All of the time”,22 summing the items to create
one sodium intake score.

Medication Adherence. We assessed medication adherence
because better adherence to antihypertensive medications is
associated with improved BP control. Patients used an
electronic recording device (MEMS cap), that recorded each
time a patient opened the medication bottle to take his/her BP
medication, for approximately 90 days following their
enrollment into the study. We calculated the proportion of
days in this period on which the patient took at least the
number of doses prescribed. We used this data to categorize
patients as having “poor adherence” (defined as less than 50%
adherent), “fair adherence” (50–80% adherent), “excellent
adherence” (greater than 80% adherent), or having missing
MEMS cap data.

Provider Counseling. We assessed the content of the patient–
provider discussion regarding hypertension care and
management, following earlier work from Kressin and Pbert.18,23

We included a series of 12 dichotomous items that assessed
whether or not the provider asked or advised patients about
various issues related to antihypertensive medication adherence.
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We summed the items from this measure to create a summary
scale score, where higher scores indicate more discussion of
hypertension related issues. Scale scores were created only if
75% of the items were answered (alpha=0.86).

Dependent Variable.

Treatment Intensification. TI was our main dependent variable.
One author (AJR) performed a manual chart review to measure
TI scores. A subset of patients, representing 5% of all clinic
visits, were randomly selected for blind reabstraction by
another author (DRB). Agreement between the reviewers was
good (k=0.93 (95% CI, 0.87 to 0.98)).15 We used the following
formula to measure TI: (visits with medication changes–visits
with elevated BP) / number of clinic visits.12,15 A TI score of
zero signifies that treatment was intensified once for each visit
with elevated BP. A score greater than zero signifies that
treatment was intensified at more visits than there were visits
with elevated BP, while a score less than zero signifies that
there were more visits with elevated BP than episodes of TI. A
unit of 0.1 on this scale indicates one more or less TI than
expected per 10 visits. This definition of TI, known as the
Standard-Based method, is the preferred measurement of TI in
hypertension care.15

The expected number of medication increases was the
number of occasions on which the recorded BP was elevated,
defined as 140/90 mm/Hg or higher. BP values were taken
from the medical record at the clinic visit. In prior work using
this data set, we found that using the threshold of >= 130/80
for uncontrolled BP, for patients with diabetes or chronic
kidney disease, yielded similar results as using the same
threshold (>= 140/90) for all patients.15 Therefore, we used
the single threshold of >= 140/90 mm/Hg for all patients in
our sample. TI for each subject was calculated using BP values
from visits between their respective dates of enrollment until
December 2007.

Statistical Analyses. We first assessed distributions for each
variable by racial group, performing univariate analyses (t-
tests and chi-square, as appropriate). Next, we investigated the
effect of race upon TI with and without controlling for patient-
level covariates. In these analyses, we used random effects
analyses to account for clustering of patients-within-providers.
Our multivariate model also included patient race, age, gender,
education level, income, number of BP medications and
comorbid conditions. For the final model, we added the
variables for health beliefs and illness perceptions,
perceptions of providers and experiences of discrimination,
medication adherence, sodium intake, and provider
counseling, keeping only variables that had been significant
at the p ≤ 0.10 level in Model 2. We also performed these
regressions without eliminating any variables and found
similar results.

To assess the effects of race and TI score on BP, we
performed two linear regressions, using systolic BP (SBP) (at
the final clinic visit) as the dependent variable. Because
uncontrolled BP is mostly a problem of poorly controlled SBP,
we used this as our outcome (supplemental analyses found
that there were only 166 (1.3%) visits in which patients had a
SBP greater than or equal to 140 and diastolic BP less than or
equal to 60).24 The first model included only patient race and

the second model also included TI score. All analyses were
conducted using SAS 9.1.3 (SAS Institute, Cary, NC).

RESULTS

Black patients were significantly younger, more likely to be
female, less educated, had a lower income, prescribed more BP
medications compared to white patients, and were more likely
to have diabetes, chronic kidney disease, congestive heart
failure, and obesity (Table 1). Black patients had significantly
more concerns about their BP medication (mean score 2.5 vs.
2.1, p<0.001; Table 2), and believed their BP was more serious,
given their current use of medication (mean scores 2.8 vs. 3.3,
p<0.001; lower scores indicate greater seriousness). More
black patients believed that taking their BP medication would
help them to feel better (p<0.001), but fewer of them believed
that it would help them live longer, compared to whites
(p=0.001).

In the bivariate analyses, important racial differences were
noted with regard to almost every hypertension-related belief
that we examined, with blacks having less accurate or more
negative perceptions (Table 2). For example, black patients
were more likely to report that a germ or virus, chance, other
people, and poor medical care in the past contributed to
causing their high BP. While all patients generally agreed that
their provider understood their background and values, black
patients agreed less strongly (p=0.03). Also, while all patients
disagreed that their provider looks down on them and the way
they live their life, white patients disagreed more strongly (p<
0.001). Blacks were more likely to have missing adherence
data, generally due to failure to return MEMS caps. They were
also more likely to have fair or poor adherence and less likely to
have excellent adherence.

Table 1. Sociodemographic and Clinical Characteristics

Patient Characteristics All
patients
(n=819)

Black
(n=476)

White
(n=343)

p-value

Mean age 59.6 58.3 61.4 <0.001
Gender (% male) 33.9 26.7 44.0 <0.001
Education (% less than
12th grade completed)

54.2 65.1 39.2 <0.001

Income (% less than
$20,000/year)

48.4 57.4 36.1 <0.001

Mean number of blood
pressure medications

2.3 2.4 2.3 0.003

Benign Prostatic
Hypertrophy

3.7 1.7 6.4 <0.001

Cerebrovascular
Disease

5.6 4.4 7.3 0.08

Chronic Kidney Disease 6.7 8.4 4.4 0.02
Congestive Heart
Failure

3.5 5.0 1.5 0.006

Coronary Artery
Disease

12.8 9.2 17.8 <0.001

Diabetes 33.2 39.1 25.1 <0.001
Hyperlipidemia 53.6 48.3 60.9 <0.001
Nicotine Dependence 7.5 8.6 5.8 0.14
Obesity 58.9 63.9 52.2 <0.001
Peripheral Vascular
Disease

5.3 3.9 7.0 0.057
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Black patients reported more provider counseling about BP
(7.2 vs. 5.7, p<0.001), and were much more likely to report at
least one experience of discrimination in the health care
setting than whites (29% vs. 8%, p<0.001). Finally, black
patients had significantly higher baseline and final systolic BP
compared to whites (135.1 mm/Hg vs. 131.4 mm/Hg, p<0.01;
134.2 mm/Hg vs. 131.0 mm/Hg, p=0.009, respectively).

In unadjusted analyses, black patients had less TI than
whites, equivalent to approximately one fewer therapy increase
per 14 clinic visits (−0.31 vs.−0.24, p<0.001) (Table 2). After
including patient sociodemographic variables and clinical char-
acteristics in our regression model, black patients had signifi-
cantly lower TI, equivalent to approximately one fewer therapy
increase per 17 clinic visits (Model 2, β=−0.06, p=0.01; Table 3).
In the final model, after adding patient beliefs, perceptions of

provider, experiences of discrimination, sodium intake, provider
counseling and medication adherence, race was no longer a
significant predictor of TI (Model 3, β=−0.02, p=0.5).

This final model revealed several determinants of TI. Patients
with hyperlipidemia had increased TI, equivalent to approxi-
mately one more therapy increase per 13 clinic visits (β=0.08,
p<0.001). Increased patient concerns about BP medications
and more provider counseling were each related to lower TI,
equivalent to approximately one fewer therapy increase per 17
clinic visits for each unit increase on the concerns scale and one
less therapy increase per 100 visits for each unit increase on the
provider counseling scale (β=−0.06, p=0.02 and β =−0.01, p=
0.001, respectively). Two marginally significant findings indicat-
ed that more BP medications were associated with reduced TI
(β=−0.02, p=0.054) and more disagreement with the item about

Table 2. Patient Beliefs and Experience Variables by Race

Patient Variables Total Black White p-value

Health Beliefs & Illness Perceptions
Concerns about BP Medication (mean)a 2.3 2.5 2.1 <0.001
Beliefs about necessity of BP Medication (mean) b 3.7 3.7 3.7 0.15

Patient Beliefs about Blood Pressure (mean) c

How serious is your high BP, in general? 1.5 1.5 1.5 0.28
How serious is your high BP, given your current use of medication? 3.0 2.8 3.3 <0.001
If no BP meds over the next year, would BP get worse? 1.5 1.5 1.4 0.18
If no BP meds over the next year, would develop other health problems? 1.7 1.7 1.7 0.27

Do you believe that taking BP medications will...(% yes)
make you feel worse? 2.1 2.3 1.8 0.57
help you feel better? 93.7 96.2 90.3 <0.001
help you live longer? 93.8 91.3 97.1 0.001
improve the quality of your life? 93.1 92.6 93.8 0.5
prevent future high BP related illnesses? 93.6 92.9 94.6 0.33

Illness Perception Questionnaire d

Germ or virus caused my high BP 3.9 3.7 4.2 <0.001
Diet played major role in causing my high BP 2.2 2.1 2.4 0.005
Pollution of environment caused my high BP 3.7 3.6 3.8 <0.001
My high BP is hereditary 2.0 1.9 2.1 0.01
It was just by chance that I became ill with high BP 3.5 3.3 3.7 <0.001
Stress was major factor in causing my high BP 2.4 2.4 2.4 0.97
My high BP is largely due to my own behavior 2.7 2.8 2.7 0.27
Other people played large role in causing my high BP 3.4 3.3 3.5 0.005
My high BP caused by poor medical care in the past 3.9 3.7 4.1 <0.001
My state of mind played a major part in causing my high BP 3.2 3.2 3.2 0.82

Perceptions of Provider (mean scores) d

Provider treats me with respect and dignity 1.3 1.3 1.3 0.1
Provider understands my background and values 1.5 1.5 1.4 0.03
Often feel provider looks down on me and the way I live my life 4.4 4.3 4.5 <0.001
Provider understands my cultural background and how it affects my health 1.8 1.8 1.8 0.38

Experiences of Discrimination (% reported any discrimination) 19.9 28.5 7.9 <0.001
Sodium intake score (mean) e 5.5 5.5 5.5 0.96
Medication Adherence (%)f

missing 18.1 23.5 10.5 <0.001
poor 6.9 8.2 5.3
fair 12.8 15.1 9.6
excellent 62.2 53.2 74.6

Provider Counseling (mean)g 6.6 7.2 5.7 <0.001
Treatment Intensity score (mean)h −0.28 −0.31 −0.24 <0.001
Baseline Systolic BP (mean) 133.6 135.1 131.4 0.002
Final Systolic BP (mean) 132.9 134.2 131.0 0.009

a High score indicates more concerns; range from 1–5
b High score indicates greater beliefs in necessity of medications; range from 1–5
c High score indicates less serious or less likely; range from 1–5
d Higher score indicates more disagreement with statement; range 1–5
e Higher score indicates worse diet (more sodium, fast food); range 1–12
f Poor adherence: <50%, fair: 50–80%, excellent: >80%, measured by MEMS caps for 90-day use
g Higher score indicates more discussion; range from 0–12
h Higher score indicates more treatment intensity
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feeling one’s provider looks down on them was associated with
increased TI (β=0.04, p=0.05).

To assess the effects of race and TI on BP, we performed two
linear regressions, using the final systolic BP as the outcome.
When race was examined alone as a predictor, black patients
had a higher final systolic BP (134 mm/Hg for blacks vs.

131 mm/Hg for whites, p=0.009; Table 2). In a model contain-
ing race and TI as independent variables, TI was a significant
predictor of final BP (final SBP 2.0 mm/Hg lower for each
additional therapy increase per 10 visits, p<0.001; Table 4),
but race was no longer significant (blacks 1.6 mm/Hg higher
than whites, p=0.17).

Table 3. Factors Associated with Treatment Intensification

Patient Variables Model 1 Model 2 Model 3

Parameter
estimate

p-value Parameter
estimate

p-value Parameter
estimate

p-value

Sociodemographic & Clinical Characteristics
Black Race −0.08 <0.001 −0.06 0.01 −0.02 0.51
Male − − −0.006 0.81 − −
Age − − <−0.001 0.98 − −
Education − − 0.02 0.39 − −
Income − − −0.001 0.96 − −
Benign prostatic hypertrophy − − 0.02 0.70 − −
Cerebrovascular disease − − −0.08 0.09 −0.07 0.19
Chronic kidney disease − − 0.06 0.23 − −
Congestive heart failure − − 0.09 0.18 − −
Coronary artery disease − − −0.02 0.65 − −
Diabetes mellitus − − 0.02 0.51 − −
Hyperlipidemia − − 0.07 0.002 0.08 <0.001
Nicotine dependence − − 0.01 0.75 − −
Obesity − − −0.03 0.14 − −
Peripheral vascular disease − − 0.03 0.60 − −
Number of BP medications − − −0.04 <.001 −0.02 0.054

Health Beliefs & Illness Perceptions
Concerns about BP Medication − − − − −0.06 0.02
Beliefs about necessity of BP Medication − − − − 0.02 0.41

Patient Beliefs about Blood Pressure
How serious is high BP, in general? − − − − −0.01 0.68
How serious is your high BP, given your current
use of medication?

− − − − 0.02 0.09

If no BP meds over the next year, would BP get worse? − − − − 0.02 0.33
If no BP meds over the next year, would develop other
health problems?

− − − − −0.01 0.42

Do you believe that taking BP medications will...
make you feel worse? − − − − 0.14 0.10
help you feel better? − − − − −0.03 0.51
help you live longer? − − − − 0.07 0.19
improve the quality of your life? − − − − 0.01 0.78
prevent future high BP related illnesses? − − − − −0.07 0.17

Illness Perception Questionnaire
Germ or virus caused my high BP − − − − −0.004 0.75
Diet played major role in causing my high BP − − − − <−0.001 0.98
Pollution of environment caused my high BP − − − − −0.005 0.72
My high BP is hereditary − − − − −0.007 0.57
It was just by chance that I became ill with high BP − − − − −0.002 0.84
Stress was major factor in causing my high BP − − − − −0.001 0.97
My high BP is largely due to my own behavior − − − − <0.001 0.95
Other people played large role in causing my high BP − − − − 0.003 0.79
My high BP caused by poor medical care in the past − − − − −0.008 0.56
My state of mind played a major part in causing my high BP − − − − −0.001 0.94

Perceptions of Provider
Provider treats me with respect and dignity − − − − 0.04 0.18
Provider understands my background and values − − − − 0.02 0.34
Often feel provider looks down on me and the way I live my life − − − − 0.04 0.05
Provider understands my cultural background and how it
affects my health

− − − − −0.002 0.91

Experiences of Discrimination − − − − 0.004 0.91
Sodium intake score − − − − −0.003 0.66
Medication Adherence
Missing − − − − −0.03 0.34
Poor − − − − .01 0.77
Fair − − − − −0.06 0.10
Excellent − − − − ref ref

Provider Counseling − − − − −0.01 0.001
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DISCUSSION

In this effort to understand racial disparities in BP control, we
found that black patients had significantly lower rates of TI
compared to whites, even after accounting for differences in
their clinical and sociodemographic status. However, racial
disparities in TI were explained by the inclusion of patient
characteristics, health beliefs, and provider counseling. This
finding differs from prior work finding that African Americans
were treated more intensively for their hypertension,14,25 but
which did not account for patient health beliefs or interactions
with providers. One study defined TI as the number of classes
of BP medications,14 a measure which is likely to be confound-
ed by disease severity.15

In our study, having hyperlipidemia was the only significant
predictor of increased TI. Patient concerns about BP medica-
tions and more provider counseling were associated with
reduced TI, suggesting that providers may hesitate to intensify
treatment when patients express concerns, or that providers
may substitute counseling for TI. This conclusion is consistent
with other findings indicating that more discussion between
providers and patients about medication issues was associated
with a lower likelihood of changing treatment.26 Patient con-
cerns may be related to being on an increased number of BP
medications or lack of trust in providers whom patients may feel
look down on them. The racial differences in BP control in our
sample suggest that substituting counseling for TI is not an
effective strategy to minimize disparities in BP control.

Black patients had a higher systolic BP in unadjusted
analyses, but this effect was much attenuated and no longer
significant after controlling for TI, suggesting that increasing TI
may help to resolve disparities in uncontrolled BP. This notion is
partly consistent with prior findings that TI was associated with
increased odds of having controlled BP; however, in that study,
no interactions were found between race and TI.13 Our results
add to this literature by revealing determinants of TI by race and
demonstrating that patient concerns and beliefs about BP and
provider counseling are associated with differential rates of TI,
and thus are a target for intervention, along with increasing
provider awareness about intensifying hypertension therapy.

Our findings should be interpreted within the limitations of
our study. As part of the parent study, a subset of providers
received an educational intervention, which may have affected
provider-patient communication and, in turn, patient beliefs
about BP medication. However, our analyses adjusted for
nesting of patients-within-providers and thus controlled for
differential practice styles that may have been associated with
providers’ exposure to the intervention. In addition, separate
analyses indicated no significant effect of the intervention on
counseling or BP (not shown). Our sample is comprised of only
white and black patients receiving care at a single urban,
safety-net hospital and our findings may therefore not be

generalizable to other populations. We do not have information
about provider attitudes and beliefs, which have also been
shown to also be a key factor in clinical inertia.26,27 Again, our
analysis may account for some of this variability, but not all.

Disparities in hypertension control can be minimized by
identifying and addressing modifiable factors that contribute to
these differential rates in health outcomes. This study found
that patient concerns about antihypertensive medications play a
significant role in reducing necessary TI. These results provide
some support for a model to explain disparities in BP outcomes.
In this model, race contributes to racial differences in beliefs and
experiences, which contributes to racial differences in TI, which
contributes to racial differences in BP control. Future qualitative
research to determine the causes of concerns about BP medica-
tions and how those concerns impact TI may be helpful.28 Such
findings could be incorporated into a patient or provider
intervention, to help address patient concerns about BP medi-
cation. In the ongoing struggle to diminish racial disparities in
health outcomes, this study offers insight to potential targets for
interventions. Improved patient–provider communication and
patient health education may have the potential to reduce racial
disparities in TI and ultimately, BP control.
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Community health centers (CHCs) take a lead role in 
providing quality care to the underserved. The Health 
Resources and Services Administration (HRSA) 
Bureau of Primary Care’s Community Health Cen-
ter Program provides care for more than 16 million 
underserved people and has undergone rapid expan-
sion.1-3 CHCs provide high-quality cost-effective care 
to underserved communities, improve access to care, 
and reduce health care disparities.4

For CHCs to continue to expand in the face of lim-
ited resources, strong physician leadership is needed. 
However, there may not be a sufficient qualified work-
force.5-8 Many active CHC medical directors may also 

lack sufficient training in practice management and the 
specific skills such leadership requires.9-14

Although medical directors play an important role in 
direct patient care and CHC management, there is lim-
ited research elucidating their basic characteristics, such 
as roles and responsibilities, relationships with other 
administrators, retention, and satisfaction levels.10,11,15 
Some studies suggest administrative inexperience 
and insufficient training may lead to poor retention of 
medical directors.10,11 Further, increased training cor-
relates with improved leadership skills, as reported by 
CHC executive directors,13 and leadership skills play a 
significant role in achieving exemplary CHC practices.16 
Guidance on how medical directors should obtain such 
leadership training, however, is lacking. 

Our primary objective was to ascertain the need for 
leadership training programs for medical directors of 
CHCs. This included determining how medical direc-
tors obtain skills in practice management and leadership 
as well as the most appropriate methods and venues for 
this training. 

The Path to Physician Leadership in Community 
Health Centers: Implications for Training

 
Jeffrey F. Markuns, MD, EdM; Bruce Fraser, PhD; Jay D. Orlander, MD, MPH

From the Department of Family Medicine (Dr Markuns), School of Educa-
tion (Dr Fraser), and Evans Department of Medicine (Dr Orlander), Boston 
University; and VA Boston HealthCare System, West Roxbury, MA (Dr 
Orlander).

Background and Objectives: Community health centers are facing a shortage of primary care phy-
sicians at a time when government plans have called for an expansion of community health center 
programs. To succeed with this expansion, community health centers require additional well-trained 
physician leadership. Our objective was to ascertain how medical directors obtain leadership skills 
in an attempt to identify the best methods and venues for providing future leadership training pro-
grams. Methods: Using recorded interviews and focus group data with community health center 
medical directors, we identified patterns and themes through cross-case content analysis to determine 
leadership training needs in underserved settings. Results: Medical directors often enter positions 
unprepared and can quickly become frustrated by an inability to make system improvements. Medical 
directors seek multiple ways to obtain the leadership skills necessary, including conferences, peer 
networking, mentorship, and formal degree training. Many directors express a desire for additional 
training, preferring flexibility in curriculum and hands-on components. Conclusions: Additional lead-
ership training opportunities for active and future medical directors are needed. Academic medical 
centers and other training sponsors should consider innovative ways to develop effective physician 
leadership to provide quality care to underserved communities.

(Fam Med 2010;42(6):403-7.) 
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Methods
We performed a qualitative study analyzing key 

informant interviews with current and former CHC 
medical directors. Semi-structured interviews, audio 
recorded and later transcribed, were performed over 
a period of 12 months during 2006–2007 by the same 
interviewer using a standardized question guide. The 
validity of the insights gained from these interviews 
were then evaluated through a focus group of a separate 
sample of medical directors. The study was approved by 
the Boston University School of Medicine Institutional 
Review Board.

Samples
We recruited a purposeful sample of 11 current and 

former medical directors through a hospital-affiliated 
urban network of independent CHCs in Boston. We 
specifically chose participants based on current and 
previous experience and community demographics 
to achieve a diverse group. All medical directors ap-
proached for interviews agreed to participate except 
one. 

For the focus group, four current and former medi-
cal directors were recruited from a training program 
sponsored by the Massachusetts League of Community 
Health Centers. All were affiliated with CHCs outside 
of the Boston-based hospital-affiliated network that 
served as the source of key informants.

Instruments
We developed an initial question guide based upon 

literature review, personal experience of the authors, 
and discussion with individuals who provide medical 
director training, including leaders from state and na-
tional CHC organizations. After the first three recorded 
interviews with medical directors, the question guide 
was further refined to better address the core objectives 
of the study. 

Analysis
All transcripts were coded and analyzed for common 

themes and higher-order categories using the qualita-
tive research software NVivo 7 to perform cross-case 
content analysis. We performed pattern and theme 
recognition based on inductive and deductive processes 
using grounded theory principles in an iterative process  
and performed interviews until data saturation was 
achieved.17 Coded data was reviewed by the coauthors, 
neither of whom is affiliated with CHCs. Focus group 
responses were analyzed in a similar manner. 

Results
Participant Demographics

Of the 15 medical directors participating, 12 were 
active medical directors at the time of the interviews. 
The remaining medical directors were previous medical 

directors now involved in administrative roles outside 
of CHCs; however, all continued to work closely with 
CHC medical directors. Ten of the medical directors 
were men. Although a majority were Caucasian, the 
sample did include physicians of multiple racial and 
ethnic backgrounds, not specifically identified so that 
we could maintain confidentiality. 

Medical directors interviewed had a range of experi-
ence in the position, ranging from 1 month to 35 years 
(median 3 years). Time since graduation from residency 
ranged from 5 to 35 years (median 14.5 years). All were 
primary care physicians: nine were family physicians, 
three were pediatricians, three were internists, and one 
was trained in both internal medicine and pediatrics.

Content Analysis
Three prominent themes emerged in relation to 

leadership training: (1) motivation for improvement as 
the path to leadership, (2) inexperience as a barrier to 
achieving change, and (3) training as a facilitator for 
success. 

Theme 1: Path to Leadership: Motivation 
for Improvement

Our subjects typically followed a path to leadership 
driven by a desire for health care improvement. Al-
though some physicians were recruited to the medical 
director position immediately upon completing post-
graduate training, most were not. More often, directors 
were recruited to leadership positions after becoming 
established in an initial clinical role either in a CHC or 
elsewhere. Most directors accepted their first clinical 
position in a CHC or other underserved setting, cit-
ing motivators such as a desire to participate in social 
change or community health. Respondents express a 
desire to make system improvements in care and as 
a result evolved into leadership positions. Some felt 
recruited or pulled into a leadership position by other 
CHC administrators. One director said: 

I started off just being a pediatrician, but because of 
my nature of being a busybody and wanting to improve 
things, I sort of got sucked into the administrative 
thing. (Director A) 

Another stated that:

 I always felt that I would pay back the community for 
its investment in me, and so I had always planned to be 
involved in community medicine…A position opened 
up as medical director, and I thought I would like to 
try that…I was looking for a way to kind of have some 
influence beyond individual treatment…so I thought, 
you know, I might be able to do that being a medical 
director. (Director G)
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Theme 2: Inexperience: A Barrier 
to Achieving Change

Once established, medical directors almost univer-
sally describe feeling unprepared for a poorly defined 
role. Many report little prior knowledge of CHCs, and 
only a few report a clear understanding of the role of 
a medical director. Job descriptions are often absent 
or considered outdated or inadequate. Even highly ex-
perienced medical directors have difficulty providing 
a focused, concise summary of their role. They cite 
extremely broad areas of responsibility encompassing 
multiple areas of leadership, sometimes overlapping the 
supervisory duties of other CHC administrators. One 
director reported that: 

I remember telling him, ‘Do I get a job description on 
this?’ I mean, I had a sense. He said, ‘Ah, we can—it 
won’t help.’ He probably would have been right, be-
cause I don’t think he had a great idea. (Director F)  

Another said: 

I don’t even know, I don’t know what my job is, if I tell 
you the truth. (Director J)

While some medical directors accepted their 
position without formal leadership training, others 
had participated in fellowships or earned additional 
graduate degrees prior to becoming medical directors. 
Regardless of prior experiences, almost all frequently 
felt unprepared in the early phases of their careers as 
medical directors. The combination of inexperience and 
lack of direction in this period often acted as a barrier 
to achieving improvements within their CHCs. 

As desire for improvement is a primary motiva-
tor, the ability to effect successful change within a 
CHC appears to play a large role in the satisfaction of 
medical directors. Medical directors unable to achieve 
successful CHC improvements express considerable 
frustration, often including a desire to leave the posi-
tion, potentially contributing to troubles with retention 
and turnover. As one director said: 

I took over one of the sites as the local site director 
and burned out in about a year. Just totally flamed 
out. Cause I wasn’t really ready. My skills weren’t 
really at the level that they needed to be. I couldn’t do 
it. (Director C) 

Another reported that: 

This is a place I see right now, as we stand, if we don’t 
make changes, it’s a place that you go the last five years 
before you retire. When you don’t give a damn about 
anything. So that’s what’s bothering me right now. And 
that’s a big issue. At least for me. Because I need to 
move on. I need to move on. (Director J)

Theme 3: Training: a Facilitator for Success
To address the barrier of inexperience, we explored 

the role of subsequent administrative education. Train-
ing fell into four main categories: conferences, peer 
networking, mentorship, and formal degree programs. 
Most medical directors attended at least one manage-
ment conference designed specifically for CHC medical 
directors. One of the focus group participants stated 
that: 

I can’t do this without some training, or I’m just gonna 
fail right away.

Medical directors frequently referred to peer net-
working as a potential method for skill enhancement. 
It is not clear, however, if medical directors use this 
primarily to discuss mutual areas of inexperience or 
if they actively benefit from each others’ experiences 
as surrogate knowledge. Peer networking takes place 
primarily through conferences and electronic mail. A 
sample comment was that: 

So we can sit and just sort of talk about things in gen-
eral, and get a sense of where each other are, call each 
other and ask for help or advice, or to discuss a topic. 
We have a listserve…where people put out questions 
to the whole medical director group, and people are 
very good about responding. To me, that’s been very 
powerful... (Director H)

The guidance of a mentor is often mentioned as a 
highly effective training method. Those with mentors 
often praise the relationship. Some participants describe 
trying to provide mentoring for others, even when they 
lack such assistance themselves. When available, men-
toring appears to be one of the most effective methods 
for achieving success and satisfaction in the position. 
Director A stated that: 

Mentors are the only way I have survived. 

Director C said that: 

He was just a senior person, and…he was very helpful 
in terms of commenting on how the world works…I 
would say, ‘This thing just seems funny’ and he would 
say, ‘Well, this is why it’s not funny. This is why it re-
ally is how it is...’ And it was really useful to get reality 
checks from people like him.

Several of the medical directors interviewed pursued 
graduate degrees. In general, these are felt to be very 
helpful, particularly those focusing upon business or 
health care administration. A formal degree seems most 
helpful when obtained after acquiring some experience 
as a physician administrator, rather than prior to any 
such work experience. 
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I started working as the site director again a little while 
after I started business school. And I was much bet-
ter able to do it after a while…the job just came at me 
slower. And so that was a much more enjoyable year. 
(Director C)

When asked about the types of training they would 
desire most, subjects preferred programs with a practi-
cal approach. Medical directors feel programs should 
allow them to directly apply training to problems in 
their own health centers. They also seek flexibility in 
adapting such training to fit their personal needs and 
commitments. Sample comments included: 

It’d be nice to be able to take that [conference] stuff 
home, work on it, and get more feedback…later on. 
(Director D)

It could be, spend three hours on a Saturday morning…
do that once a month, and then have time between 
courses where you live your life…Folks’ll learn this 
interesting concept, and then carry it back to where 
they work, and then have enough time to noodle around 
with it while they’re doing their life. (Director C)

In the focus group, core themes from the individual 
interviews were confirmed. There was a particular 
focus on preferred training approaches. 

In summary, medical directors entered leadership 
roles motivated by a desire to make improvements in 
CHC care. Many quickly found themselves unprepared 
and unable to achieve improvements they desired. Many 
sought training through conferences, peer networking, 
mentoring, and formal degree programs. In general, 
medical directors believe that additional training pro-
grams would be useful, especially if programs included 
longitudinal project work with direct application, 
components of peer networking and mentorship, and 
flexibility in interacting with the curriculum. 

Discussion
In recent years, the medical community has focused 

attention on health care quality, patient safety, chronic 
disease management, operational improvement, and in-
formation management. The complexity of these tasks 
demands a higher level of leadership skill than ever 
before,18 yet many new physician leaders of CHCs feel 
unprepared. Our results show this to be compounded 
by poorly defined roles, lack of mentorship or peer 
networking opportunities, and medical directors’ own 
inexperience. 

A resulting lack of success by medical directors in 
achieving CHC improvement may contribute to human 
resource issues of retention and turnover. To be suc-
cessful, medical directors must provide transformative 
leadership to their institutions: training can assist in 
achieving this goal.13 

Our findings suggest training methods that may 
be most useful. Longitudinal programs that provide 
mentoring and project work are preferred by our par-
ticipants. A number of conference training opportuni-
ties are available, but these 1-day to 1-week courses 
do not suffice. The Health Disparities Collaboratives 
developed by HRSA and the Institute for Healthcare 
Improvement is one model that includes longitudinal 
project work and provides a number of helpful re-
sources.19 It has the broad mission of health care system 
improvement focused on health disparities but does 
not focus specifically on the needs of CHC medical 
directors. We believe our findings demonstrate that 
additional accessible and comprehensive leadership 
training opportunities are needed specifically for the 
clinical leaders of these institutions.20 

Although our data are limited by the urban nature of 
our sample, we expect these themes remain similar in 
other settings. While it is possible that physician leaders 
in rural CHCs have a different set of experiences and 
preferences, given inherent challenges in rural areas 
of accessing educational resources, it seems likely that 
rural medical directors would share many of the same 
frustrations regarding training and overall leadership 
preparedness. It also is important to note that our sam-
ple is recruited almost entirely from Massachusetts, an 
area with a high number of tertiary care medical centers 
and robust funding mechanisms of health care for the 
uninsured relative to many other areas of the country. 
These differences would seem to make it more likely, 
however, that our participating medical directors would 
have good access to postgraduate leadership training 
opportunities and fewer financial, recruitment, and 
other challenges relative to counterparts in other areas 
of the nation.

This research has important implications for medi-
cal education as well as public policy. At a time when 
comprehensive health care reform is being discussed, 
the fate of the medically underserved becomes inex-
tricably entwined with the health of the entire nation, 
and CHC medical directors are a key group of primary 
care physician leaders necessary for providing high- 
quality health care to underserved populations. The 
struggles of these physician leaders may signal a more 
significant deficit in medical education regarding issues 
of physician leadership, particularly in primary care. 
Our results suggest further training is needed both to 
prepare new medical directors and successfully retain 
those currently serving in this role. Government, health 
centers, and academic and postgraduate training insti-
tutions will need to work together to generate adequate 
funding and develop and coordinate this important 
leadership training to provide the highest quality health 
care to all. 
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ABSTRACT

Background The internet can contribute to im-

proved access to information and services among

underserved populations. Little is known about

veterans’ use of the internet for health, and how it

is affected by socio-demographic characteristics.

This knowledge gap is acute given the US Depart-

ment of Veterans Affairs’ (VA’s) deployment of a
major patient portal/personal health record system.

Objectives To assess the frequency and correlates

of veterans’ use of the internet and identify personal

characteristics impeding veterans’ health-related

internet use.

Methods Survey of 12 878 randomly selected adults

from a panel of 60 000 US households. Veterans

were oversampled.
Results Of the 3408 veterans responding, 54% had

used the internet and 29% had used the internet

specifically for health. In multi-variable analyses,

general internet use was positively associated with

younger age (OR = 0.03, CI = 0.01–0.06, oldest

versus youngest group), higher income (OR = 3.12,

CI = 2.10–4.63, �$75 000 versus <$25 000), more

education (OR = 4.2, CI = 2.92–6.02, most versus

least educated group), and better health (OR = 0.59,

CI = 0.42–83, fair/poor versus very good/excellent).

Health-related internet use was positively associated

with more education (OR = 2.32, CI = 1.45–3.74,

most versus least educated group), urban location

(OR = 2.41, CI = 1.66–3.50), and worse health (OR
= 1.85, CI = 1.16–2.95, fair/poor versus very good/

excellent).

Conclusions In the first large, systematic survey of

veterans’ internet use we found that more education

and urban location were strongly, and positively,

associated with veterans’ health-related internet

use, even after controlling for multiple socio-demo-

graphic characteristics. Interventions may be needed
for less educated and rural veterans, e.g. by pro-

viders discussing internet use with their patients,

or by the VA training veterans in health-related

internet use.

Keywords: disparities, health information, inter-

net, veterans

Informatics in Primary Care 2010;18:59–68 # 2010 PHCSG, British Computer Society
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Introduction

Access to health information helps patients to make

health-related decisions, communicate with their

providers and enhance their self-care skills.1–3 The
internet is a promising means of delivering health

information to patients4 and allowing them better

access to healthcare systems.5 Additionally 70–80%

of Americans use the internet.6,7 Studies examining

health-related internet use estimate wide differences

in use. The Pew Internet and American Life Project

has estimated that 63% of Americans have looked

for health information online.6 A recent study,
however, looking at use in past 30 days, found that

only 13% of Americans had sought health-related

information.8 Additionally, while some disparities

seem to consistently emerge, e.g. females and those

more educated being more likely to search the

internet for health information,9 there is less con-

sensus about race/ethnicity10 and very little infor-

mation about the role of rural location.11

Understanding patterns of internet use for health

are important for the healthcare organisations that are

making the internet an integral component of com-

munication, services and information for patients, i.e.

through personal health record (PHR) systems. Two

well known examples of PHRs are ‘My Health Man-

ager’ at Kaiser Permanente and ‘MyGroupHealth’

at Group Health Cooperative, both of which allow
patients to view parts of their electronic medical record

and to complete transactions, such as ordering pre-

scription refills or sending secure emails to their doctor

or nurse.5,12 These types of internet-based systems,

while they may improve access in general, do not

necessarily overcome existing disparities. A study of

the Kaiser Georgia PHR found, for example, that

African Americans are less likely to register for the
Kaiser PHR than white Americans, even after control-

ling for education, income and internet access.10

The Veterans Health Administration (VHA), one of

the largest healthcare systems in the USA, also invested

substantially in a PHR called My HealtheVet. My

HealtheVet provides veterans with health informa-

tion, allows them to create and maintain health logs,

enables online refilling of prescriptions and sends
electronic reminders for preventive tests and screen-

ing. Despite outreach efforts only about 15% of the

approximately five million veterans who receive care

in the VHA have registered for My HealtheVet.13 The

reasons are not well understood, and to date there

have been no large systematic surveys of veterans’ use

of the internet for health, though studies of select sub-

groups of veterans have found that between 54 and
77% have access to the internet.14,15 We sought to

examine the characteristics of veterans and their use of

internet, both in general and for health-related purposes.

We had access to data from a large national survey

conducted in 2002 that oversampled veterans and

included questions about health-related internet use.

The survey provides important baseline data for the

development of My HealtheVet and similar PHR

efforts in other healthcare systems. Rates of general
internet use will have assuredly increased since the

survey was conducted, but socio-demographic dis-

parities in use of technologies tend to persist for long

periods of time.16 Knowledge of such disparities is

crucial for health planners interested in expanding

healthcare access through PHRs to hard to reach

groups. We were particularly interested in rural–urban

disparities in use of the internet and use of the internet
for health because serving rural veterans remains a

challenge, and a priority, for the VA.17 We conducted

this study first to examine rates of general internet use

among veterans, and the socio-demographic charac-

teristics associated with that use; and second to exam-

ine, among those veterans who used the internet, the

characteristics associated with health-related internet

use.

Methods

The study data were collected as part of a larger

national survey of internet use for health which

reported findings about the general population’s use
of the internet for health,18,19 and about internet use

among persons with stigmatised illness20 and among

persons with chronic conditions.21 The study was based

on a research panel of 60 000 US households created

and maintained by Knowledge Networks Inc., Menlo

Park, California. Potential households were contacted

using random digit dialling. As part of study partici-

pation, every panel household received WebTV inter-
net hardware and software.

For this study, a survey was sent via the internet

to 12 878 randomly selected panel members aged 21

years or older, including oversampling of veterans and

persons of 50 years of age and older. The survey sample

was comparable to the National Health Interview Survey

and the Census Bureau’s Current Population Sur-

vey.18 Data were collected between December 2001
and January 2002. A total of 8935 persons (69.4%)

completed the survey. Additional details of the research

panel and sampling have been previously reported.18

Respondents were asked about their use of the

internet for health-related purposes. All were asked,

at the time they joined the panel, whether they had

ever used the internet prior to receiving WebTV; those

who said yes were classified as ‘internet users’. Of the
8935 survey respondents, 3408 were US veterans and

formed the analytical sample for this study. Figure 1
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shows how the veteran sub-sample is associated with

the overall study sample.

Respondents were surveyed about a range of socio-

demographic, behavioural and health characteristics,

as well as about their use of the internet. Full text of

specific items is available from the authors on request.

Veterans were identified by a question about being
discharged from active duty in the US Army, Navy, Air

Force, Marine Corps or Coast Guard. Internet use

referred to respondents reporting ever having used the

internet prior to the start of the study. Health-related

internet use was use of the internet for information or

advice about health or health care (possible responses:

more than once a week, about once a week, once a

month, every two to three months, less than every two
to three months or never). For regression analysis we

dichotomised this variable with 1 = yes (had used the

internet for health in the past year), and 0 = no (had

not used the internet for health in the past year).

Race/ethnicity categories were White non-Hispanic,

Black non-Hispanic, Hispanic, other non-Hispanic

(which included Asian, American Indian or Alaska

Native and Pacific Islander). In logistic analyses it was
dichotomised (1 = white, 0 = other) due to the small

percentages of non-white respondents. Health status

was assessed with an item asking, ‘Would you say your

health in general is ...?’, with possible responses of

excellent, very good, good, fair or poor, which we

recategorised to excellent/very good, good, or fair/

poor because of the small percentages in the excellent

and poor categories.
Urban location was based on the federal govern-

ment’s categorisation of Metropolitan Statistical Areas,

which are urbanised areas of high population density.

Travel time to medical care was determined by the

item, ‘When you need medical care, how long does it

take you to get to the place you usually go for care?’,

with responses of <15 minutes, 15 to 29 minutes, 30 to

60 minutes, and >60 minutes. In logistic analyses we

dichotomised this variable (1 = 30 or more minutes,

0 = less than 30 minutes).

Marital status, originally given five categories, was

dichotomised (1 = married, 0 = single/divorced/

widowed/separated). Number of chronic conditions

refers to diagnoses of hypertension, diabetes, cancer,

depression and heart problems. We created a dichot-
omous variable for these (1 = one or more; 0 = none).

Use of a VHA hospital or clinic was determined by an

item that asked ‘Have you received any medical care at

a VA hospital or clinic in the last two years?’ (1 = yes,

0 = no).

We compared veterans to non-veterans on a num-

ber of demographic, health services and internet-related

characteristics using chi-square analysis. Among vet-
erans we compared health-related internet use between

users and non-users of VHA services. We used multi-

variable logistic regression to examine, among all the

veterans in the study, the characteristics associated

with internet use. Next, among the subset of veterans

who were internet users, we examined the character-

istics associated with health-related internet use. We

reported adjusted odds ratios and 95% confidence
intervals. In all analyses we used post-stratification

weights to match the respondents to the known

distribution of the US population on age, sex, race,

education, region, metropolitan residence and veteran

status, and to account for the oversamples and for

non-response. We corrected the standard errors for the

complex survey design using PROC SURVEYFREQ

and PROC SURVEYLOGISTIC procedures in SAS 9.1
(SAS Institute, Inc., Cary, NC). Chi-square estimates

were based on Rao–Scott chi-square tests which adjust

for the complex survey design. The study was approved

by the Institutional Review Boards at Stanford Uni-

versity and at the Edith Nourse Rogers Memorial VA

Hospital, Bedford, MA.

Figure 1 Diagram of analysis of veterans’ use of internet for health-related behaviour
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Results

Table 1 compares the demographic and health-related

characteristics of veterans and non-veterans. Veterans

and non-veterans were equally likely to have used the
internet (53.9 vs. 52.5%, P = 0.41). Veterans were

older, and more often white, married and male (P<0.001

for each). They had higher incomes and more edu-

cation (P<0.001 for each). Although more likely to

have a chronic health condition, veterans reported

similar overall health status to non-veterans.

Nearly one-third of all respondents nationally

reported using the internet to search for health infor-

mation, with veterans reporting similar health-related

internet use (29.2%) to non-veterans (32.5%, P =

0.18) (Table 2). About 7–8% of both veterans and

non-veterans used the internet frequently (monthly or

more often) for health-related information. Among

veterans, both users and non-users of VHA care were
equally likely to use the internet for health-related

information (P = 0.63).

To understand the factors associated with veterans’

internet use, we constructed multivariate regression

models to identify independent predictors of internet

use in general, and of internet use for health in

particular (Table 3). Age was important for general

internet use, with the oldest veterans significantly less

Table 1 Characteristics of respondents to the Health Care and Internet survey (n = 8864),a

weighted frequencies

Non-
veterans

(n = 5456)

Veterans
(n = 3408)

Chi-sq.b P

Age, yrs (n = 8864) 404.6 <0.0001

21–34 26.0% 8.9%

35–49 37.2% 22.2%

50–64 23.1% 35.7%
65–74 9.2% 21.0%

75+ 4.6% 12.3%

Race/ethnicity (n = 8864) 81.2 <0.0001
White 71.7% 82.9%

Black 11.6% 9.4%

Hispanic 13.3% 4.9%

Other 3.4% 2.8%

Sex (n = 8864) 697.3 <0.0001

Male 38.6% 93.9%

Female 61.4% 6.1%

Household income, $ (n = 8015) 69.7 <0.0001

<25 000 29.9% 17.3%

25–49 000 37.3% 40.6%

50–74 000 19.6% 24.2%

75 000+ 13.2% 17.9%

Education, yrs (n = 8864) 106.1 <0.0001

<13 60.1% 45.1%

13–16 33.8% 46.8%

>16 6.2% 8.1%

Urban vs non-urban (n = 8864) 0.07 0.80

Urban 77.7% 77.2%

Non-urban 22.4% 22.8%

Travel time to medical care (n = 8802) 0.16 0.92

<15 min 49.4% 48.7%

15–29 min 36.7% 37.2%

�30 min 14.0% 14.1%
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Table 1 Continued

Marital status (n = 8788) 51.7 <0.0001

Married 61.4% 72.6%

Single 18.0% 8.6%

Divorced 12.0% 12.0%
Widowed 6.4% 5.0%

Separated 2.2% 1.9%

Health status (n = 8850) 2.5 0.28
Fair/poor 16.1% 16.6%

Good 36.9% 34.4%

Very good/excellent 47.0% 49.0%

Number of chronic conditions (n = 8864) 40.4 <0.0001
Chronic conditions 1+ 48.8% 59.4%

Chronic conditions 0 51.2% 40.6%

Used VA hospital/clinic in last 2 yrs (n = 8864) 1307.0 <0.0001
Yes 0.0% 16.8%

No 100.0% 83.2%

Used internet (prior to WebTV) (n = 8583) 0.68 0.41

Yes 52.5% 53.9%
No 47.5% 46.1%

a n for some variables not equal to 8864 due to item missing values
b Rao–Scott Chi-square for all comparisons except for ‘Used VA hospital/clinic in last 2 yrs’ for which it was not calculable due to a
cell with zero observations. Instead Pearson Chi-square was estimated.
yrs = year
min = minutes
VA = Department of Veteran Affairs

Table 2 Frequency of use of internet for health information, by veteran status, weighted

Monthly

or more

often

(%)

Every

2–3 mos

(%)

<Every

2–3 mos

(%)

Never

(%)

Chi-sqa P

General population (n = 8859)b 5.49 0.18

Non-vets (86.0%) 7.5 5.0 20.0 67.6

Veterans (14.0%) 7.3 4.4 17.5 70.7

Among veterans (n = 3406)c 1.74 0.63

VHA user (16.8%) 6.6 4.6 15.3 73.4

Non-VHA user (83.8%) 7.5 4.4 18.0 70.2

a Rao–Scott Chi-sq, df = 3
b n does not equal 8864 due to missing values for ‘internet use for health’
c n not equal to 3408 due to missing values for ‘internet use for health’
mos = months
VHA = Veterans Health Administration
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Table 3 Veteran use of internet and use of internet for health-adjusted odds ratio

Use of internet among veterans

(n = 3310)a
Use of internet for health among

veterans who use internet (n = 1839)b

Adj.

OR

CI P value Adj.

OR

CI P value

Age (years)
21–34

35–49 0.20 0.10–0.43 <0.001 1.29 0.69–2.42 0.43

50–64 0.10 0.05–0.21 <0.001 1.16 0.67–1.968 0.60

65–74 0.05 0.02–0.10 <0.001 1.31 0.72–2.40 0.38

75+ 0.03 0.01–0.06 <0.001 1.00 0.51–1.98 1.00

Race/ethnicity
White 0.89 0.64–1.22 0.46 0.92 0.61–1.38 0.67

Other

Sex
Male

Female 1.16 0.60–2.24 0.66 1.36 0.71–2.61 0.36

Household income $
<25 000

25–49 000 1.26 0.93–1.70 0.13 1.15 0.70–1.88 0.59

50–74 000 1.74 1.24–2.43 0.001 0.84 0.52–1.37 0.49
75 000+ 3.12 2.10–4.63 <0.001 1.22 0.72–2.05 0.46

Education years
<13

13–16 2.67 2.11–3.37 <0.001 1.87 1.27–2.73 0.001
>16 4.20 2.92–6.02 <0.001 2.32 1.45–3.74 <0.001

Urban vs non-urban
Urban 0.87 0.64–1.19 0.38 2.41 1.66–3.50 <0.001
Non-urban

Travel time to medical care
<30 min.

30+ min. 1.06 0.77–1.46 0.73 0.89 0.58–1.36 0.58

Marital status
Married 1.07 0.80–1.43 0.63 0.89 0.62–1.26 0.50

Singlec

Health status
Fair/poor 0.59 0.42–0.83 0.002 1.85 1.16–2.95 0.01

Good 0.69 0.54–0.88 0.002 1.54 1.09–2.17 0.01

Very good/excellent
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likely than the youngest veterans to use the internet

(OR = 0.03, CI = 0.01–0.06). Among internet using
veterans there was no effect of age on health-related

internet use. Higher income was positively associated

with internet use (OR = 3.12, CI = 2.10–4.63, highest

versus lowest income groups), but, like age, among

internet using veterans income was not associated

with health-related internet use. More education was

associated with greater likelihood of internet use (OR

= 4.20, CI = 2.92–6.02, most versus least educated
group), and among internet using veterans it was

associated with greater likelihood of health-related

internet use (OR = 2.32, CI = 1.45–3.74, most versus

least educated group). Health status had opposite

effects in the two regression models. Worse health

was associated with a smaller likelihood of general

internet use (OR = 0.59, CI = 0.42–0.83, for fair/poor

vs very good/excellent), but among internet using
veterans, worse health was associated with greater

likelihood of health-related internet use (OR = 1.85,

CI = 1.16–2.95, for fair/poor vs very good/excellent

health). Urban location was associated only with

health-related internet use (OR = 2.41, CI = 1.66–

3.50).

Discussion

Principal findings

This study represents the first large-scale, systematic

report of veterans’ use of the internet for health. It
sheds light on socio-demographic characteristics that

may substantially affect health organisations’ ability to

provide electronic, health-related information and

services to patients with lower education levels and/
or living in rural locations. We found that 29% of

veterans had used the internet to search for health

related information in the past year. Correlates dif-

fered between general internet use and health-related

internet use. Younger age, higher income, more edu-

cation and better health status were positively associ-

ated with general internet use, while education, living

in urban areas and worse health status were positively
associated with health-related internet use. The findings

about education and rural location are each note-

worthy. Education level was a barrier in two ways.

First, those with less education were less likely to use

the internet in general, and second, even among those

who were internet users, less education was associated

with less likelihood of using internet for health.

Secondly, our study is among the first to document
the importance of rural location on internet use for

health, even after controlling for internet access and

multiple socio-demographic variables. The potential

rural barrier is particularly relevant today as the VA

strives to improve access and quality of care for rural

veterans.22–24

Implications of the findings

Our findings demonstrate that patient access to the

internet does not guarantee their use of the internet for

health-related information and services. Unless health-

care organisations make special efforts to include

disadvantaged groups, such as the less-educated and
those in rural areas, the digital divide will persist. As

organisations increasingly digitise they may inadvertently

Table 3 Continued

Number of chronic conditions
Chronic conditions 1+ 1.22 0.95–1.57 0.12 1.23 0.88–1.71 0.22

Chronic conditions 0

Used VA hospital/clinic in last
2 years
Yes 0.87 0.62–1.21 0.40 0.73 0.49–1.07 0.11

No

a Not equal to 3408 due to missing internet use
b Not equal to 1841 due to missing health-related internet use
c Single refers to never married, divorced, widowed or separated
Urban = resident of metropolitan statistical area (MSA)
Adj. = adjusted OR = odds ratio
CI = confidence interval
VA = Department of Veteran Affairs
Frequencies weighted to correct the distribution of respondents to match the known distribution of the US population on age, sex,
race, education, region, metropolitan residence, veteran status and to account for oversamples and non-response.
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erect barriers for some groups of vulnerable patients.

This suggests that outreach may be needed. Healthcare

organisations that intend to reach patients through

the internet could provide direct training to vulner-

able patients (e.g. those in rural areas, the less educated

and those with stigmatised health conditions) to provide
them with PHR and internet skills. Healthcare organ-

isations should also consider sensitising and educating

clinicians regarding patient internet use, and encour-

age clinicians to ask their patients if they use the

internet for health. For patients who do not, clinicians

could motivate them to do so by providing them with

the URLs of informative, trustworthy and user-

friendly health-related websites. Our findings about
education suggest that website developers should care-

fully consider literacy and health literacy when de-

signing content and layout. Less educated patients

may be left behind as healthcare organisations digitise

unless health-related websites are tailored to meet

the needs of less literate patients. Finally, these data

suggest that the VA’s special focus on rural veterans is

well placed.

Comparison with the literature

Our findings have similarities to, but also differences

from, prior studies of internet use. General US popu-

lation studies have shown that being female, being

younger and having more education are positively
associated with health-related internet use.18,25 A recent

study of users of a web-based personal health record

found that white race and higher income were asso-

ciated with greater use of the system.26 Rice (2006)

found that being female, being in worse health and

having chronic health conditions were associated with

health-related internet use.9 Our results for veterans

were similar but with two important distinctions.
After controlling for being an internet user (i.e. analysis

among veterans who were using the internet prior to

the study start) age was not a statistically significant

correlate of health-related internet use. Additionally,

among the internet using veterans we found that rural

respondents were less likely to use the internet for

health. This is noteworthy because prior research shows

that rural veterans have less contact with the VA, and
worse health outcomes, than urban veterans.22,27 Rural

residents’ use of the internet for health is an under-

studied area. Studies to date have been limited by their

use of patient populations,28 small scale qualitative

designs29 and use of convenience samples.11,30

Limitations of the method

Our cross-sectional study design precluded inferences

of causality. Additionally, the data were collected in

2001 and 2002, so given the rapid development and

adoption of online technologies more recent data are

clearly desirable. However, because there has been

little systematic research to date on veterans’ use of

the internet and use of the internet for health pur-

poses, this study provides important insights about
the socio-demographic characteristics that were bar-

riers at the time of the study, and are likely to still be

barriers today, though potentially attenuated. Even

the most recent general population studies show that

socio-demographic characteristics are still important

determinants of health-related internet use.10 Our

results provide important additions to the knowledge

about how socio-demographic characteristics affect
electronic access to health information.

Call for further research

New surveys of veterans’ use of the internet are needed

to see if strides have been made in narrowing the gaps

in health-related internet use based on education and
rural–urban location. Additionally, to encourage greater

use, research is needed to better understand phys-

icians’ views of patient use of the internet and PHRs.

Such research could help healthcare organisations to

enlist physicians to encourage their patients to use the

internet and PHRs.

Our results provide a baseline against which future

research can be compared, to determine whether gains
have been made in providing health information and

health services through the internet to a greater per-

centage of veterans. Future research will also evaluate

whether disparities have been reduced, especially those

based on education and urban–rural location. Add-

itionally, research should examine the possibility that

educational and urban–rural differences in internet

use are not related to disparities in health information
and health outcomes, but that they merely signify that

different socio-demographic groups use different (but

equally good) health information sources. Finally, add-

itional research is needed to understand what aspects

of rural locations might explain the lower rates of

health-related internet use. It may be that innovations,

such as the positive attributes of the internet for health

information, do not diffuse as rapidly in rural locations
as in urban locations due to less face-to-face contact.

Conclusions

Younger age, higher income and more education were

associated with greater internet use. Among those who
used the internet, using it for health-related purposes

was strongly associated with education level and with
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urban location, even after controlling for multiple

socio-demographic characteristics. Healthcare facili-

ties and systems need to recognise that there is unequal

use of the internet for health, and that some groups

will continue to be disadvantaged in terms of informa-

tion and online services unless measures are taken to
include such groups by tailoring services to their needs,

providing training and tutorials and encouraging

clinicians to learn about their patients’ use of internet.
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Objective: This study examined
whether organizational character-
istics and quality improvement ini-
tiatives were related to HIV and
hepatitis C (HCV) testing rates in
veterans’ substance use disorders
programs. Methods: Data were col-
lected by surveying 232 program
directors at all U.S. Department of
Veterans Affairs (VA) substance use
disorder programs. Results: Pro-
gram directors (N=223) reported
that, on average, 35% of their pa-
tients were tested for HIV (medi-
an=10%) and 57% were tested for

HCV (median=80%). Of the quali-
ty improvement initiatives exam-
ined, computerized reminders to
clinicians (p=.02) and a designated
clinician for screening (p=.01)
were positively associated with
HCV testing, and computerized
templates that guide clinicians
through ordering of testing were
positively associated with HIV
testing (p=.06). Conclusions: De-
spite national emphasis on HIV
testing, rates of testing were lower
for HIV than for HCV in programs
serving veterans with substance
use disorders and at risk of both
illnesses. System-level quality im-
provement initiatives may be ef-
fective at increasing rates of infec-
tious disease screening.  (Psychi-
atric Services 61:90–94, 2010)

HIV and hepatitis C virus (HCV)
infections are leading causes of

death and disability in the United
States. Much of the morbidity and
mortality from these conditions is due
to late detection and late entry into
care (1,2), which could be addressed
by more widespread screening and
testing. The Department of Veterans
Affairs (VA) is the largest provider of
HIV and HCV care in the United
States. Despite efforts to increase test-
ing among veterans (3,4), rates of HIV
and HCV testing remain suboptimal,
even among those with known risk fac-
tors. Substance use disorders increase
the risk of infection by HCV (5) and
HIV (6,7). Despite this increased risk,

a recent study in the Pacific Northwest
found that only 19% of VA patients
with substance use disorders had been
tested for HIV and only 60% had been
tested for HCV (8).

Beginning in 1999 the VA mandat-
ed its health facilities to conduct uni-
versal screening for HCV risk factors
(and to conduct antibody testing if
risk factors were present), created a
computerized clinical reminder in the
electronic medical record, which
prompts providers to screen and test
their patients for HCV, and made
HCV risk screening a quality per-
formance measure (3). The VA has
also devoted resources to increasing
HIV screening rates (4). Recent re-
search has shown that quality im-
provement initiatives such as
provider feedback and provider acti-
vation can increase HIV testing rates
among at-risk patients (4). Little is
known, however, about how these
policies and characteristics of sub-
stance use disorder programs may af-
fect infectious disease testing rates in
substance use disorder programs.

The Drug and Alcohol Program
Survey (DAPS) collects data about the
VA’s substance use disorder programs,
which treat over 120,000 patients an-
nually. In 2006 all VA substance use
disorder clinics (N=232) responded to
the DAPS survey, which for the first
time included questions about HIV
and HCV testing and about system-
level initiatives to increase testing rates
(for example, computerized reminders
and provider feedback). We describe

Program Characteristics Associated 
With Testing for HIV and Hepatitis C in 
Veterans Substance Use Disorder Clinics
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HIV and HCV testing rates by sub-
stance use disorder program type. We
also evaluate whether quality improve-
ment systems are related to HIV and
HCV testing rates.

Methods
We surveyed every VA program that
was designed to treat patients who
have substance use disorders, had at
least two full-time staff, and could be
distinguished from other programs
on the basis of unique staffing, pa-
tients, clinical services, or policies.
The survey response rate was 100%
(N=232). Of these, nine programs did
not meet the above inclusion criteria,
resulting in 223 programs in our
analyses.

The survey was mandated in all VA
substance use disorder programs, was
conducted between October 1, 2006,
and January 31, 2007, and was com-
pleted by the substance use disorder
program director or designee. It cov-
ered patient characteristics, treat-
ments, staffing, continuity of care,
HIV and HCV screening and testing,
and quality improvement systems in
use. For most items, respondents
were asked to describe programs and
characteristics in place during Sep-
tember 2006. Program directors were
asked about services directly deliv-
ered within their substance use disor-
der programs. Information gathered
included the outcome measures of
the percentage of clinic patients who,
between October 1, 2005, and Sep-
tember 30, 2006, received HIV test-
ing and HCV testing from program
staff. We combined conceptually re-
lated items into indices.

The six quality improvement sys-
tems assessed were provider educa-
tion, computerized reminders, com-
puterized templates to guide test or-
ders, provider performance profiling
and feedback, presence of a clinical
champion to promote and monitor
the progress of testing, and presence
of a designated clinician for testing.
All of these variables were dichoto-
mous. They were selected because
they are commonly used quality im-
provement methods that have been
used to increase infectious disease
testing (4,9,10).

Treatments and services provided
in the substance use disorder pro-

grams were assessed through two
variables. Supplementary services re-
ferred to smoking cessation and voca-
tional training, and the variable was
calculated by summing the percent-
ages of patients engaged in a smoking
cessation program or in vocational
training and then dichotomizing at
the median (a code of 1 indicated
more patients receiving services). Ev-
idence-based medication therapy was
a dichotomous variable, where 1 indi-
cated use of any of five treatments
(methadone, buprenorphine, or nal-
trexone for opioid use, and naltrexone
or acamprosate for alcohol use) and 0
indicated that none of these treat-
ments were used.

Six variables described program
characteristics, such as program type
(such as inpatient or residential),
staffing, patients, and emphasis on in-
fectious disease testing. The priority a
clinic places on infectious disease
testing was assessed by asking respon-
dents to compare HIV testing (for the
first regression model) and HCV test-
ing (for the second regression model)
with the “assessment and treatment
of other common conditions (mental
health care, diabetes monitoring, can-
cer screening, chronic pain manage-
ment),” scored as 0, not important; 1,
somewhat important; and 2, very im-
portant. Substance use disorder pro-
grams were uniquely assigned to one
category according to type of treat-
ment and services they provided (11).
Inpatient programs provided 24-hour
acute care. Residential programs pro-
vided round-the-clock care but with-
out 24-hour medical staff. Intensive
outpatient programs provided at least
three hours of programming three
days per week, and standard outpa-
tient programs (the reference catego-
ry in multivariate models) provided
care that did not meet the frequency
criteria of intensive treatment for out-
patients. All programs provided psy-
chosocial rehabilitation.

Medical staff was assessed by the
number of physicians, physician assis-
tants, and nurses divided by total staff
and then dichotomized at the medi-
an; social welfare staff was quantified
as the sum of psychologists, social
workers, addiction therapists, and
psychiatric technicians or aides divid-
ed by total staff and then di-

chotomized at the median (with 1 in-
dicating more staff). Number of
unique patients represented patients
admitted to the program during the
2006 fiscal year. Patients with com-
plex needs represented five summed
variables—percentages of patients
who were homeless (or in unstable
living arrangements), nicotine de-
pendent, opioid dependent, or not
married (or in a long-term relation-
ship) or who had a major psychiatric
disorder, with results dichotomized at
the median (with 1 indicating more
patients with complex needs).

Descriptive statistics were estimat-
ed for total respondents and for each
program type (inpatient, residential,
intensive outpatient, or standard out-
patient). We compared program
types by organizational characteristics
by using analysis of variance and chi
square tests. Next, we estimated dif-
ferences in the use of quality im-
provement systems for HIV testing
versus HCV testing using chi square
tests.

Multivariate regression analyses
were conducted with HIV and HCV
testing rates as the dependent vari-
ables. In the models, we retained
variables that in bivariate analyses
were significantly associated (p≤.05)
with either HIV testing or HCV test-
ing. In addition, despite bivariate
nonsignificance, for conceptual rea-
sons we retained clinical champion,
inpatient program, intensive outpa-
tient program, and number of pa-
tients in multivariate models. We ex-
amined interactions between desig-
nated clinician for screening and
medical staffing levels, between des-
ignated clinician for screening and
number of patients, and between ev-
idence-based medication treatments
and medical staffing levels. We con-
ducted sensitivity analyses to see
whether our results differed when
the outcome variables (HIV and
HCV testing rates) were dichoto-
mous instead of continuous. We
used three cut points for dichot-
omization: 75%, 50%, and 25% of
patients tested. This study was ap-
proved by the Stanford University
Institutional Review Board and Vet-
erans Affairs Palo Alto Health Care
System Research and Development
Committee.
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Results
In all programs combined (N=223),
mean±SD reported testing rates
were lower for HIV (35%±40% of
patients in the program, median
10%) than for HCV (57%±44%, me-
dian 80%) (t=8.61, df=222, p<.001
for difference of means). Residential
programs (N=65) reported testing
the largest proportion of patients for
HIV and HCV. For HIV, residential
programs tested 51%±44% of pa-
tients, versus 23%±35% for outpa-
tient programs (N=97) (F=6.52, df=3
and 219, p<.001). For HCV, residen-
tial programs tested 73%±39% of pa-
tients, versus 45%±45% for outpatient
programs (F=5.63, df=3 and 219,
p=.001). Inpatient programs (N=19)
tested 40%±42% and 63%±43% of
patients, on average, for HIV and
HCV, respectively, whereas intensive
outpatient programs (N=42) tested
36%±39% and 55%±44% of patients,
respectively. About one-third of pro-
grams (N=77 or 35%) tested more
than half of their patients for HIV,
131 programs (59%) tested more than
half for HCV, and 74 programs (33%)
tested more than half of their patients
for both HIV and HCV. The Pearson

correlation between HIV and HCV
testing was .61 (p<.01). Residential
programs, compared with the other
types of program, rated the impor-
tance of HIV testing (F=5.29, df=3
and 217, p=.002) and HCV testing
(F=4.75, df=3 and 216, p=.003) high-
est compared with testing for other
conditions, and outpatient and inpa-
tient programs rated the importance
of HIV and HCV testing lowest.

On average, of the quality improve-
ment systems, programs used com-
puterized reminders most frequently
(91 programs, 41%, for HIV and 164
programs, 74%, for HCV) (χ2=22.28,
df=1, p<.01), followed by provider
education (122 programs, 55%, for
HIV versus 131 programs, 59%, for
HCV), computerized templates (92
programs, 41%, for HIV versus 106
programs, 48%, for HCV), designated
clinician for testing (78 programs,
35%, for HIV versus 84 programs,
38%, for HCV), performance profil-
ing (32 programs, 14%, for HIV ver-
sus 41 programs, 18%, for HCV), and
clinical champion for testing (19 pro-
grams, 9%, for HIV versus 34 pro-
grams, 15%, for HCV). These systems
were used more for HCV than for

HIV, although the difference was sig-
nificant for computerized reminders
only.

Results of multivariate models are
shown in Table 1. Computerized tem-
plates were positively associated with
HIV testing, although the association
was not quite significant (p=.06). For
HCV testing, use of computerized re-
minders (p=.02) and use of a desig-
nated clinician for screening (p=.01)
were significant. Provision of supple-
mentary services (smoking cessation
services and vocational training) was
positively associated with HCV test-
ing (p=.001), and use of evidence-
based medication therapy was posi-
tively associated with both HIV testing
(p=.01) and HCV testing (p<.001).
Among program characteristics, pri-
ority placed on infectious disease test-
ing was significantly associated with
HCV testing (p=.002), residential
programs (compared with standard
outpatient programs) were more like-
ly to test for both HIV (p<.001) and
HCV (p=.01), and the variable pa-
tients with complex needs was posi-
tively associated with HIV testing
(p=.03). None of the interactions we
examined (between designated clini-
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Characteristics associated with HIV and hepatitis C testing in 223 VA substance use disorder programsa

HIV testingb Hepatitis C testingc

Characteristic Estimate SE p Estimate SE p

System-level initiative to increase testing
Provider education –1.93 5.52 .73 2.21 5.45 .69
Computerized reminders for screening 10.07 5.84 .09 14.51 6.31 .02
Computerized templates for screening 10.65 5.65 .06 5.35 5.51 .33
Provider profiling and feedback for screening 2.07 7.88 .79 8.52 6.98 .22
Clinical champion for screening –9.75 9.44 .30 –7.96 7.69 .30
Designated clinician for screening 9.78 5.84 .10 14.48 5.87 .01

Treatments and services
Supplementary services 3.28 5.41 .54 18.47 5.33 .001
Evidence-based medication therapy 16.03 5.68 .01 24.85 5.64 <.001

Program characteristics
Priority placed on infectious disease testingd 8.02 5.12 .12 18.68 5.91 .002
Inpatient programe 10.53 10.38 .31 11.66 10.37 .26
Residential programe 22.8 6.79 <.001 17.76 6.61 .01
Intensive outpatient programe 12.42 7.49 .10 7.68 7.22 .29
Medical staff –3.89 6.39 .54 –2.78 6.22 .65
Social welfare staff –2.62 6.31 .68 –7.94 6.14 .20
Number of unique patients .00 .00 .74 .00 .00 .50
Patients with complex needs 11.67 5.38 .03 4.76 5.41 .38

a Analysis of testing rates in the Veterans Affairs (VA) system was by multivariate ordinary least-squares regression.
b Adjusted R2=.16, F=3.51, df=16 and 200, p<.001
c Adjusted R2=.32, F=7.42, df=16 and 199, p<.001
d Separate items were used for program priority for HIV testing (used in the HIV testing model) and for HCV testing (used in the HCV testing model).
e Reference group is standard outpatient setting.



cian and medical staffing levels, be-
tween designated clinician and num-
ber of patients, and between evidence-
based medication treatments and
medical staffing levels) were statisti-
cally significant. Our sensitivity analy-
ses with dichotomous outcome vari-
ables produced substantially the same
results as with continuous outcomes.

Discussion
In the first nationwide survey of HIV
and HCV testing in VA substance use
disorder programs, 223 program di-
rectors reported testing, on average,
35% of patients for HIV and 57% for
HCV. The highest rates of testing
were in residential programs (51% for
HIV and 73% for HCV), and the low-
est rates were in standard outpatient
programs (23% for HIV and 45% for
HCV). Computerized templates to
guide test orders were associated with
higher reported HIV testing rates, al-
though the relationship did not
achieve statistical significance (p=.06).
Computerized reminders and desig-
nated clinician for screening were as-
sociated with higher reported HCV
testing rates. There was substantial
variation in the use of the quality im-
provement systems, ranging from
computerized reminders used by 91
(41%) and 164 (74%) programs, re-
spectively for HIV and HCV testing,
to clinical champions for testing used
by 19 (9%) and 34 (15%) programs,
respectively.

Reported testing rates for both
HIV and HCV are strikingly low, es-
pecially given that patients with sub-
stance use disorders are at high risk
for both conditions and that guide-
lines supporting testing of these
groups are widely endorsed and dis-
seminated. There are several possible
explanations for low testing rates.
Providers with many demands may
focus on their immediate job of treat-
ing substance use disorders. Especial-
ly with opioid-dependent patients,
providers may feel a sense of urgency
to stabilize their patients above all
else, in order to prevent relapse and
possible death from overdose. Other
providers may not be aware of the im-
portance of viral screening. Also, pa-
tients’ refusal of testing could con-
tribute to low testing rates.

The 22% gap we found between

mean reported HIV and HCV testing
rates may reflect HIV testing policies
in the VA at the time that made HIV
testing more of a clinical burden than
other blood tests by requiring written
informed consent and pre- and
posttest counseling. Also, until re-
cently, VA policy strongly emphasized
HCV testing by mandating computer-
ized clinical HCV testing reminders.
Also, the greater prevalence of HCV
infection among veterans may lead to
greater provider awareness and high-
er priority for HCV testing and treat-
ment. The positive association be-
tween percentage of patients with
complex needs and HIV testing rates
may similarly reflect greater interest
in infectious disease screening when
clinicians and managers perceive, on
the basis of patient characteristics,
that HIV prevalence may be high in
their patient population.

Of interest is that use of evidence-
based medication therapies for opioid
and alcohol use was significantly asso-
ciated with both HIV and HCV test-
ing rates. We suspect that programs
using evidence-based medication
therapies are more medically (versus
behaviorally) oriented and thus may
order more medical diagnostic tests,
such as those for HIV and HCV. Also
noteworthy, computerized templates
were positively associated with only
HIV testing, whereas computerized
reminders were significantly associat-
ed with only HCV testing. The for-
mer may indicate that computerized
templates were well suited for HIV
testing in the VA because of the mul-
tiple steps and forms required when
we conducted our survey (the process
in the VA has been streamlined since
then), and the latter may reflect the
VA’s implementation of the HCV test-
ing reminder in the electronic med-
ical record (3). The association of a
designated clinician for HCV screen-
ing may indicate that providers are
more likely to order tests if they know
that a responsible clinician will en-
sure their implementation.

Our study has several limitations.
Data were collected cross-sectionally,
which limits our ability to make causal
inferences. We used reports from
program directors to assess HCV and
HIV testing rates. The rates we ob-
served may be subject to reporting

bias (such as inflated estimates). Our
findings for HIV testing, however, are
similar to recent, separate analyses of
VA administrative data that suggest
that about 28% of veterans treated in
substance use disorder programs re-
ceive HIV testing (12). Thus it is like-
ly that the rates of testing shown here,
although generally low, may have
been even lower if we used different
methods. Our independent variables
were also based on respondent report
and were not independently verified.
It is important to note, however, that
substance use disorder programs are
the only repository of information
about services and testing provided to
patients in those programs. VA ad-
ministrative data structures do not al-
low unambiguous matching of pa-
tients to specific substance use disor-
der programs. Thus this survey repre-
sented the most efficient means of ex-
amining system-level issues in sub-
stance use disorder programs and en-
abled the comparison of program-lev-
el testing rates with program-level
characteristics, such as services pro-
vided and staffing levels.

Conclusions
Despite limitations, these national
survey results suggest strikingly low
rates of testing in VA substance use
disorder programs, with 35% of pa-
tients tested for HIV and 57% tested
for HCV. The gap between the rates
may reflect differences in VA policies
(at the time of the survey, written in-
formed consent was required for HIV
testing) or greater awareness, among
providers, of HCV because of its
higher prevalence. Our finding of an
association between quality improve-
ment systems and higher testing rates
is encouraging for substance use dis-
order programs interested in increas-
ing testing rates. Most promising
were computerized templates for
HIV testing and computerized re-
minders and designated clinicians for
HCV testing.
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BACKGROUND: Physicians are reluctant to use decision
aids despite their ability to improve care. A potential
reason may be that physicians do not believe decision aid
advice.

OBJECTIVE: To determine whether internal medicine
residents lend more credence to contradictory decision
aid or human advice.

DESIGN: Randomized controlled trial. Residents read
a scenario of a patient with community-acquired
pneumonia and were asked whether they would
admit the patient to the intensive care unit or the
floor. Residents were randomized to receive contrary
advice from either a referenced decision aid or an
anonymous pulmonologist. They were then asked, in
light of this new information, where they would admit
the patient.

PARTICIPANTS: One hundred eight internal medicine
residents.

MEASUREMENTS: The percentage of residents who
changed their admission location and the change in
confidence in the decision.

MAIN RESULTS: Residents were more likely to change
their original admission location (OR 2.3, 95% CI 1.04
to 5.1, P=0.04) and to reduce their confidence in the
decision (adjusted difference between means −12.9%,
95% CI −3.0% to −22.8%, P=0.011) in response to the
referenced decision aid than to the anonymous pulmo-
nologist. Confidence in their decision was more likely to
change if they initially chose to admit the patient to the
floor.

CONCLUSIONS: In a hypothetical case of community-
acquired pneumonia, physicianswere influencedmore by
contrary advice from a referenced decision aid than an

anonymous specialist. Whether this holds for advice from
a respected specialist or in actual practice remains to be
studied.

KEY WORDS: decision aid; judgment; choice behavior; internship and

residency.
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P hysicians are reluctant to use medical decision aids,
despite their documented ability to improve the quality

of patient care1–6. For example, Garg’s systematic review1

found that clinical decision support systems improved perfor-
mance in 64% of the 97 studies identified. Yet physicians do
not use decision aids. Only 4% of physicians in a recent
national survey of ambulatory physicians had access to a fully
functional electronic health record that offered rudimentary
decision support (medication warnings, out-of-range laborato-
ry indications and guideline-based reminders).7 Even physi-
cians exposed to a helpful aid in a randomized controlled trial
and who experienced its benefits did not continue to use it
after the trial 8. Factors relating to this underutilization are
commonly classified as pertaining to the clinical problem,
patient factors, provider traits, system characteristics and the
health-care environment 9. We have been exploring issues
affecting the psychological perspective of the provider on the
use of decision aids 10,11. Perhaps physicians simply do not
put as much credence in the recommendation of a decision aid
compared with the advice of a colleague. Dreiseit and Binder 12

found that dermatologists changed their decisions in only a
quarter of the cases when a decision aid contradicted them. To
ensure conflict between the physicians and the decision aid,
their system purposefully gave an incorrect diagnosis in about
a third of the cases presented.

To further test the hypothesis that physicians may not
believe decision aids as much as they believe colleagues, in
the present study we gave internal medicine resident physi-
cians a case scenario of a patient with pneumonia and asked
them whether they would admit the patient to the floor or the
intensive care unit (ICU). We then presented them with
contradictory advice from either a referenced decision aid or
an anonymous pulmonologist and again asked, in light of the
new advice, to which location they would admit the patient.
No subterfuge was needed in this scenario—two validated
decision aids made different recommendations based on the
same data.

Presented at the 31st Annual Meeting of the Society for Medical Decision
Making, October 18–21, 2009, and the 30th Annual Conference of the
Society for Judgment and Decision Making, November 21–23, 2009.

Support: The Program in Decision, Risk, and Management Science at
the National Science Foundation (NSF).

Electronic supplementary material The online version of this article
(doi:10.1007/s11606-010-1251-y) contains supplementary material,
which is available to authorized users.

Received December 2, 2008
Revised May 27, 2009
Accepted December 21, 2009
Published online January 30, 2010

316

http://dx.doi.org/10.1007/s11606-010-1251-y


METHODS

Research Question

Do physicians, when confronted with contradictory advice,
lend more credence to a referenced decision aid or an
anonymous specialist?

Subjects

One hundred eight residents in The Ohio State University
(OSU) Medical Center’s internal medicine residency program
(preliminary, categorical, combined Medicine/Pediatrics and
chief residents) were recruited in November 2007. Subjects
were recruited through a written letter and an oral request at a
conference. They were e-mailed occasional reminders if they
did not complete the survey and a thank-you note when they
completed the survey. To augment our enrollment we used a
convenience sample of internal medicine residents from
MetroHealth Medical Center, recruited by one of their chief
residents with a single solicitation in June 2008. They
completed the survey in July. All participants were paid $50.

Procedure

The studywas conducted electronically over theWorldWideWeb.
Each resident was presented the case of community-acquired
pneumonia (CAP) and asked if the patient should be admitted to
the floor or the ICU (figure in online-only Appendix). The casewas
carefully constructed such that the two major decision aids for
CAP offer different recommendations. The PORT (Pneumonia
Patient Outcomes Research Team) Score13 suggests a floor
admission, while the CURB-65 (Confusion, Urea, Respiratory
Rate, Blood Pressure and age 65 or older)14 suggests an ICU
admission. After reading the case subjects were asked:

(a) Do you feel that Ms. J should be admitted to the intensive
care unit (ICU) or to the floor? (Please choose one option.)

(b) Please indicate your confidence in your decision by
selecting a level below from 50% (no confidence) to 100%
(complete confidence).

After answering these two questions, subjects were then
presented with contradictory advice. For example, if they
decided to admit the patient to the floor, they were presented
with advice to admit the patient to the ICU. Each subject was
randomized by computer to get this contradictory advice from
either (a) a referenced decision aid (DA) or (b) an anonymous
pulmonologist.

An example of the advice from the decision aid is “A severity
score has been developed for community acquired pneumonia
(Fine MJ, Auble TE, Yealy DM, et al., "A Prediction Rule to
Identify Low-Risk Patients with Community-Acquired Pneu-
monia." N Engl J Med. 1997 Jan 23;336 (4):243–50). The
community-acquired severity score classifies this case as Class
IV, for which hospital admission is advised, but ICU admission
is not necessary.”

An example of the advice from the anonymous pulmonolo-
gist is, “As you are getting ready to admit the patient, you run
into a pulmonologist and decide to ask their advice. After you
present the patient, you ask the pulmonologist whether Ms. J
should be admitted to the ICU or to the floor. The pulmonologist
suggests a floor admission.”

After reading the contradictory advice, the subjects were
again asked whether the patient should be admitted to the
intensive care unit (ICU) or to the floor, and for their confidence
in that decision.

Analysis

The primary endpoint was the comparison of the number of
subjects that switched their decision about the admission
location (e.g., floor to ICU) when given the decision aid or
pulmonologist’s advice (randomized), stratified by their initial
decision (self-selected, i.e., floor or ICU). We used a logistic
regression model to check the independent statistical signifi-
cance of the change in the admission location with respect to
(1) the source of the advice (randomized) and (2) the initial
admission location (self-selected). We used a full model with all
interaction terms among the initial admission location, source
of advice and residency program to determine if any of the
interaction terms were statistically significant.

The secondary endpoint was the change in confidence in the
decision. Confidence change was calculated as the change in
confidence between the final and initial confidence indicated
by the subjects, adjusted for changes of location. The change
in confidence was analyzed with an analysis of variance
(ANOVA) model including the source of advice (randomized)
and the initial admission location (self-selected). A full model,
with all the interaction terms, was also tested.

All statistical tests were two-sided with α=0.05. The analysis
was done with R version 2.9.215.

Sample Size

We would need 65 subjects in each group (130 total subjects)
to have 90% power to detect a difference in the proportion of
residents who changed their admission location from 5% to
25%, with a two-sided α of 0.05. We had enough incentive
funds to survey 110 subjects; therefore, that was our target
enrollment with 84% power to find the hypothesized difference.

Institutional Review and Funding

The study was approved by The Ohio State Institutional
Review Board.

RESULTS

Subjects

Of the 108 residents solicited from OSU, 85 responded, 2 with
incomplete data (77% response rate). Twenty-five of 99 soli-
cited residents from MetroHealth completed the survey. Thus,
there was a total of 108 participants. The subjects were mostly
categorical internal medicine (71) and combined internal
medicine-pediatrics (24) residents. Fifty-two subjects were
randomized to receive contrary advice from the decision aid
and 56 from the pulmonologist (Table 1).

Location Change

Overall 48 of the 108 subjects (44.4%, 95% CI: 34.9–54.3%)
changed the admission location in response to the contrary
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advice (Table 2). When the resident received advice from the
decision aid, the resident changed the admission location in
53.8% of the cases (95% CI: 39.5–67.8%). When the resident
received advice from the pulmonologist, the resident changed
the admission location in only 35.7% of the cases (95% CI:
23.3–49.6%). The unadjusted relative risk for a subject to
change their admission location was 1.51, indicating that
subjects were approximately 50% more likely to change their
decisions in response to advice from the decision aid than from
a specialist. The unadjusted odds ratio (OR) was 2.10. The
adjusted OR from the logistic regression model including the
initial admission location (the pre-specified primary endpoint)
was 2.27 (95% CI: 1.04–5.08; P=0.04), indicating that the odds
of changing the admission location if given contradictory
advice from the decision aid were over two times the odds of
changing the decision if given advice from the pulmonologist.
In the full logistic regression model with all the interaction
terms included, none of the terms (the source of advice, the
initial admission and the interaction terms) showed significance.
Significance of the interaction terms would have suggested that
the effect of one of the terms (e.g., the source of advice) had
different effects depending on the value of the other term (e.g., the
initial admission location). There was no association between
location change and either initial confidence (P=0.50) or year of
training (P=0.33).

Confidence Change

In the ANOVA model exploring changes in confidence, both the
subjects’ initial admission location and the source of advice
were statistically significant. Respondents were more likely to
change their confidence in their initial decision towards the

contrary advice after hearing the decision aid’s recommenda-
tion (unadjusted mean, −36.0%; SD=29.7) than the pulmonol-
ogist’s recommendation (unadjusted mean, −23.0%; SD=22.9;
adjusted difference between means, −12.9%; 95% CI –3.0% to
−22.8%, P=0.011), irrespective of their initial admission
decision. Second, residents were more likely to lower their
confidence in their initial decision if their initial admission
location was to the floor (unadjusted mean, −32.8%; SD=26.0)
than to the ICU (unadjusted mean, −22.2%; SD=28.1; adjust-
ed difference between means −12.0%, 95% CI −1.5% to
−22.4%, P=0.025). In the full model including all the interaction
terms, the main effects of source of advice and initial admission
location were significant (P≤0.025), whereas the program and
the interaction terms were not statistically significant (P>0.13).

DISCUSSION

Contradictory advice from a referenced decision aid was more
effective in influencing resident physician decisions than
contradictory advice from an anonymous specialist, as
evidenced by the change in admission location and the change
in confidence. Interpretation of this result is complicated by
the asymmetry in the description of the alternatives. In
designing the study we elected to provide the minimal neces-
sary description of the decision aid, which we felt to be
identifying information (i.e., its name and literature citation),
and its recommendation (e.g., “The community-acquired se-
verity score classifies this case as Class IV, for which hospital
admission is advised, but ICU admission is not necessary.”).
We purposefully did not repeat data used by the aid (e.g.,
respiratory rate) or the aid’s test characteristics (e.g., positive
predictive value). We kept the human opinion anonymous
since locally respected leaders can affect adherence16. Instead,
we vested the human in the mantle of a specialist. Thus, the
description of the decision aid, although minimal, was more
elaborate than that of the human, which could have affected
the results. It is unclear if using an anonymous decision aid or
a locally respected human would have produced the same
results.

This result is unexpected given the general reluctance of
physicians to utilize decision aids17. One might have surmised
that physicians do not find decision aid advice credible. Yet the
physicians in our study were more likely to be influenced by
the decision aid. In the clinic physicians might still eschew
decision aids because of other problems, such as patient,
provider, system and health-care environment factors. By
design, we did not examine whether the resident would use a
decision aid, the residents’ opinions of decision aids or the
residents’ attitudes about physicians who use decision aids. In
a previous study, Arkes et al.10 showed that patients and

Table 1. Subject Demographics

Source of contradictory advice

Specialist
(n=56)

Decision
aid (n=52)

Year of training
1 14 18
2 21 8
3 16 18
4 5 7
5 0 1
Training program
Internal medicine (preliminary) 5 4
Internal medicine (categorical) 34 37
Internal medicine–pediatrics 14 10
Other 3 1

Site
MetroHealth 16 9
The Ohio State University 40 43

Table 2. Location Change Results

Initial admission to the ICU Initial admission to the floor

Switched Did not switch Switched Did not switch

Decision aid 9 (9/20=45%) 11 (11/20=55%) 19 (19/32=59%) 13 (13/32=41%)
Specialist 4 (4/16=25%) 12 (12/16=75%) 16 (16/40=40%) 24 (24/40=60%)

ICU = Intensive care unit. Odds ratio for the source of advice (decision aid vs. pulmonologist) 2.3, 95% CI 1.0 to 5.1, P=0.04. Odds ratio for the initial
admission location (ICU vs. floor) 0.5, 95% CI 0.2 to 1.2, P=0.15
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medical students derogate physicians who use decision aids.
This suggests that physician attitudes about using decision
aids and their actions when given (unsolicited) decision aid
recommendations diverge.

Only about half of the physicians in training were willing to
change their decisions based on advice from a more qualified
source.We cannot conclude that the physicians in our studywho
maintained their initial hypothesis were mistakenly preserving
an incorrect one. First a decision to admit to either the ICU or the
floorwas justifiedby one of the two reputable decisionaids on this
topic. Second, assessing the accuracy of management decisions,
such as the decision to admit to ICU, is more difficult than
assessing the accuracy of diagnostic decisions, as the criterion for
accuracy is less definitive. Thus, management decisions may not
have an indisputably correct course of action that should resist
the contrary guidance of a decision aid or colleague.

Although our research focuses on a management decision,
parallels drawn from the literature on diagnostic decisions
may inform this discussion. Berner and colleagues18 found
that residents often maintained an unquestionably incorrect
diagnosis despite a decision support system’s suggestion of the
correct diagnosis. They suggested that their findings may have
been due to overconfidence on the part of the residents. In
support of Berner and colleagues’ suggestion, Dreiseit and
Binder12 found in a study of dermatologists’ decision making
that there was a negative correlation between a physician’s
confidence and their propensity to change their decisions.
These studies suggest that if a physician is highly confident in
his or her diagnosis irrespective of its conformity to or the
existence of any gold standard, then any recommendation,
regardless of the source, may not be influential. Overconfi-
dence is particularly troubling because confidence is often not
highly correlated with accuracy19,20. As a result, a physician
who uses his or her confidence as a basis for disregarding
advice may be making an ill-advised decision.

There are a few limitations to our study. Themajor limitation is
the asymmetry between the description of the decision aid and
the specialist’s advice. Absent from written scenarios is the
potential social cost of defying a colleague with whom one might
have subsequent interactions. Thus, these results may not
generalize to cases where the specialist is highly respected or
there is a large social cost to defying the advice of the specialist.

Another potential limitation is our use of hypothetical
decisions. Hypothetical decisions may not map on to real
decisions; however, using a hypothetical scenario allowed us to
create a case where two credible decision aids provided
contradictory advice. Also, our use of residents may limit our
ability to generalize these results to more experienced physi-
cians. However, approximately one third of the residents were
at the end of their final year of training, and pneumonia is a
common clinical problem that most house-staff become famil-
iar with early in their first year. This suggests that the results
might also pertain to more experienced clinicians.

Future studies can attempt to tease out the salient char-
acteristics of the decision aid or human opinion that enhance
their credibility.

CONCLUSIONS

Physicians in training treating a scenario depicting community-
acquired pneumonia were more influenced by the recommenda-

tion of a referenced decision aid than the recommendation of an
anonymous specialist, each of which provided advice that
conflicted with the initial admission decision. This suggests that
greater adherence to human over decision aid advice is not a
cause of decision aid non-use. Future research should further
evaluate physician attitudes to decision aid use, the response to
respected specialists and how justifications might influence the
physician’s adherence to the decision aids, as well as confirming
and extending the results to other clinical scenarios and
physician populations.
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Effectiveness of Policies Maintaining or
Restricting Days of Alcohol Sales on
Excessive Alcohol Consumption and

Related Harms
Jennifer Cook Middleton, PhD, Robert A. Hahn, PhD, MPH, Jennifer L. Kuzara, MA, MPH,

Randy Elder, PhD, Robert Brewer, MD, PhD, Sajal Chattopadhyay, PhD,
Jonathan Fielding, MD, MPH, MBA, Timothy S. Naimi, MD, MPH, Traci Toomey, PhD,

Briana Lawrence, MPH, the Task Force on Community Preventive Services

Abstract: Local, state, and national laws and policies that limit the days of the week on which alcoholic
beveragesmaybe soldmaybe ameansof reducing excessive alcohol consumptionand relatedharms.The
methods of theGuide toCommunity Preventive Serviceswere used to synthesize scientifıc evidence on the
effectiveness for preventing excessive alcohol consumption and related harms of laws and policies
maintaining or reducing the dayswhen alcoholic beveragesmay be sold.Outcomes assessed in 14 studies
that met qualifying criteria were excessive alcohol consumption and alcohol-related harms, including
motor vehicle injuries and deaths, violence-related and other injuries, and health conditions.
Qualifying studies assessed the effects of changes in days of sale in both on-premises settings (at which

alcoholic beverages are consumedwhere purchased) and off-premises settings (at which alcoholic bever-
agesmaynotbeconsumedwherepurchased).Elevenstudiesassessed theeffectsofaddingdaysof sale, and
three studies assessed the effects of imposing a ban on sales on a given weekend day. The evidence from
these studies indicated that increasingdaysof sale leads to increases in excessive alcohol consumptionand
alcohol-related harms and that reducing the number of days that alcoholic beverages are sold generally
decreases alcohol-related harms. Based on these fındings, when the expansion of days of sale is being
considered, lawsandpoliciesmaintaining thenumberofdaysof theweek that alcoholicbeverages are sold
at on- and off-premises outlets in local, state, and national jurisdictions are effective public health
strategies for preventing excessive alcohol consumption and related harms.
(Am J Prev Med 2010;39(6):575–589) Published by Elsevier Inc. on behalf of American Journal of Preventive
Medicine
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xcessive alcohol consumption in the U.S. is re-
sponsible for approximately 79,000 deaths per
year, making it the third-leading cause of prevent-

ble death.1 Approximately 15% of U.S. adults aged �18
ears and approximately 29% of high school students in
he U.S. report binge drinking (consuming fıve or more

rom the Community Guide Branch, Epidemiology and Analysis Program
ffıce (Middleton, Hahn, Kuzara, Elder, Chattopadhyay, Lawrence), Na-
ional Center for Chronic Disease Prevention and Health Promotion
Brewer, Naimi), CDC, Atlanta, Georgia; Los Angeles County Department
f Public Health (Fielding), Los Angeles, California; University of Minne-
ota School of Public Health (Toomey), Minneapolis, Minnesota
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ublished by Elsevier Inc. on behalf of American Journal of Preventi
rinks per occasion for men, and four or more drinks per
ccasion for women).2,3 The direct and indirect eco-
omic costs of excessive drinking in 1998 were $184.6
illion.4 The reduction of excessive alcohol consumption
s thus a matter of major public health and economic
nterest; this objective is a central goal in the U.S. public
ealth agenda for the year 2010.5

This review examines the utility of enacting or main-
aining limits on the days of the week on which alcoholic
everages may be sold (“days of sale”) as a strategy to
revent excessive alcohol consumption and related
arms. The limitation of days of sale of alcoholic bever-
ges is here defıned as “applying regulatory authority to
imit the days that alcoholic beverages may be sold at on-
nd off-premises alcoholic beverage outlets.” Limiting
ay be eithermaintaining existing limits (e.g., on the sale
f alcoholic beverages on Sundays) or extending current

imits (e.g., eliminating Sunday sales by repealing current

ve Medicine Am J Prev Med 2010;39(6)575–589 575
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uthorization for such sales). Days of sale may be regu-
ated at national, state, or local levels. On-premises retail-
ng refers to the sale of alcoholic beverages for consump-
ion at the point of sale (e.g., at bars, restaurants, or clubs);
ff-premises retailing refers to the sale (e.g., at package
tores, liquor stores, grocery stores, or convenience
tores) of contained alcoholic beverages for consumption
lsewhere. Because most of the studies reviewed consider
emoving limits on days of sale (e.g., allowing sale of
lcoholic beverages on Sunday when Sunday sales had
reviously not been allowed), the intervention of public
ealth interest for the review is the study control condi-
ion (i.e., maintaining limits on days of sale).
In the U.S., policies restricting the days of sale cur-

ently apply to Sundays only. There are several variations
n the regulation of Sunday alcohol sales in the U.S.
ncluding full bans, reduced hours relative to other days
f the week, restrictions on the sale of alcoholic beverages
ith a high alcohol content, and the authorization of local
ecision making.6 A total of fourteen states (Alabama,
rkansas, Connecticut, Georgia, Illinois, Indiana, Kan-
as, Kentucky, Minnesota, Nebraska, Oklahoma, South
arolina, Tennessee, and Utah), ban alcohol sales at off-
remises retail alcohol outlets on Sundays. Fourteen
tates (Alaska, California, Colorado, Florida, Hawaii,
daho, Kentucky, Montana, Nevada, New Hampshire,
regon, Vermont, Wisconsin, and Wyoming) do not
estrict Sunday alcohol sales. The remaining 22 states and
he District of Columbia allow Sunday sales with restric-
ions regarding hours and/or types of alcoholic beverages
old. Outside of the U.S., current policies restricting the
ays of sale may apply to days other than Sunday (e.g.,
ome countries prohibit alcohol sales on Saturdays).
In the U.S., the control of days and hours of sale at

he local level is often pre-empted by state regulations
rohibiting local authorities from enacting stricter al-
ohol control regulations in the state in general.7,8

owever, in some states, counties and other local ju-
isdictions are allowed to establish their own alcohol
ontrol policies. The nature of this authority varies by
tate and may allow cities or counties to have reduced
ours from those stipulated by the state; have the same
ours on Sunday as available during the rest of the
eek; or limit the sale of alcohol on Sundays to specifıc
reas or locations. Fourteen states provide for local
uthority regarding days of sale, and four more allow
unday sales in limited locations within the state.6 In
995, New Mexico repealed a ban on off-premises
lcohol sales on Sundays, but also allowed local juris-
ictions to hold referenda to restore a local ban on
unday sales. Alaska and Kentucky also allow counties

o independently restrict alcohol sales. a
This review addresses the effects on excessive alcohol
onsumption and related harms of maintaining or in-
reasing restrictions on the days of sale at on- or off-
remises outlets.

indings and Recommendations from
ther Reviews and Advisory Groups
everal reviews conducted in the U.S. have concluded
hat restricting the days of sale is an effective strategy for
educing excessive alcohol consumption and related
arms. For example, a narrative review conducted by
ingle9 concluded that controlling the days (and hours)
f sale may influence levels of impaired driving and other
rinking problems. A systematic review published by the
ubstance Abuse andMental Health Service Administra-
ion’s Center for Substance Abuse Prevention10 in 1999
ound substantial evidence for harms associated with ex-
anding the days (and hours) of alcohol sales. This fınd-
ng was based on previous empirical research indicating
hat the expansion of the days (and hours) of sale in-
reased prevalence of excessive alcohol consumption and
lcohol-related problems. Other narrative reviews11,12

enerally concur with these fındings.
Several international bodies have recommended the

ontrol of days (or hours, or both) of sale, as a means of
educing excessive alcohol consumption and related
arms. TheWHOhas published a narrative review13 that
dentifıes the limiting of days of sale as an effective
ethod for reducing alcohol-related harms. Similarly,

he Western Australian Alcohol Plan14 recommended
hat days andhours of sale should be considered as factors
n the local regulation of alcohol availability. In Ireland,
he Department of Health and Children’s Strategic Task
orce on Alcohol15 concluded that “restricting any fur-
her increases in the physical availability of alcohol (num-
er of outlets and times of sales)” is among the most
ffective policy measures that influence alcohol con-
umption and related harms.
The present review updates prior syntheses using the

ystematic approach of theGuide to Community Preventive
ervices (Community Guide), as described below.

ethods
he methods of the Community Guide were used to systematically
eview scientifıc studies that have evaluated the effectiveness of
imiting or maintaining existing limits on days of sale for prevent-
ng excessive alcohol consumption and related harms.More details
n theCommunityGuide reviewprocess are presented elsewhere.16

n brief, this process involves forming a systematic review develop-
ent team; developing a conceptual approach to organizing,
rouping, and selecting interventions; searching for and retrieving
vailable research evidence on the effects of those interventions;

ssessing the quality of studies and abstracting information from

www.ajpm-online.net
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D

ach study thatmeets inclusion criteria; assessing the quality of and
rawing conclusions about the body of evidence on intervention
ffectiveness; and translating the evidence on effectiveness into a
ecommendation or fınding for each intervention reviewed. Evi-
ence is collected and summarized on (1) the effectiveness of
nterventions in altering selected health-related outcomes and
2) positive or negative effects of the intervention on other health
nd nonhealth outcomes. To help ensure objectivity, the review
rocess is typically led by scientists not employed by a program that
ight be responsible for overseeing the implementation of the
eviewed intervention. When an intervention is shown to be effec-
ive, information is also analyzed on (3) the applicability of the
vidence (i.e., the extent to which effectiveness data might gener-
lize to diverse population segments and settings); (4) the eco-
omic impact of the intervention; and (5) barriers to implementa-
ion. The results of this reviewprocess are presented to theTask Force
n Community Preventive Services (Task Force), a nonfederal inde-
endent scientifıc review board, which objectively uses specifıed
uidelines to consider the scientifıc evidence on intervention effec-
iveness and determines whether the evidence is suffıcient to war-
ant a recommendation.16

onceptual Approach and Analytic Framework

olicies reducingorexpandingdaysof sale (Figure1)arehypothesized
o affect alcohol consumption and alcohol-related harms through the

Andorra, Antigua and Barbuda, Aruba, Australia, Austria, The Bahamas,
ahrain, Barbados, Belgium, Bermuda, Brunei Darussalam, Canada, Cay-
an Islands, Channel Islands, Cyprus, Czech Republic, Denmark, Equato-
ial Guinea, Estonia, Faeroe Islands, Finland, France, French Polynesia,
ermany, Greece, Greenland, Guam, Hong Kong (China), Hungary, Ice-
and, Ireland, Isle of Man, Israel, Italy, Japan, Republic of Korea, Kuwait,
iechtenstein, Luxembourg, Macao (China), Malta, Monaco, Netherlands,
etherlands Antilles, New Caledonia, New Zealand, Northern Mariana
slands, Norway, Oman, Portugal, Puerto Rico, Qatar, San Marino, Saudi
rabia, Singapore, Slovak Republic, Slovenia, Spain, Sweden, Switzerland,

igure 1. Effects of regulation of days (and hours) of a
onsumption and related harms
rinidad and Tobago, United Arab Emirates, United Kingdom, U.S., Vir-
in Islands (U.S.)

ecember 2010
followingmeans: First, in-
creases or decreases in the
days of sale affect con-
sumers’ ability to pur-
chase alcohol by changing
its availability. Second,
when access to alcoholic
beverages changes, con-
sumers may alter their
purchasing habits in sev-
eral ways, including
changing their purchase
volume per visit to
the outlet, rescheduling
their purchases, relocat-
ing their purchases, or
obtaining alcoholic bev-
erages illegally. Various
characteristics of the af-
fected population, in-
cluding the demand for
alcoholic beverages, the
number of adult tourists
the area attracts, and the

eligious affıliation and involvement of residents, may affect the
stablishment of the policies regulating days of sale.
Changes in days of salemay also affect alcohol-related outcomes
y other means. For example, increases in the days of sale at
n-premises outlets allow more opportunities for social aggrega-
ion, which in turn may increase aggressive behaviors that are
xacerbated by alcohol consumption.17 Increases or decreases in
he days of sale may also alter travel patterns to areas where alcohol
an be purchased, and thus influence the risk of injury or death in
otor vehicle crashes that may be alcohol-related. It might be
xpected that added days of sale at on-premises outlets would be
ore likely to increase alcohol-related motor vehicle crashes than
dded days in off-premises facilities because patrons who have
runk at an on-premises facility may drive after excessive con-
umption, whereas patrons of off-premises outlets are not sup-
osed to drink at that facility. It is also possible that when available
ays at on-premises facilities are reduced, motor vehicle crashes
ight be increased if consumers drove to more distant on-
remises facilities and then returned after excessive consumption.

nclusion and Exclusion Criteria

o be included as evidence in this review, studies had to

evaluate long-term policy changes related to days of sale; studies
that assessed short-term changes in alcohol availability (e.g.,
alcohol sales related to a special event) were not included;
assess the impact of changes in days of sale alone on excessive
alcohol consumption or related harm, as opposed to evaluating the
effect of this change only in combination with other interventions;
be conducted in a high-income country18,a;
present primary research fındings, and not just review other
research fındings;
be published in English;
have a comparison group, or at a minimum, compare outcomes
of interest before and after a change in the policy related to days

l sales on excessive alcohol
lcoho
of sale.



T
h

578 Middleton et al / Am J Prev Med 2010;39(6):575–589
able 1. Evidence of the effects of limits of days of alcohol sale on excessive alcohol consumption and related
arms

Study
Design description
(suitability)
Study execution
(no. of limitations)

Population
Study time period Intervention comparison

Days of sale: On-premises

Ligon (1996)22

Interrupted time series:
before-and-after with
comparison
(greatest)

Fair (2)

Athens GA
January 1992 –December 1993

Intervention: On 12/8/1992, Athens-Clarke County amended the Alcoholic
Beverage Ordinance. Previously, Sunday sales of liquor were banned. After
the change, restaurant patrons were able to purchase alcoholic beverages
with food, but bars and taverns remained closed and off-premises sales
were still prohibited.

Comparison: Other days of the week

Smith (1978)28

Interrupted time series:
before-and-after with
comparison
(greatest)

Fair (2)

Perth, Western Australia
3 years before and 3 years after

new law (used midpoint of June
30, 1970)

Intervention: On 7/7/1970 the sale and supply of alcoholic beverages on
Sundays in the Perth Metropolitan area of Western Australia became legal.
In general, two 2-hour drinking sessions were permitted. Prior to the
change, alcohol sales at on-premises facilities were permitted between 10
AM and 10 PM only, Monday to Saturday.

Comparison: Remainder of the state

Smith (1988)30

Before-and-after with
comparison
(greatest)

Fair (2)

Brisbane, Australia
Before period: April 1,

1968–March 31, 1970
After period: April 1, 1970–March

31, 1973 3-year
After period: April 1, 1973–March

31, 1976

Intervention: On April 3, 1970, Sunday alcohol sales were introduced in
Brisbane, Australia. Sunday drinking was allowed from 11 AM to 1 PM and
4 PM to 6 PM

Comparison: Other days of the week and the rest of Queensland

Smith (1987)29

Before-and-after with
comparison
(greatest)

Fair (3)

New South Wales, Australia
Before period: December 7,

1976–December 6, 1979
After period: December 7, 1979–

December 6, 1981

Intervention: In 1978, Select Committee of the New South Wales Parliament
considered the issue of hotel alcohol service hours in that state.
Subsequently it was recommended on December 7, 1979 that the hotel
service hours of 12 NOON to 10:00 PM on Sundays be introduced.

Comparison: Other days of the week and the rest of the Queensland state

Smith (1990)31

Before-and-after with
comparison
(greatest)

Fair (3)

Victoria, Australia
Before period: January 1, 1980–

December 31, 1983
After period: January 1, 1984–

December 31, 1984
The following 12 months were

used as the “after” period for
the 8-hour Sunday drinking
permit.

Intervention: Two legislative changes that increased the Sunday availability
of alcoholic beverages in Victoria.

Prior to July 13, 1983, on Sunday, hotels and licensed clubs in Victoria
could sell alcoholic beverages for consumption only with a meal. After that
date, hotels and clubs were allowed to obtain a permit that permitted
them to open for two 2-hour periods on Sunday between 12 NOON and 8PM.
The two drinking periods had to be at least 2 hours apart.

Following an amendment to the Victorian Liquor Control Act, as of November
1984, hotels and clubs could apply for a permit that enabled them to
open between 12 NOON and 8 PM on Sundays. The 1984 amendment also
allowed for hotels to obtain a permit to continue Monday to Saturday
ordinary bar trading from 10 PM to 12 MN. The amendment also introduced
Sunday restaurant hours of 12 NOON to 11:30 PM. Previously, the Sunday
restaurant opening hours were 12 NOON to 4PM and 6 to 10 PM.

Comparison: Other days of the week

Knight (1980)21

Before-and-after study
design without
comparison (least)

Fair (4)

Four major cities and central belt
of Scotland

Before: March 1977
After: October 1977

Intervention: In 1973, Scottish Licensing Law changed. The two main
changes were the extension of evening hours on weekdays to 11 PM

(previously 10 PM) and the provision for special licenses to allow pubs to
open regularly on Sundays. Sunday licenses were not issued for approved
public houses until October 1977.

Comparison: No comparison group

(continued on next page)
www.ajpm-online.net
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able 1. (continued)

Analysis
Outcome Reported findings

Review
Effect size

Chi-square
DUI arrests

Following the change in law, the incidence of DUIs was lowest for Sundays. The
frequency of DUI arrests made on Sundays were statistically lower than every
other day of the week, except for Monday

Relative % change (95%CI):
39.8 (–21.9, 150.4)

Chi-square
Traffic crashes: people killed in

motor vehicle crashes

Significant increase in the proportion of people killed and the number of motor
vehicle crashes on Sundays, compared with the other 6 days of the week in
Perth. No increases in the proportions of people killed or in the number of
motor vehicle crashes occurring on Sundays in comparison with the other
days of the week for the rest of the state.

11% of the 453 people killed in Perth traffic crashes were killed on Sundays:
after the new law, 16.9% of 486 people were killed on Sundays (�2� 6.134,
p�0.02).

Rest of the state proportions were 18 and 17.4% before and after (�2� .0318,
p�0.80).

Motor vehicle crashes occurring on Sundays in the Perth area increased from
12.4% of 11,598 before the new law to 14.2% of 11,870 afterward
(�2�16.85, p�0.001).

In the rest of the state the proportion of motor vehicle crashes occurring on
Sunday decreased from 19.7% to 18.4% (�2 � 15.95, p�0.20)

Relative % change:
People killed: 58.9; motor

vehicle crashes: 22.6

Chi-square
Motor vehicle crashes

First follow-up period: Only the segment from 6:00 PM to 7:59 PM gave a
significant result for Brisbane. In comparison to the other 6 days of the week,
and after allowing for the slight change in the control data from the before to
the after period, the annual increase was 129.8%. No significant differences
in Brisbane motor vehicle crashes on Sundays between 8:00 PM and 10:59
AM. No significant increases in Queensland Sunday motor vehicle crashes
occurred for any of the time segments. 3-year follow-up available, but data
incomplete

Relative % change (95%CI):
65.0 (30.49, 108.65)

Chi-square
Motor vehicle fatalities
Traffic crashes

After the introduction of a 10-hour hotel session in New South Wales, for the
12-hour period from 12:00 NOON to 11:59 PM, there was a 22.2% increase in
Sunday fatal crashes. None of the analyses for the control period of 12:00 MN

to 11:59 AM gave significant results in the same direction as for motor vehicle
fatalities or traffic crashes.

Relative % change (95%CI):
Motor vehicle Fatalities 15.5

(–0.13, 33.59)
Traffic crashes 6.7 (0.56, 13.21)

Chi-square
Motor vehicle traffic crashes

The introduction of the two 2-hour drinking sessions on Sundays did not
adversely affect the number of motor vehicle crashes, so information on 8-
hour drinking not included.

Relative % change (95% CI):
9.9 (3.27, 16.98)

Percentage changes
Consumption and patterns of

consumption

Increase in consumption among men aged �45 years. Virtually no change in
drinking among women.

Average change in consumption
for men: 6.82

Average change in consumption
for women: 1.85

(continued on next page)
ecember 2010
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able 1. Evidence of the effects of limits of days of alcohol sale on excessive alcohol consumption and related
arms (continued)

Study
Design description
(suitability)
Study execution
(no. of limitations)

Population
Study time period Intervention comparison

Days of sale; hours off-premises

McMillan (2006)23

McMillan (2007)24

Time-series study with
prospective data
collection (greatest)

Fair (3)

Location: New Mexico
Dates:
Intervention: July 1995
Pre-period: July 1990–June 1995
Follow-up: July 1995–2000

Intervention: Legalized Sunday off-premises sales:
● Between the hours of 12 NOON and 12 MN

● Alcohol was available on-premises prior to law change
● Provision for local option to reinstate ban, municipalities to bear cost of

referendum and enforcement
Comparison: Pre–post study, non-Sunday days serve as control. Also

comparison of alcohol- and non–alcohol-related crash trends

Norstrom (2003)25

Norstrom (2005)26

Experimental time-
series design
(greatest)

Good (1)

Location: Sweden
Dates:
Pre-intervention:
January 1995–July 2000
Phase I (experimental):
February 2000–June 2001
Phase II (whole country): July

2001–July 2002

Intervention: Saturday sales allowed experimentally for six counties (Phase I)
● 43% of population

Saturday sales extended to whole country (Phase II)
Comparison:

● Seven control counties
● Middle and southern regions of Sweden
● 34% of population
● Separated from experimental regions by buffer zone
● Buffer zones 22% of population

Olsson (1982)27

Experimental time-
series design
(greatest)

Fair (3)

Location: Sweden
Dates
Pre-period:
June 1980–September 1980
Follow-up:
June 1981–September 1981
Intervention:
May 1981

Intervention: Saturday closure of retail liquor stores
Comparison: Non-Saturdays

Stehr (2007)32

Econometric
state-level time- series

analysis (greatest)
Fair (2)

U.S.
1990–2004
Bans were repealed in the

following states:
1995: New Mexico
2002: Oregon
2003: Delaware, Kansas,

Massachusetts, New York,
Pennsylvania

2004: Rhode Island, Idaho,
Kentucky, Ohio, Virginia

2005: Washington

Intervention: Having a Sunday ban on off-premises purchase (12 states
during the study period). Specific to either beer or liquor, but wine not
included.

Comparison: States that did not allow sales on Sunday in each year of data
collection.

Nordlund (1985)33 Norway
Before: 1983 After: 1984

Intervention: In select villages, shops were allowed to re-open on Saturdays,
in contrast to the newly instituted Saturday closing in the rest of the
country.

Comparison: Shops in control cities (matched by size and demographic
characteristics to be similar to intervention towns). These remained open
on Saturday as always.

(continued on next page)
UI, driving under the influence
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Analysis
Outcome Reported findings

Review
Effect size

RR
ARCs and fatalities

ARC RR (95% CI)� 1.29 (1.05, 1.58)
ARC fatalities (95% CI)�1.42 (1.05, 1.93)
Mean RR ARC Fatalities rest of week (95% CI)�1.07 (0.80, 1.45)
Excess ARCs in study period (95%, CI)�543.1 (158.9, 927.4)
Excess ARC fatalities (95% CI)�41.6 (6.6, 76.6)
2007 Study: Three counties that overturned ban repeal right away had lowest

ARC RR; only one other county had RR in lowest category.

Alcohol-related Sunday crash
fatalities (relative % change
[95% CI]): 26.8% (3.3, 44.2)

ARIMA and parametric models
Alcohol sales, assaults, drunken

driving, and positive breath
analyzer test results

Effects appear uniform across three experimental areas, tendency toward
weaker effect in Northern Sweden not sign.

Phase I consumption (relative % change):
● Beer (7.6%)
● Wine (2.5%)
● Spirits (3.7%)
● Total alcohol (3.7%)

Phase II consumption (relative % change):
● Beer (1.8%)
● Wine (1.2%)
● Total alcohol (3.6%)

Relative % changes (95% CI):
Drunk driving: 11.3% (4.2,
18.4)

Alcohol sales (liters pure alcohol
per capita per year): 3.6%
(2.6, 4.6)

Assaults, women (indoors): 0.6%
(–6.5, 7.7)

Assaults, total: –1.3% ( –5.6,
3.0)

Police interventions Intoxicated
people

Domestic disturbances
Outdoor assaults

Sales of alcohol:
Slight decline could not be attributed to effects of Saturday closing.
Illegal trading:
(Police judgment) % of districts reporting:

● No change: 69%
● Increase: 24%
● Decrease: 7%

Overall declines in:
● Drunkenness
● Domestic disturbances
● Public disturbances (not attributable to policy)
● Assaults declined

Relative % changes (95% CI):
Outdoor assaults: –17.7%
(�45.8, 25.0)

Domestic disturbances –17.3%
(–34.8, 4.8)

Police interventions against
intoxicated people –35.7%
(–43.8, –26.4)

Time-series analysis of state-level
variables, including Sunday
bans.

Controlled for pre-repeal trends

Per capita beer sales in gallons
● –2.4 relative % change due to Sunday bans controlling for pre-repeal trends
● –4.1 relative % change due to Sunday ban not controlling for pre-repeal

trends
Per capita spirits sales in gallons

● –3.5 relative % change due to Sunday
● –5.2 relative % change due to Sunday ban not controlling for pre-repeal

trends.

Beer sales: 2.4% relative change
due to repeal of bans

Spirits sales: 3.5% relative
change due to repeal of bans

Note: Although authors coded
for presence of Sunday bans,
all policy changes during the
study period were in the
direction of repeal, so the
signs have been reversed in
reporting effect (above).

Customer calls
Cash turnover
Liters pure alcohol
Liters total sale all outlets
Arrests for drunkenness
Reports of drunkenness
Reports domestic trouble
Reports of violence

Customers made fewer trips to vinmonopolets (i.e., state alcoholic beverage
monopoly stores). Total sales at these outlets declined, but the total sales at
all outlets went up slightly. Reports of drunkenness went down but not
significantly, while drunkenness arrests declined significantly. Reports of
domestic trouble went down a sizeable and significant 16%, whereas reports
of violence went up 5%.

General effects were consistent but small; ordinary drinkers consumed about
the same total amount, purchased in fewer trips to the vinmonopolets with
larger purchases per trip.

Ultimately, the Saturday closing was repealed because of insufficient evidence
of benefit.

Relative % changes:
Liters pure alcohol: –3.1%
Arrests for drunkenness: –5.8%
Reports of drunkenness: –5.0%
Reports domestic trouble: –15.9%
Reports of violence: 5%
RC, alchohol-related crashes; ARIMA, autoregressive integrated moving average; RR, relative risk

ecember 2010
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To be included in this review, studies also had to report on
utcomes related to excessive alcohol consumption or related
arms. Specifıc types of harm that were of interest included alco-
ol-related medical conditions (e.g., liver cirrhosis); alcohol-im-
aired driving; alcohol-related crashes; unintentional or inten-
ional injuries; and violent crime.
Outcome measures that had the strongest known association
ith excessive alcohol consumption included binge drinking,
eavy drinking, liver cirrhosis mortality, alcohol-related medi-
al admissions, and alcohol-related motor vehicle crashes, in-
luding single-vehicle night-time crashes (which are widely
sed to indicate motor vehicle crashes due to drinking and
riving).19 Less-direct measures included per capita alcohol
onsumption, a recognized proxy for estimating the number of
eavy drinkers in a population13,20; unintentional injuries; sui-
ide; and crime, such as homicide and aggravated assault. When
tudies assessed multiple outcomes of interest, those outcomes
ith the strongest known association with excessive alcohol
onsumption were selected.

earch for Evidence

he following databases were searched from inception to February
008: Econlit, PsycINFO, Sociology Abstracts, MEDLINE, Em-
ase, and EtOH. Searches also were conducted of the reference lists
f papers reviewed as well as lists in review articles. Government
eports were considered for review, but other unpublished papers
ere not. In addition, experts were consulted to identify other
tudies that might have been missed.

ssessing the Quality and Summarizing the Body
f Evidence on Effectiveness

ach study that met the inclusion criteria was read by two
eviewers who used standardized criteria (available at www.
hecommunityguide.org/about/methods.html) to assess the
uitability of the study design and threats to validity. Uncertainties
nd disagreements between the reviewers were reconciled by con-
ensus among the team members.
Studies were evaluated based on their design and execution.
he current classifıcation of the study designs accords with
ommunity Guide standards16 and may differ from the classifı-
ation reported in the original studies. Those that collected data
rospectively on exposed and control populations were classi-
ıed as having the greatest design suitability. Those that col-
ected data retrospectively or lacked a comparison group but
hat conducted multiple pre- and post-measurements on their
tudy population(s) were rated as having moderate design suit-
bility. Finally, cross-sectional studies, those without a compar-
son group, and those that involved only a single pre- and
ost-measurement in the intervention population were consid-
red to have the least suitable design. Quality of execution was
ssessed by examining potential threats to study validity, in-
luding an inadequate description of the intervention or of the
tudy population, poor measurement of the exposure or out-
ome, failure to control for potential confounders, and a high
evel of attrition among study participants. Based on these cri-
eria, studies were characterized as having good quality of exe-
ution if they had at most one threat to validity, fair execution if
hey had two to four threats to validity, and limited quality of

xecution if they had fıve or more threats to validity. Only N
tudies with good or fair quality of execution were included in
he body of evidence; studies with any level of design suitability
ere included, other than those with cross-sectional design.
We calculated effect sizes as relative percentage change in the

ntervention population compared with the control population
sing the following formulas:

For studies with before-and-after measurements and concur-
rent comparison groups:

Effect size�[(Ipost/Cpost)/(Ipre/Cpre)–1]�100%,
where:
Ipost � last reported outcome in the intervention group after the

ntervention;
Ipre � reported outcome in the intervention group before the

ntervention;
Cpost � last reported outcome in the comparison group after the

ntervention;
Cpre � reported outcome in the comparison group before the

ntervention.

For studies with before-and-after measurements but no concur-
rent comparison:

Effect size�[(Ipost–Ipre)/Ipre]�100%
When there was a large enough number of studies of a single
utcome, median effect size and interquartile intervals were
eported.

esults

ntervention Effectiveness
ourteen studies21–34 that examined the effects of
hanges in days of sale met the inclusion criteria for the
eview. These studies assessed changes that took place in
ities (Athens GA [two studies] and Perth and Brisbane,
ustralia); states (50 U.S. states, NewMexico [two studies],
nd Victoria and New South Wales, Australia); and coun-
ries or large regionsof countries (Norway [one study], Swe-
en [three studies], and Scotland [one study]). The policy
hanges that were assessed took place between 1967 and
004. (For a summary of all evidence included in this
eview, see Table 1.)
The studies used a variety of methods for estimating

ntervention effects, including chi-square statistics,
ercentage change, relative risks, and auto-regressive
ntegrated moving average (ARIMA) time series; all
xcept one study21 had comparison populations or
onditions. Thirteen studies22–34 were of greatest de-
ign suitability and one21 was of least design suitability.
our studies25,26,32,33 were of good execution and the
emainder21–24,27–31,34 were of fair execution. Studies
ssessing changes in days of sale in off-premises set-
ings were analyzed separately from those in on-pre-
ises settings. Four studies28–31 were conducted by
ne researcher (Smith), and two studies each by Ligon
nd Thyer,22,34 McMillan and colleagues,23,24 and

orstrom and Skog.25,26

www.ajpm-online.net
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D

he Effect of Changing the Number of Days
hat Alcohol Was Sold at On-Premises
utlets
even studies21,22,28–31,34 assessed the effects of increas-
ng days of sale at on-premises retail alcohol outlets. Only
ne study21 assessed changes in consumption; the re-
ainder assessed the effects of changes in days of sale on
otor vehicle–related outcomes.

ffect on excessive alcohol consumption. The fınd-
ngs of Knight and Wilson21 were reviewed in detail be-
ause only these authors examined excessive consump-
ion among individuals (rather than per capita
onsumption or alcohol-related harms). This study as-
essed the impact on excessive alcohol consumption of a
977 law allowing Sunday alcohol sales in the four major
ities and within the central belt of Scotland. After Sun-
ay pub sales were legalized in this area, there was a 1.3
95% CI��0.4, 2.8) standard unit of alcohol (a British
easure equivalent to 0.6 of the U.S. standard drink)

ncrease in the average weekly consumption by men who
rank; a signifıcant 2.4 standard unit (95% CI�0.6, 4.2)
ncreaseamongmenaged18–45years; andanonsignifıcant
0.5 (95%CI��2.6, 1.3) standard unit change in the aver-
ge weekly consumption of men aged�45 years. Increases
mongmenoccurred acrossmost levels of baseline drink-
ng.Theresearchers reportedanonsignifıcant–0.6 standard
nit change among women who drank (95% CI�
1.6, 0.5) that did not differ by age. Knight andWilson also

igure 2. Relative percentage change in motor vehicle
remises sales legalized
UI, driving under the influence
btained information on the patterns of consumption c

ecember 2010
among study parti-
cipants. After the
change, the percent-
age of people who re-
ported having 1–8
standard units on Sun-
days increased from
27% to 29% (7.4%,
95% CI��11.0, 31.1),
and those who re-
ported having �8
standard units in-
creased from 4% to
5% (25%, 95% CI�
�26.5, 100.1); nei-
ther increase was
signifıcant.

Effect on alcohol-
impaired driving and
motor vehicle cra-
shes . F i v e s tu -
dies22,28–31 examined
the impact of allow-
ing Sunday on-pre-

ises sales on various measures of alcohol-impaired
riving (e.g., arrests for driving under the influence
DUI]) and motor vehicle crashes [Figure 2]). An addi-
ional study in Athens GA34 examined the impact of a
ecember 1992 local law that allowed Sunday sales in
estaurants (but not in bars). The investigators found that
his change was followed by a 39.8% increase in DUI
rrests (95% CI not calculable).
Two studies28,30 assessed the impact of changes in days
f sale in on-premises retail outlets in Perth andBrisbane,
ustralia, on deaths and injuries related to motor vehicle
rashes; they compared outcomes on days when alcohol
ecame newly available with outcomes on days when
vailability did not change. The city of Perth legalized
unday alcohol sales in 1970, allowing two 2-hour periods
hen alcoholic drinks could be purchased. After this
hange, there was a 22.6% increase inmotor vehicle crashes
nd a 58.9% increase in motor vehicle fatalities in Perth
omparedwith the rest of the state. In the sameyear, Sunday
ales were legalized in Brisbane also, resulting in an increase
f 65% (95%CI not calculable) inmotor vehicle crashes.
Finally, two additional studies assessed the effects onmo-

or vehicle crashes of allowing Sunday sales in different re-
ions of Australia. In 1979, the state of New South Wales
egan allowing hotels to serve alcoholic beverages between
2 NOON and 10 PM on Sundays.29 This change was followed
y an increase of 6.7% (95% CI�0.6%, 13.2%) in traffıc

ted events after Sunday on-
–rela
rashes and an increase of 15.5% (95% CI��0.1%, 33.6%)
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n motor vehicle fatalities, compared with other days of
heweek inwhich hours did not change. Lastly, a study by
mith31 assessed the influence of newly legalized Sunday
ales in clubs and hotels on motor vehicle injury crashes
n the state of Victoria. Before the law changed in 1983,
otels and licensed clubs could sell alcoholic beverages
nly with a meal. After the law changed, a meal was no
onger required for the consumption of alcohol, and two
-hour drinking periods were introduced. In the follow-
ng year, there was a 9.9% increase in motor vehicle
rashes on Sundays compared with days of the week in
hich hours had not changed (95% CI�3.3%, 17.0%).

ffect of Changing the Number of Days That
lcohol Was Sold at Off-Premises Outlets

ffect of repealing bans on days of sale. Four stud-
es23,25,26,32 examined the impact of increasing the days of
ale at off-premises locations (Figure 3), by removing
xisting restrictions. Two of these studies25,26 examined
he two-phase reinstatement of Saturday sales in Sweden
etween 2000 and 2003 (Sunday sales remained banned).
nother study23 examined the repeal of a ban on Sunday
ales inNewMexico. Lastly, a time-series study32 examined
he impact of bans across U.S. states over a period of 15 years,
uring which policies on off-premises Sunday sales
hanged in 13 states.
One study25 examined the effect of removing a nearly

0-year ban on Sat-
rday alcohol sales at
ff-premises loca-
ions in Sweden. Re-
earchers collabo-
ated with the
wedish government
o implement a na-
ional experiment. In
he fırst phase, to as-
ess possible harms,
aturday sales were
llowed only in select
ounties for an ex-
erimental period of
year. The intention
as to repeal the ban
n Saturday sales in
he rest of the coun-
ry if harms did not
ncrease signifıcantly
hen the repeal was
n place in the exper-
mental counties. To
imit confounding by Figure 3. Relative percentage

ross-border sales, able to an increase in days of alco
uffer zones were designated between the experimental
reas and the control areas. The experimental areas were
oncontiguous, and included several rural areas, as well
s Stockholm, encompassing about 43% of the popula-
ion. The control area covered seven contiguous counties
nd another eight counties not contiguous with those,
ith a total of about 34% of the population. The buffer
ounties had approximately 22% of the population.
During Phase I, alcohol sales in the experimental area

ncreased 3.6% (95% CI�2.6%, 4.6%) and incidents of
runk driving arrests increased by 11.3% (95%CI�4.2%,
8.4%) compared with that in the control areas. Both
ındings were signifıcant. However, the researchers noted
hat along with repeal of the ban, there was increased
olice surveillance for alcohol-relatedmotor vehicle inci-
ents in the experimental region, which may have con-
ributed to the increase in the number of drunk driving
ncidents reported. Assaults against women indoors (a
roxy for domestic violence) increased 0.6% (95%
I��6.5%, 7.7%) and total assaults declined by 1.3%
95% CI��5.6%, 3.0%); neither result was signifıcant.
During Phase II, the repeal of the ban on Saturday sales
as extended to the whole country.26 Alcohol sales in-
reased by 3.5% (95% CI�3.0%, 4.0%) in what had been
he control and buffer regions in Phase I—an increase
imilar to that which had occurred in experimental coun-
ies in Phase I. The 1.7% (95% CI��7.0%, 10.0%) in-

ge in three categories of alcohol-linked effects attribut-
chan

hol sale in off-premises establishments

www.ajpm-online.net
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D

rease in drunk driving arrests in the rest of the country
as not signifıcant in Phase II (unlike in Phase I).
McMillan and others23 examined the impact of the

epeal of a ban on Sunday alcohol sales at off-premises
etail outlets in New Mexico in 1995. (On-premises con-
umption of alcohol on Sundays was allowed already in
ew Mexico at that time, and was not changed by the
aw.) The study evaluated the impact of this change on
eaths in alcohol-related motor vehicle crashes. Crashes
ere considered to be alcohol-related if one of the drivers
nvolved in the crash had a blood alcohol concentration
BAC) �0.0%. To assess the impact of the repeal on
lcohol-related crash fatalities, the researchers calculated
he relative risk of dying in an alcohol-related crash, by
ay of the week, after alcohol sales were allowed on Sun-
ays compared with the period prior to the change. They
hen compared the relative risk of death in an alcohol-
elated crash on Sundays (RR�1.4) to the mean relative
isk of death in an alcohol-related crash on other days of
he week (RR�1.1). Thus, the risk of death in an alcohol-
elated crash on Sunday increased 26.8% (95% CI�3.3%,
4.2%) relative to the risk of death in a crash on other days
f the week after the ban on Sunday alcohol sales was
epealed.
Finally, one study32 examined state-level U.S. data to
etermine the impact on beer and liquor consumption of
aws repealing bans on Sunday alcohol sales in states. The
uthors used a time-series analysis to compare changes
rom 1990 to 2004 in per capita alcohol consumption in
3 states that repealed bans on Sunday alcohol sales rela-
ive to changes in consumption in other states that main-
ained existing state policies on Sunday sales. Controlling
or other variables such as income and taxes, as well as
rends in alcohol consumption in the 13 states before the
ans were repealed, the researchers found that per capita
pirits consumption was 3.5% higher in states that al-
owed Sunday sales of spirits than in states that did not. In
ix states that allowed Sunday sales of beer, beer con-
umption was 2.4% higher.

ffects of imposing bans on days of sale. Three
tudies24,27,33 examined the effect of imposing bans on
ays of sale of alcoholic beverages for off-premises pur-
hase. One of these27 examined the impact of the 1981
mposition of the Saturday ban on off-premises alcohol
ales in Sweden that was discussed above. A second ex-
mined the impact of the 1984 imposition of a Saturday
an on alcohol sales inNorway.33 The third examined the
ocal referendum-based re-imposition of a previously re-
ealed state ban on Sunday sales, described above, in
everal New Mexico counties.24

Olsson and colleagues27 compared outdoor assaults,

omestic disturbances, and police interventions against 1

ecember 2010
ntoxicated people during the banwith the same 3-month
eriod in the previous year when the banwas not in place.
hey also compared the number of these events that took
lace on Saturdays with the number of events that took
lace during the rest of the week over these two 3-month
eriods. During the ban, outdoor assaults on Saturdays
eclined by 17.7% (95% CI��25.7%, –8.9%) relative to
he rest of the week from a mean of 71.0 assaults per
aturday in the nation before the policy change to 53.2
fter, compared with amean change from 27.8 to 25.3 for
he rest of the week. Domestic disturbances similarly
eclined by 17.3% (95% CI��22.0%, –12.4%) relative to
he rest of the week from a mean of 205.6 domestic
isturbances per Saturday prior to the policy change to
54.9 per Saturday after, comparedwith amean change of
04.5 to 95.3 for the rest of the week. During the ban,
olice interventions against intoxicated people declined
y 35.7% (95% CI��37.8%, –33.5%) relative to the rest
f the week from 659.8 per Saturday before to 401.1 per
aturday after the policy change, compared with a mean
hange of 453.6 to 428.8 for the rest of the week.
In 1984, the Norwegian government initiated a similar

xperimental ban to determine whether closing state-run
pirits and wine monopoly stores on Saturdays would
educe alcohol-related harms.33 Because it was available
rom other sources, beer remained available on Saturdays
uring the experimental period. Six pairs of Norwegian
ommunities in similar settings and with similar demo-
raphics were selected, with one community in each pair
andomly selected for the intervention, and the other for
he control. Nordlund evaluated changes in consumption
nd alcohol-related harms in October 1984, before com-
letion of the experimental intervention year. Compared
ith the control communities, the consumption of etha-
ol (from wine and spirits) decreased by 3.1% in the
xperimental communities. However, the consumption
f beer increased by a relative 6.4%, for a combined rela-
ive increase of total alcohol consumption of 0.7% in the
xperimental settings. In addition, there were relative
eclines of 5.8% in arrests for drunkenness and 15.9% in
omestic trouble, but a relative increase of 5.0% in reports
f violence in experimental communities compared with
ontrol communities. In sum, there was little net change
n alcohol consumption associated with the ban and
ixed results in terms of other alcohol-related outcomes.
he Norwegian government concluded that the closing
ad little substantial effect and reverted to the prior policy
llowing Saturday retail sales.
Finally, in addition to their analysis of repeal of the
ew Mexico ban on Sunday alcohol sales, described
bove,McMillan and colleagues undertook an analysis of
ata on the effects of local reinstatement of the ban.24 The

995 New Mexico law allowed local communities to re-
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nstate the Sunday sales ban following a community ref-
rendum (mounted at community expense). The towns
f Gallup, Clovis, and Portales reinstated the banwithin 3
onths after the statewide repeal. Each of these cities is

he county seat, and each comprises a sizable proportion
f the total county population (70%, 27%, and 62%, re-
pectively), such that county-level data can be taken as a
ross measure of the impact of the local decision passed
y these cities. Each of the three counties that rapidly
eversed the state policy locally had a relative risk of
unday alcohol-related motor vehicle crashes (compar-
ng crash levels in each county after the policy change to
evels before the change) between 1 and 1.13, the lowest
eported relative risks among counties in the state. Of 33
otal counties in NewMexico, only one other county had
relative risk in that range. Three other towns passed

ocal policies somewhat later. One, Roswell, whichmakes
p 74% of its home county, had a relative risk of �1.30.
he remaining two towns had populations �2000, and
ould therefore not be expected to show a stable effect at
he county level.
In sum, the fındings from these three studies indicate

hat local decisions to reinstate a 1-day off-premises sales
an protected against the alcohol-related harms observed
n areas that maintained the state (no ban) policy. The
esearchers note that these fındings were based on a small
umber of communities and few years of data.

onclusion
his review found that increasing days of sale by allowing
reviously banned alcohol sales on either Saturdays or
undays increased excessive alcohol consumption and
elated harms, includingmotor vehicle crashes, incidents
f DUI, police interventions against intoxicated people,
nd, in some cases, assaults and domestic disturbances.
hus,maintaining existing limits on Saturday or Sunday
ales—the control condition in these studies—can pre-
ent alcohol-related harms that would be associated with
ncreased days of sale. A study of the imposition of a
aturday ban in Norway showed mixed effects, whereas
ne study of the imposition of a Saturday ban in Sweden
nd one study of the reversal of a lifted ban in New
exico found a decrease in alcohol-related harms. Thus,

ome evidence suggests that imposing limits on the days
f sale will reduce alcohol-related harms.
According to the Community Guide rules of evidence,

here is strong evidence for the effectiveness of maintain-
ng limits on days of sale for the reduction of alcohol-
elated harms. Of the qualifying studies on the repeal of
eekend-day sale bans evaluated by Community Guide
riteria, there were nine of greatest design suitability,

hree of which were of good execution and six of fair g
xecution; there was one study of least-suitable design
nd fair execution.Most fındings in this body of evidence
ndicated harms associated with an increased day of sale;
ffect sizes were of public health signifıcance.
There were three studies of greatest design suitability

nd fair execution that assessed the impact of imposing
ans on weekend days of sale. Two of these studies indi-
ated that restricting days of sale is associated with a
ecrease in excessive alcohol consumption and related
arms, and the third did not. By Community Guide stan-
ards, there is not suffıcient evidence on which to base a
etermination of effectiveness. However, these studies
upport the overall conclusion that increasing days of sale
s directly associated with excessive alcohol consumption
nd related harms.

ther Harms and Benefits
n association with fewer days of sale and reduced con-
umption, community quality of life—evaluated through
uch factors as reduced levels of public drunkenness—
ay improve on days when alcohol outlets are closed.
lthough it is possible that crimes such as illicit alcohol
roduction and sales may increase in localities in which
ays of sale are reduced, no evidence of such effects was
ound.

pplicability
he studies in this review were conducted in a variety of
ettings in the U.S. and in other countries and during a
ide range of time periods. The association between re-
trictions on days of sale and excessive alcohol consump-
ion and related harm was consistent across most geo-
raphic locations and time periods. Moreover, three of
he studies of greatest design suitability were conducted
n the U.S. and were published within the past 10 years.
hus, the fındings of this review are relevant for examin-
ng the potential impact of current proposals to modify
ays of sale in the U.S.

arriers
eductions in days of sale and resulting reductions in
xcessive alcohol consumption and related harms may
ffect overall alcohol sales; thus those restrictions may be
pposed by fırms involved in manufacturing, distribut-
ng, or selling alcoholic beverages. Indeed, the alcohol
ndustry has tended to support policies removing restric-
ions on days of sale,35 although some industry groups or
ndividual businesses have supported themaintenance of
unday sales bans.36

State pre-emption laws (i.e., laws that prevent the im-
lementation and enforcement of more restrictive local
lcohol sales laws) can also undermine efforts by local

overnments to regulate days of sale.7 The elimination of

www.ajpm-online.net
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re-emption laws related to the sale of tobacco products
as one of the health promotion objectives in Healthy
eople 20105; however, Healthy People 2010 had no sim-
lar objective related to eliminating pre-emption of the
ocal regulation of alcohol sales.

conomics
e identifıed one study37 that assessed the economic

mpact of reducing days of sale. This study modeled the
ost effectiveness of restricting alcohol sales for a 24-hour
eriod over the weekend in 12 global health regions, as
efıned by the WHO. The costs associated with this in-
ervention included the cost of passing the legislation
tself, and the cost of administering and enforcing the
aws once passed. Effectiveness was assessed using
isability-Adjusted Life Years (DALYs), a standardmea-
ure of global health impact that considers the impact of
n intervention on healthy years of life lost due to either
eath or disability. For the region most relevant to this
eview, the America’s A region composed of the U.S.,
anada, and Cuba, the estimated cost for limiting week-
nd days of sale was $175,616 (converted to 2007 dollars
sing the Consumer Price Index) per 1 million popula-
ion per year, based on a 10-year implementation period
nd discounted at 3%. At the same time, this restriction
as estimated to prevent the loss of 250 DALYs per 1
illion population per year, yielding an average cost-
ffectiveness ratio for this intervention of approximately
700 per DALY averted, which is much less than the
verage annual income per capita in these three coun-
ries, a threshold for an intervention to be considered very
ost effective that was proposed by the Commission on
acroeconomics and Health.38 To obtain country-

pecifıc estimates of the DALYs saved per country as a
esult of this intervention, the regional analysis needs to
e adjusted using country-specifıc data. Such estimates
re limited by data available and based in part on assump-
ions made.
We found no study that specifıcally estimated themag-
itude of commercial losses in sales and tax revenues
esulting from a policy of restricting days of sale. Regard-
ng the economic burden of such a policy in terms of
remature mortality, the one study that examined the
mpact of lifting a Sunday packaged alcohol sales ban in
ew Mexico23,24 showed that this policy resulted in an
stimated increase of 41.6 alcohol-related fatalities on
undays for the 5-year period from 1995 to 2000, which
ranslated to more than $6 million of additional cost per
ear for the state when the team applied the approximate
nit cost of $745,285 (in 2007 dollars)39 permotor vehicle

atality.

s
f

ecember 2010
esearch Gaps
he research on days of sale conducted in the U.S. was
rimarily at the state level. However, additional research
s needed to assess the effectiveness of local restrictions on
ays of sale in preventing excessive alcohol consumption
nd related harms.
It would be useful to better understand the effect of
ifferential policies regarding days of sale across neigh-
oring jurisdictions. Does more ready access in a neigh-
oring region lead to increased travel to this region, al-
owing the possibility of motor vehicle crashes, especially
ith intoxicated drivers?
Additional research is also needed to more fully assess

he costs and benefıts of restricting the number of days of
ale. From a societal perspective, these should include
ntervention costs; loss in sales and tax revenues and
mployment; reductions in fatal and nonfatal injuries,
rime, and violence; gains in safety and public order; and
verted loss of household and workplace productivity.

iscussion
e found strong and consistent evidence that limiting

lcohol availability by maintaining existing limits on the
ays of sale is an effective strategy for preventing exces-
ive alcohol consumption and related harms. In addition,
here is some direct evidence that the imposition of in-
reased limits on days of sale may reduce alcohol-related
arms. However, further scientifıc evidence is needed to
ully assess the symmetry between maintaining existing
imits and implementing new restrictions on days of sale,
pecifıcally as regards the impact of the latter on excessive
lcohol consumption and related harms.b

In addition to the small number of studies that assessed
he effect of new restrictions on days of sale, the studies in
his reviewhad several other limitations. First, some stud-
es did not directly assess the impact of restrictions on
ays of sale on excessive alcohol consumption and related
arms, but rather relied on proxy measures of these out-

A reviewer of this manuscript indicated two studies of the effects of
xpanding days of sale published after the close of our reference search in
ebruary 2008: Carpenter 2009 and Stehr 2010. (Carpenter CS, Eisenberg
. Effects of Sunday sales restrictions on overall and day-specifıc alcohol
onsumption: evidence from Canada. J Stud Alcohol Drugs 2009;70(1):
26—33; Stehr M. The effect of Sunday sales of alcohol on highway crash
atalities. B.E. Journal of Economic Analysis & Policy 2010;10.1.) Both
tudies assess the effects of expanded days of sale in off-premises facilities,
or which we hypothesize smaller effects. In a cross-sectional study, Car-
enter fınds increased consumption on Sundays in Canadian provinces
ith newly allowed Sunday sales, comparedwith provinces whichmaintain
unday sales prohibition; however, there are also reductions in consump-
ion on other days, yielding no net effect. Stehr, who in an earlier study
ncluded in our review indicated increased consumption associated with
ewly allowed Sunday sales inU.S. states, in this recent study fınds increases
n automobile crashes in NewMexico, but not in other states. These recent

tudies are not entirely consistent with earlier research and suggest a need
or additional research.
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omes (e.g., motor vehicle crashes not specifıcally related
o alcohol). In these cases, focus was placed on measures
orwhich the links betweenproxyandhealthoutcomehave
een well established. Second, these studies were often un-
ble to control for some potential confounding factors.
owever, they generally assessed changes in the same geo-
raphic area and within a fairly short time period before
nd after the implementation of changes in days of sale.
onsequently, other contextual factors that could influ-
nce alcohol sales and consumption (e.g., changes in al-
ohol excise taxes) at the country, state, or community
evels were likely to have remained fairly constant during
he study periods, thus allowing for a more valid assess-
ent of the impact of changing days of sale on excessive
lcohol consumption and related harms.
One issue not addressed in this review is the potential

onsequence of neighboring regions having differing pol-
cies. For example, if one community restricts access to
lcohol by not allowing sales on certain days, although the
eighboring community lacks these restrictions, it is pos-
ible that harms (e.g., crashes from driving, drunk or
ober, over longer distances)may result when those in the
estricted neighborhood travel to the other community.
The fındings in this review also support the potential

alue of allowing local communities to maintain restric-
ions on days of sale independent of state policies pre-
mptively regulating days of sale. If further research sup-
orts the effectiveness of local restrictions on days of sale,
t would also argue for eliminating state pre-emption laws
hat prohibit local governments from enacting alcohol
ontrol policies that are more restrictive than those that
xist statewide.
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SubstanceAbuse andMentalHealth ServicesAdministration).
The fındings and conclusions in this report are those of the
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he CDC.
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aper.
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BACKGROUND: Little evidence exists to determine whether depression predicts hospital utilization following discharge

among adult inpatients on a general medical service.

OBJECTIVE: We aimed to determine whether a positive depression screen during hospitalization is significantly associated

with an increased rate of returning for hospital services.

DESIGN: A secondary analysis was performed using data from 738 English-speaking, hospitalized adults from the Project

RED randomized controlled trial (clinicaltrials.gov Identifier: NCT00252057) conducted at an urban academic safety-net

hospital.

MEASUREMENTS: We used the nine-item Patient Health Questionnaire (PHQ-9) depression screening tool to identify patients

with depressive symptoms. The primary endpoint was hospital utilization, defined as the number of emergency department

(ED) visits plus readmissions within 30 days of discharge. Poisson regression was used to control for confounding variables.

RESULTS: Of the 738 subjects included in the analysis, 238 (32%) screened positive for depressive symptoms. The

unadjusted hospital utilization within 30 days of discharge was 56 utilizations per 100 depressed patients compared with 30

utilizations per 100 non-depressed patients, incident rate ratio (IRR) (confidence interval [CI]), 1.90 (1.51–2.40). After

controlling for potential confounders, a higher rate of post-discharge hospital utilization was observed in patients with

depressive symptoms compared to patients without depressive symptoms (IRR [CI], 1.73 [1.27–2.36]).

CONCLUSIONS: A positive screen for depressive symptoms during an inpatient hospital stay is associated with an increased

rate of readmission within 30 days of discharge in an urban, academic, safety-net hospital population. Journal of Hospital

Medicine 2010;000:000–000. VC 2010 Society of Hospital Medicine.

KEYWORDS: depression, hospital discharge, patient safety, readmission, rehospitalization.

Fully 19% of Medicare patients are readmitted to the hospi-

tal within 30 days of discharge.1 This represents a large

amount of potentially avoidable morbidity and cost.

Indeed, projects to improve the discharge process and

post-hospital care have shown that as much as one-third

of hospital utilization in the month after discharge can be

avoided.2 Consequently, the rate of early, unplanned hospi-

tal utilization after discharge has emerged as an important

indicator of hospital quality and the Centers for Medicare

and Medicaid Services (CMS) has proposed a policy to

decrease payments to hospitals with high rates of early

unplanned hospital utilization. Thus, there is great interest

in identifying modifiable risk factors for rehospitalization

that could be used to refine intervention models and lead

to improvements in quality of care, patient outcomes, and

cost savings.

To date, known predictors of readmission include: lower

socioeconomic status,3 history of prior hospitalization4 and

advanced age,5 length of stay greater than 7 days,6 a high

burden of comorbid illnesses (based on Charlson score),7

poor social support,8 and specific diagnoses (eg, congestive

heart failure, chronic obstructive pulmonary disease [COPD]

and myocardial infarction).5,9,10 In addition, unplanned

readmissions and emergency department (ED) visits have

been linked to polypharmacy and adverse drug events

related to treatment with medications such as warfarin,

digoxin and narcotics.11,12 Another characteristic that has

also been linked to readmission is depression;13 however5

2010 Society of Hospital Medicine DOI 10.1002/jhm.673

Published online in wiley InterScience (www.interscience.wiley.com).

Journal of Hospital Medicine Vol 000 No 000 Month Month 2010 1



reports supporting this association are from studies of el-

derly patients or with patients who have specific diagnoses

(eg, congestive heart failure [CHF], COPD, myocardial in-

farction).14–16

Depression is common, affecting 13% to 16% of people

in the US, and is recognized as an important risk factor for

poor outcomes among patients with various chronic ill-

nesses.17–19 The mechanisms by which depression can be

linked to health outcomes and health service utilization

have been studied in age-specific or disease-specific cohorts

such as cardiac patients or frail elders and include both

physiologic factors such as hypercoagulability and hyperin-

flammatory conditions, as well as behavioral factors such as

poor self-care behaviors and heightened sensitivity to so-

matic symptoms. How these mechanisms link depression to

health outcomes and hospital utilization in a general medi-

cal population is not clearly understood. Kartha et al.13

reported findings indicating that depression is a risk factor

for rehospitalization in general medical inpatients, but the

study sample was relatively small and the study design

methodology significantly limited its generalizability.12 It

would be useful to provide supporting evidence showing

depression as an important risk factor for readmission in

the general medical in-patient population using more rigor-

ous study methods and a larger cohort.

We hypothesized that depressive symptoms would be an

independent risk factor for early unplanned hospital utiliza-

tion after discharge for all medical patients. Therefore, we

conducted a secondary analysis of the Project RED clinical

trial dataset to assess the association between a positive

depression screen during inpatient hospitalization and the

rate of subsequent hospital utilization.

Methods
Data from the Project RED clinical trial were reviewed for

inclusion in a secondary analysis. Complete data were avail-

able for 738 of the 749 subjects recruited for Project RED.

Project RED Setting and Participants
Project RED was a two-armed randomized controlled trial of

English-speaking adult patients, 18 years or older, admitted

to the teaching service of Boston Medical Center, a large

urban safety-net hospital with an ethnically diverse patient

population. A total of 749 subjects were enrolled and

randomized between January 3, 2006 and October 18, 2007.

Patients were required to have a telephone, be able to com-

prehend study details and the consent process in English,

and have plans to be discharged to a US community.

Patients were not enrolled if they were admitted from a

skilled nursing facility or other hospital, transferred to a dif-

ferent hospital service prior to enrollment, admitted for a

planned hospitalization, on hospital precautions, on suicide

watch, deaf or blind. The Institutional Review Board of Bos-

ton University approved all study activities. A full descrip-

tion of the methods for the Project RED trial has been

described previously.2

Outcome Variable
The primary endpoint was rate of hospital utilization within

30 days of discharge from the index admission, defined as

the total number of ED visits and readmissions per subject

within 30 days of the index discharge. Hospital utilization

rates within 60 and 90 days of the index hospitalization dis-

charge were also analyzed as secondary outcomes. Any ED

visit in which a subject was subsequently admitted to the

hospital was only counted as a readmission. Outcome data

were collected by reviewing the hospital’s electronic medical

records (EMRs) and by contacting subjects by telephone

30 days after discharge. Dates of hospital utilization occur-

ring at Boston Medical Center were obtained from the EMR,

while those at other hospitals were collected through sub-

ject report. Subjects who could not be reached within

60 days of discharge were assumed alive.

Primary Independent Variable
The primary independent variable of interest was depressive

symptoms defined as a positive score for minor or major

depression on the nine-item Patient Health Questionnaire

(PHQ-9) depression screening tool.20 A dichotomized vari-

able was created using a standardized scoring system to

determine the screening cut-off for major or minor depres-

sive symptoms.19

Statistical Analysis
Demographic and other characteristics of the subjects were

compared by depression status (Table 1). Potential con-

founders were identified a priori from the available litera-

ture on factors associated with rehospitalization. These

included age, gender, marital status, health literacy score

(rapid estimate of health literacy in adult medicine tool

[REALM]),21 Charlson score,22 insurance type, employment

status, income level, homelessness status within past three

months, hospital utilization within the 6 months prior to

the index hospitalization, educational attainment, length of

hospital stay and Project RED study group assignment.

Bivariate analyses were conducted to determine which cova-

riates were significant confounders of the relationship

between depression and hospital utilization within 30 days

of discharge. Chi-square tests were used for categorical vari-

ables and t-tests for continuous variables.

Age, length of stay, and Charlson score were used as con-

tinuous variables. Gender, marital status, frequent prior uti-

lization (0–1 vs. 2 or more), and homelessness were treated

as dichotomous variables. Categorical variables were created

for, educational attainment (less than eighth grade, some

high school, high school graduate, some college, college

graduate), insurance type (Medicare, Medicaid, private in-

surance or free care), income level (no income, less than

$10,000 per year, $10,000–20,000, $20,000–50,000, $50,000–
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100,000, no answer), level of health literacy (grade 3 and

below, grade 4–6, grade 7–8, grade 9 or above) and employ-

ment status(working full-time, working part-time, not work-

ing, no answer).

The 30-day hospital utilization rate reflects the number

of hospital utilization events within 30 days of discharge per

subject. The same method was used to calculate hospital

utilization rates within 60 and 90 days of discharge respec-

tively. The unadjusted incident rate ratio (IRR) was calcu-

lated as the ratio of the rate of hospital utilizations among

patients with depressive symptoms versus patients without

depressive symptoms. Data for hospital utilization at 30, 60,

and 90 days are cumulative.

Poisson models were used to test for significant differen-

ces between the predicted and observed number of hospi-

talization events at 30 days. A backward stepwise regression

was conducted to identify and control for relevant con-

founders and construct the final, best-fit model for the asso-

ciation between depression and hospital reutilization. A sta-

tistical significance level of P ¼ 0.10 was used for the

stepwise regression. To evaluate potential interactions

between depression and the Project RED intervention, inter-

action terms were included. Two-sided significance tests

were used. P values of less than 0.05 were considered to

indicate statistical significance. All data were analyzed with

S-Plus 8.0 (Seattle, WA).

In addition, a Kaplan-Meier hazard curve was generated

for the first hospital utilization event, ED visit or readmis-

sion, for the 30-day period following discharge and com-

pared with a log-rank test.

Results
A total of 28% of subjects were categorized as having a posi-

tive depression screen. More women (36%) had positive

depression screens than men (28%). Among patients with a

positive depression screen, 58% had a history of depression

and 53% were currently taking medications at the time of

enrollment, compared with 25% and 22% respectively for

subjects with a negative depression screen. Table 1 presents

the means or percentages for baseline characteristics by

depression status in the analytic cohort. Subjects with Med-

icaid for insurance had a higher rate of depression (61%)

than subjects with Medicare (13%), private insurance (9%),

or those who qualified for the Free Care pool (17%) which is

the Massachusetts state funding for healthcare to uninsured

persons. Subjects who were unemployed, unmarried, or who

reported earnings less than $10,000 per year were also more

likely to screen positive for depression. In addition,

depressed subjects had a higher severity of co-morbid dis-

ease and longer length of stay for the index hospitalization.

Patients categorized as frequent utilizers (2 or more prior

admissions) for the 6 months prior to the index hospitaliza-

tion were also more likely to be depressed. Of further note,

is the relatively younger average age among both depressive

TABLE 1. Baseline Characteristics of Study Subjects by
Depression Screen Status

Characteristic

Depression Screen*

Negative
(n ¼ 500)

Positive
(n ¼ 238) P Value

Race, No. (%)

White 140 (30) 66 (30)

Black 268 (58) 117 (54)

Hispanic 47 (10) 29 (13) 0.760

Insurance, No. (%)

Private 95 (19) 22 (9)

Medicare 69 (14) 30 (13)

Medicaid 214 (43) 143 (61)

Free carey 118 (24) 40 (17) <0.001

Education, No. (%)

<8th grade 33 (7) 21 (9)

Some high school 82 (17) 52 (22)

High school grad 192 (38) 90 (38)

Some college 126 (25) 51 (22)

College grad 67 (13) 22 (9) 0.135

Health Literacyz

Grade 3 and below 64 (13) 44 (19)

Grade 4–6 54 (11) 22 (10)

Grade 7–8 156 (32) 73 (32)

Grade 9 and above 213 (44) 89 (39) 0.170

Income, $, No. (%)

No income 61 (12) 37 (16)

<10K 77 (15) 61 (26)

10–20K 96 (19) 35 (15)

20–50K 97 (19) 34 (14)

50–100K 35 (8) 7 (2)

No answer 132 (27) 64 (27) 0.002

Employment status, No. (%)

Full time 142 (28) 34 (14)

Part time 57 (11) 30 (13)

Not Working 297 (59) 171 (72) <0.001

Age, mean (SD), years 49.9 (16.0) 49.6 (13.3) 0.802

Gender: No. (%) Female 239 (48) 133 (56) 0.040

Have PCP,§ No. (%) Yes 399 (80) 197 (83) 0.340

Marital status,k No. (%) unmarried 365 (73) 201 (85) <0.001

Charlson score,¶ mean (SD) 1.058 (1.6) 1.56 (2.39) 0.001

RED study group,# No. (%)

Intervention 243 (49) 127 (53) 0.22

Length of stay, days, mean (SD) 2.5 (2.8) 3.1 (3.8) 0.016

Homeless in last 3 months, No. (%) 45 (9) 30 (13) 0.130

Frequent utilizer,** No. (%) 159 (32) 104 (44) 0.002

NOTE: Some columns may not add up to 100% due to omission of ‘‘Other’’ categories.

Abbreviations: PCP, primary care provider; PHQ9, Patient Health Questionnaire-9; REALM, Rapid Esti-

mate of Health Literacy in Adult Medicine tool; SD, standard deviation.

* Positive depressive symptom screen determined by PHQ9 screen tool, a nine-item 4-point Likert scale,

standard scoring algorithm to screen for major and minor depression. A score of 5 or higher indicates

a positive depression symptom screen.17

yFree Care is a Massachusetts state program for uninsured patients.
zHealth literacy categories correspond to total score as determined by REALM.18

§ ‘‘Have PCP’’ refers to subject self-identifying PCP at time of Project RED study enrollment.
k ‘‘Unmarried’’ marital status includes subjects identified as divorced, widow, single, partnered.
¶ Charlson Comorbity Index Score reflects the cumulative increased likelihood of 1-year mortality. The

higher the score the more severe the comorbid condition. A 33% increase in risk for death is reflected

in a 1-point increase in weights. The minimum score is 0. There is no maximum score.19

# Project RED study intervention group refers to subjects who received the 3-armed discharge intervention.

** Frequent Utilizer is defined as a subject with 2 or more hospital utilizations in 6 months prior to Pro-

ject RED clinical trial index admission.
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patients (49.6 years) and non-depressive patients (49.9) of

these study subjects.

The unadjusted hospital utilization rate at 30, 60, and

90 days post-discharge by depression status is shown in

Table 2. At 30 days post-discharge, those with depressive

symptoms had a higher rate of hospital utilization than

those without depressive symptoms (0.563 vs. 0.296). In

other words, 56 utilization events occurred per 100 patients

with depressive symptoms, compared with 30 utilization

events per 100 patients without depressive symptoms. The

unadjusted 30-day post-discharge hospital utilization rate

among those with depressive symptoms was higher com-

pared with those without symptoms (IRR, 1.90, 95% confi-

dence interval [CI], 1.24–2.71). A similar trend was found

among subjects at 60 and 90 days post-discharge.

Poisson regression analyses were conducted to control

for potential confounding in the relationship between

depressive symptoms and hospital utilization rate within 30

days after discharge (Table 3). After controlling for relevant

confounders, including age, gender, employment status, fre-

quent prior hospitalization status, marital status, Charlson

score, Project RED study group assignment and the interac-

tion variable for RED study group assignment and depres-

sion, the association between symptoms of depression, and

hospital utilization rate remained significant (IRR, 1.73; 95%

CI, 1.27–2.36).

Figure 1 depicts the Kaplan-Meier hazard curve gener-

ated for time to first hospital utilization, stratified by

depression status. While 21% of participants without symp-

toms of depression had a hospital utilization within 30 days,

fully 29% of participants with symptoms of depression had

a hospital utilization within 30 days (P ¼ 0.011).

Discussion
Our study shows hospitalized patients who screen positive

for depressive symptoms are significantly more likely to

have a hospital visit (emergency room or rehospitalization)

within 30 days of discharge than those who do not screen

positive for depressive symptoms among medical patients

admitted to an urban, academic, safety-net hospital. These

findings are consistent with, and extend, prior reports

regarding depression and rehospitalization in specific popu-

lations (ie, geriatrics) and specific diagnoses (ie, cardiovas-

cular disease [CVD] and COPD).10–12 We observed a 73%

higher incidence rate for hospital utilization within 30 days

of discharge for those with symptoms of depression. This

puts symptoms of depression on par with frequent prior

rehospitalization, advanced age and low social support, as

known risk factors for rehospitalization.4,5,23

TABLE 2. Number of Hospital Utilizations, Hospital
Utilization Rate, Unadjusted IRR at 30, 60 and 90 Days
by Depression Screen Status*

Hospital Utilization

Depression Screen*

P Value IRR (CI)

Negative,
n ¼ 500
(68%)

Positive,
n ¼ 238
(32%)

No. of hospital utilizationsy 140 134 1.90 (1.51,2.40)

30-day hospital utilization rate 0.296 0.563 <0.001

No. of hospital utilizationsy 231 205 1.87 (1.55,2.26)

60-day hospital utilization rate 0.463 0.868 <0.001

No. of hospital utilizationsy 324 275 1.79 (1.53,2.10)

90-day hospital utilization rate 0.648 1.165 <0.001

Abbreviations: CI, confidence interval; ED, emergency department; IRR, incident rate ratio.

*Depression screen determined by scoring of Patient Health Questionnaire-9 (PHQ9). Depressive symp-

tom score of 5 points or higher is designated as positive.17

yNumber of hospital utilizations include all ED visits and hospital readmissions following discharge

from Project RED index admission. ED visits leading to hospital admission are counted as one event.

Sum reflects cumulative number of events over 30, 60 and 90 days.

TABLE 3. Adjusted Incident Rate Ratio of Hospital
Utilization Within 30 Days of Discharge

Characteristics IRR CI P Value

Depression symptoms* <0.001

Positive 1.73 1.27–2.36

Negative REF 1.0

Gender <0.001

Male 1.87 1.47–2.40

Female REF 1.0

Marital statusy 0.005

Married 0.625 0.44–0.89

Unmarried 1.0 REF

Frequent utilizerz <0.001

2þ prior visits 2.45 1.92–3.15

<2 prior visits 1.0 REF

Study group§ 0.054

Intervention 0.76 0.55–1.06

Control 1.0 REF

Employment

Part time 1.40 0.85–2.30 0.095

Not working 1.67 1.15–2.44 0.003

Other 0.52 0.07–3.85 0.262

Full time 1.0 REF

Charlson Scorek 0.98 0.92–1.04 0.250

Group* depression¶ 0.84 0.52–1.36 0.236

Age 1.00 0.99–1.01 0.375

Abbreviations: CI, confidence interval; ED, emergency department; IRR, incident rate ratio, PHQ9,

Patient Health Questionnaire-9.

* Positive depressive symptom screen determined by PHQ9 screen tool, a nine-item 4-point Likert scale,

standard scoring algorithm to screen for major and minor depression. A score of 5 or higher indicates

a positive depression symptom screen.17

yUnmarried refers to subjects whose self-reported marital status includes divorced, single, partnered or

widowed.
zFrequent utilizer: 2 or more ED or hospital admissions visits in prior 6 months from index admission.
§ Refers to Project RED study group assignment.
kCharlson Comorbity Index Score reflects the cumulative increased likelihood of 1-year mortality. The

higher the score the more severe the comorbid condition. A 33% increase in risk for death is reflected

in a 1-point increase in weights. The minimum score is 0. There is no maximum score.19

¶ Interaction term of Project RED study group assignment and depressive symptom category (positive

or negative).

2010 Society of Hospital Medicine DOI 10.1002/jhm.673

Published online in wiley InterScience (www.interscience.wiley.com).

4 Journal of Hospital Medicine Vol 000 No 000 Month Month 2010



Also of significance is the relatively young age of this

study population (49.9 years non-depressive patients and

49.6 years for depressive patients) compared with the study

cohorts used for research in the majority of the existing lit-

erature. The chief reason for the young age of our cohort is

that potential subjects were excluded if they came from a

skilled nursing facility or other hospital. This may limit the

generalizability of our findings; however, it seems likely that

interventions relating to depression and transitions of care

will need to be quite different for patients that reside in

long-term care facilities vs. patients that live in the commu-

nity. For example, patients living in the community may

have significant barriers to access post-discharge services

due to insurance status and are more likely to be sensitive

to variations in social support.

Early rehospitalization is associated with significant mor-

bidity, mortality, and expense. It is also a potential marker

for poor quality of care.24 Concerns for patient safety, esca-

lating healthcare costs, and possible change in hospital

reimbursement mechanisms are fueling the search for mod-

ifiable risk factors associated with early rehospitalization.

Our data provide evidence that symptoms of depression

may be an important focus of attention. We do not know,

however whether treating hospitalized patients who screen

positive for depression will decrease early rehospitalization

and emergency room utilization rates.

Various physiologic and behavioral mechanisms may link

symptoms of depression to hospital utilization after dis-

charge. For example, depressed patients with features of so-

matization may be more likely to experience worrisome

physical symptoms after discharge and present prematurely

for reevaluation. Patients who are sicker in some fashion

not captured by our measured confounders may have symp-

toms of depression related to chronic, debilitating disease

warranting early return to the hospital. Depression may also

yield nonadherence to aspects of the discharge treatment

plan leading to rehospitalization as a result of poor post-dis-

charge disease management. For example, research shows

that patients with depression following coronary artery

bypass surgery are less likely to adhere with cardiac rehabil-

itation programs.25 Likewise, depression among chronically

ill patients such as diabetics, asthmatics, or human immu-

nodeficiency virus (HIV)-positive patients impairs medica-

tion adherence and self-care behavior which may lead to

disease relapse or recurrence.26–28 One study examining

depression effects on hypertensive medicine adherence in

African Americans identified self-efficacy as a mediating fac-

tor between depression and nonadherence.29 This implies

that interventions such as self-management education, a

program through which chronically-ill patients learn to bet-

ter manage their illnesses through enhanced self-confidence

and problem-solving strategies (including mood disorder

challenges) may reduce early rehospitalization among

depressed patients.30

There is also evidence that depression may have direct

physiologic consequences. In patients with CVD, depression

is associated with poor outcomes possibly related to

decreased heart rate variability, hypercoagulability, high bur-

dens of inflammatory markers, and severity of left ventricu-

lar dysfunction.31–34 Similarly, depression among HIV/

acquired immune deficiency syndrome (AIDS), diabetics

and multiple sclerosis (MS) patients is linked to heightened

levels of proinflammatory markers and less favorable out-

comes that may signal a more severe form of the disease or

an impaired response to treatment.35–38 Indeed, MS investi-

gators now hypothesize that the proinflammatory environ-

ment associated with the neurologic manifestations of MS

are also causing depression symptoms among MS patients.34

This theory contrasts the common belief that depression in

the chronically ill manifests independent of the chronic ill-

ness or in response to living with chronic disease.

A major strength of the current study is the large dataset

and the broad range of covariates available for analyses.

However, several limitations should be noted. First, data on

hospital utilization outside Boston Medical Center were

determined by patient self-report and were not confirmed

by document review. Second, we do not know the direction

of the associations we report. If symptoms of depression are

merely the consequence of having a higher disease burden,

treatment of the underlying disease may be the most impor-

tant response. While this is possible, our model does include

several variables (eg, Charlson score and length of stay) that

are likely to adjust for disease severity, pointing to the likeli-

hood that symptoms of depression truly predict hospital uti-

lization in a fashion that is independent of disease severity.

Third, our results may not be generalizable to populations

other than those served by urban safety-net hospitals or

other populations excluded from the Project RED trial (eg,

non-English speaking patients and patients from nursing

homes). Finally, social factors such as substance use and

social support system variables may residually confound the

relationship between depression and hospital reutilization

FIGURE 1. Hazard for hospital utilization among subjects
with and without depressive symptoms in 30 days following
hospital discharge.
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demonstrated in this study. While this dataset does not

include a measure of social support other than marital sta-

tus and housing status, data is available on substance use.

Analyses conducted by our colleagues using Project RED

data found that in this study population depression was sig-

nificantly more prevalent among substance users (29% vs.

14%) compared with non-users and that substance use is an

independent risk factor for hospital reutilization (unpub-

lished data).

Our findings linking depression to increased hospital uti-

lization also warrant further consideration from healthcare

policymakers. Central to the Obama Administration’s Febru-

ary 2009 healthcare reform proposal is the pursuit of cost

savings through reductions in unplanned hospital readmis-

sions.39 Thus, identifying potentially modifiable risk factors

for readmission, such as depression, is of great concern to

healthcare providers and policymakers across the nation. If,

through testing of interventions, depression proves to be a

modifiable risk for readmission, policymakers, while negoti-

ating healthcare reform measures, must provide for the

services required to address this comorbidity at the time of

discharge. For example, if a patient screens positive for

depressive symptoms during a hospitalization for COPD

exacerbation, will the proposed payment reforms allow for

mental health services during the immediate post-discharge

period in order to reduce the likelihood of hospital readmis-

sion? Will those mental health services be readily available?

Payment reforms that account for all necessary transitional

care services will indeed help reduce readmission costs with

less risk for untoward consequences.

In conclusion, our results indicate that a positive depres-

sion screen is a significant risk factor for early post-dis-

charge hospital utilization among hospitalized adults on a

general medical service, even after controlling for relevant

confounders. Screening for depression during acute hospi-

talizations may be an important step in identifying patients

at increased risk for readmission. Future research should

focus on further characterizing and stratifying populations

at highest risk for depression. Efforts should also include

developing and evaluating targeted interventions for

patients with symptoms of depression among hospitalized

patients as part of discharge planning. Timely depression

therapy during the hospitalization or following hospital dis-

charge might reduce costly readmissions and enhance

patient safety.
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dimension, addressing documented disparities in re-
spect, empathy, power-sharing, and trust while incor-
porating prior cross-cultural models. Specific
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address challenges with patients at risk, and improve
outcomes.
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INTRODUCTION

The need to reduce health care disparities at the point of care
raises urgent challenges for training of medical professionals.
Each clinical encounter offers an opportunity to decrease risk
for disparate care and poor outcomes. To succeed in this
effort, clinicians must transform knowledge and awareness
into action and skills; we must partner effectively with
patients whose backgrounds may differ dramatically from
our own. An expanding literature has identified patient-
centered and culturally competent interpersonal skills as
critical to maximizing patient satisfaction, trust, adherence,
and outcomes.1 The challenges for clinical faculty are two-
fold. How do we establish the trust and safe learning climate
trainees need to discuss openly their challenges in interac-
tions with patients at risk for disparities? Secondly, if our
learners do identify barriers to effective relationships with
their patients, what skill set should we teach to help them be
more effective? The well-documented decline in medical
trainees’ empathy during the clinical years means that house
staff may be at particular risk for erosion of the interest and
personal skills essential to maximize their patients’ care2,3.
Attention to learning climate and supportive training rela-
tionships may help restore some of residents’ empathy, while
skills training remains important given the often pragmatic
orientation of trainees and the need to sustain their motiva-
tion and self-efficacy.

In 2000 a racially and culturally diverse group of clinician-
educators at Boston Medical Center, a large urban safety net
hospital, worked to address this training need, identifying the
communication skills we use to relate effectively with our
patients, a population with great diversity by race/ethnicity,
culture, language, and class. We sought ways to address
disparities within each individual doctor-patient encounter
and new methods to teach these skills to busy trainees in
clinical settings. The resulting RESPECT model is an inte-
grated instrument for teaching, evaluation, and expansion of
faculty skills. It provides a guide for what to do and how to
teach it. By addressing relations with learners as well as
patients, it offers help aligning the powerful hidden curricu-
lum with the explicit curricular goals of compassionate
patient care, sensitivity to diverse populations, interpersonal
communication, professionalism, life-long learning, and
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practice-based improvement. These are all core residency
training requirements for accreditation by the American
Council of Graduate Medical Education (ACGME)4.

What is the RESPECT Model?

The RESPECT model is an action-oriented set of communica-
tion and relational behaviors designed to build trust across
differences of race/ethnicity, culture, and power5. Clinicians
can use RESPECT to target documented disparities in doctor-
patient relationships6. Medical educators can use the model as
an integrated instrument for teaching, observation, and eval-
uation. Finally, preceptors can also apply the RESPECT model
to their own relationships with learners to facilitate more
effective training. The specific component skills for this inter-
viewing model and educational framework are:

Respect
Explanatory model
Social context, including Stressors, Supports, Strengths
and Spirituality
Power
Empathy
Concerns
Trust/ Therapeutic alliance/ Team.

See Table 1 for details on the use of RESPECT for patient
care.

Why Another Model?

A review of the literature reveals important early contributions
regarding how to elicit and negotiate differences of culture,
health beliefs, and practices. Valuable attention to social
context helps to understand some issues of the poor, but we
did not find the same attention to matters regarding race,
power, and distrust apparent to our racially/ethnically diverse
patients and clinician group. We also noted that teaching
models initially focused on the traditional information-gather-
ing function of the interview rather than a relational guide
addressing the affective domain. In the context of an emotional
climate of potential distrust, racial, ethnic, and economic
inequities, and risk for disparate outcomes, we were looking
for a model that teaches physicians how to respond, not just
what to ask. What should the physician do to build trust
across differences of power, race, ethnicity, and class? Finally,
we knew as preceptors that these issues felt sensitive and
difficult to address in busy clinical settings with harassed
residents trying to handle patients with challenging medical as
well as social problems. What in the literature could help us
build the relationships with residents that allowed these
important conversations, so important to help them better
meet the needs of the patients they serve?

A review of the literature on cross-cultural interviewing
identified Kleinman’s tool to elicit diverse health beliefs and
practices. This widely used set of questions targets the
patient’s explanatory model, concerns about the illness, and
goals of treatment7. Building on this work, Berlin and Fowkes
proposed the LEARN Model, a framework for cross-cultural
care8. This model contributes the skills of Listening, Explana-
tion of provider perceptions, Acknowledgement of differences,
treatment Recommendations, and Negotiation of plans. The

ETHNIC mnemonic, designed by Levin et al., adds helpful
attention to the way that cultural beliefs and practices may
differ and be addressed. Model components include: seeking
Explanations of the patients’ understanding of illness; asking
what Treatments patients use and expect; inquiring about
alternative Healers; Negotiation of options incorporating
patients’ beliefs; designing culturally appropriate Interven-
tions; and Collaboration with patients and their support
systems9. Betancourt et al. developed the ESFT model, which
added to the Explanatory model the expanded Social context of
illness including economics, literacy, and other important
constraints10. This model also included attention to the
patient’s Fears and concerns about therapy and advocates
Therapeutic contracting with patients around medication
issues.

These valuable models all facilitate the gathering of relevant
information related to cultural issues and introduce the skill of
negotiation. However, they focus more on negotiating differ-
ence than addressing the power dynamics involved with
differences of race, ethnicity, and class, or the relational and
affective dimensions of the clinical encounter. These models do
not themselves suggest or describe direct provider responsive-
ness to the emotional climate and potential distrust often
operative in encounters across differences of race, ethnicity,
and power in our society.11

Since 2001 additional cross-cultural interviewing models
have been developed, including the BELIEF model by Dobbie et
al., that do recognize the importance of addressing the affective
domain in conversations across cultures.12 Its components
are: health Beliefs, Explanation, Learn, Impact, Empathy, and
Feelings. Still, little attention is given to the dynamics of power
and historic oppression important for addressing differences of
race, ethnicity, and class in contemporary America. According
to a recent critique of multicultural education, too many
cultural competence curriculae fail to provide direction in
these dimensions.13

In 2008, scholars conversant with the literature regarding
cultural competence and patient-centered communication
called for the two fields to build on each others’ contributions
to increase effectiveness in both domains14. Teal and Street
furthered this effort by publishing a comprehensive model
using a complex array of communication skills.15 Their
important work further supports the elements distilled and
prioritized in the RESPECT model while suggesting curricular
elements for an in-depth and intensive physician training
process.

Why RESPECT the Patient?

Reduction of disparities in clinical practice requires strategic
action to bridge differences of race/ethnicity, culture, and
power. The RESPECT model can help medical professionals
develop the practical skills needed to build trust actively. It
expands on earlier models by adding the components of
respect, empathy, and power specifically to target documented
areas of disparity in interracial and cross-cultural encoun-
ters.16 In the context of inequity, stigma, and power differen-
tials, proactive demonstrations of respect seek to mitigate
patients’ prior negative experiences and possible expectations
of disrespect.17 In the RESPECT model, the provider actively
conveys empathy to the patient rather than simply collecting
data. Since so much of trust-building is affective and relation-
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Table 1. How (and why) to RESPECT the Patient

Skill Definition Behavioral description Examples Relevant evidence

Respect: show A demonstrable attitude
communicating the value
and autonomy of the
patient and the validity
of his/her concerns

Non-verbal: Maintain attentive
posture, appropriate eye and
personal contact; follow cues
regarding personal space,
physical contact, and
appropriate greetings

“Hi, I’m Dr. X, and I’m looking
forward to working with you”

Disparity: African American,
Hispanic, and Asian patients
reported feeling less respected
by their doctors than did
White patients17

Verbal: Welcome patient to
encounter; introduce self and
explain role on team; ask the
patient how they want to be
addressed; recognize and
affirm strengths and efforts

“What would you like
me to call you?”

“You overcame a lot to
get here today!”

Expanatory
model: ask

The patient’s understanding
of what causes their illness,
or what will help it

Non-verbal: Give patient space
to share their ideas by
listening without judgment

“What do you or your
family think is causing
your symptoms?”

Patients and doctors often have
different ideas that remain
unexplored unless elicited.
Without discussion, patients
leave less satisfied20

Verbal: Ask patient what they
think is causing or will
alleviate their symptoms

“Why do you think this started
when it did?” “What do you
think will solve the problem?”

Social
context: ask

Impact of patient's life upon
illness and of illness on his/
her life. Include stressors,
supports, strengths,
spiritual resources that
influence patient,
health or care

Nonverbal: Show interest
and pay attention

“What should I know about
you to care for you best?”

Low social support predicts
higher mortality post MI 21

Verbal: Ask how patient’s
illness affects their life and
how their life affects illness

“What is hardest for you?” Negative health consequences
follow death of spouse alleviated
by presence of confiding figure22

“Who helps you the most?”
“What keeps you going?”
“What about religion?”

Power: share Access to status, control,
resources, options,
and ability to produce
desired outcomes

Non-verbal: Reduce physical
barriers. Don’t dominate
the interaction. Sit

“Beside your diabetes, what
else should we talk about?”
“What would make your
medications easier?”
“Thanks for telling me that
you don”t agree. What
do you think?”

Disparity: White physicians
dominate conversation more
with non-white patients36

Power gradient
favors doctors11

Verbal: Listen. Limit
interruptions. Build history
rather than take it.24 Use
EMR to share information
with patient via graphs, etc.
Invite open discussion of
disagreement. Negotiate
agenda/treatment plan
by eliciting preferences.
Empower patient,
recognize strengths

Self-efficacy needed to
make healthy choices23

Empathy: show Verbal and nonverbal
responses that validate
patients’ emotions and
cause them to
feel understood.

Non-verbal: Listen attentively
and respond accordingly

“That must be hard, anyone
would feel that way.” “This
can be scary. Let’s talk
about it.” “The injury
changed everything for you”

Disparity: Doctors display
less warmth with
African-American patients36Verbal: Name and validate

patients’ emotions. Put
significance of patient’s
experience into words to
convey specific
understanding

Concerns/
fears: ask

Worries about symptoms,
diagnosis, or treatment,
often unexpressed

Nonverbal: Head nods, etc.,
to encourage patient to
give details

“What worries you the
most?” “What scares
you about the medication?”
“Are you worried about
sex after your heart attack?”

Unvoiced concerns lead to
unmet needs and patient
dissatisfaction25

Verbal: Ask open-ended
questions about
fears/concerns

Trust/team-
building/
therapeutic
alliance

Relationship built on
understanding, power-
sharing and empathy;
patient confident that
doctor acts on his behalf

Trust: Notice/respond to
signs of distrust.
Elicit and respond to
expectations. Reassure
and clarify follow-up.
Follow through

“People in my family have had
the same thing.” “Should we
get your family involved to
help us?” “We”re here when
you need us.” “Let’s make
sure we answer all your
questions so you feel
comfortable making
your decision”

Disparity: 62.8% Blacks vs.
38.4% Whites believe their
doctors have or would
experiment on them
without their consent.26

Black patients receive
less support, partnering
and information27

Build: don’t
assume

Therapeutic alliance:
Find specific common
goals, negotiate differences

Team building: Identify,
enlist, and collaborate with
potential members
of health care team
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al, these empathic skills are particularly important.18,19

Providers need skills to counterbalance power differentials
through verbal and nonverbal behaviors, actively seeking
patients’ concerns, potential disagreements, and barriers to
treatment.

Accumulating evidence supports the validity of the RE-
SPECT components as critically related to disparities in care
(see Table 1: refs 16,20–27,36). For example, disparities were
identified in patients’ experience of respect and trust in
surveys of patients and providers conducted by the Kaiser
Family Foundation and the Commonwealth Fund.17,28–34

Trust in doctors among African-American patients continues
to be diminished by the legacy of the Tuskegee experiment,
often reinforced by more contemporary racial experiences.35,36

The components of power and empathy are also supported by
evidence regarding disparate experiences of non-white
patients. White physicians dominate speech more with non-
white patients and display less warmth and patient-centered
behaviors.16,36 Another study documented that black patients
received less support, partnering, and information from their
doctors and have lower levels of trust in their physicians.27

Collaborative empowerment and empathy assume even
greater importance given recent findings that physician dom-
inance reduced patient engagement while demonstrations of
caring elicited more emotional sharing by the patient and
increased activation in the interview37. Another study found
that the majority of patients do have the explanatory models of
illness described by Kleinman as so pivotal in health-related
behaviors, but did not disclose them unless specifically invited
to share them.20

The contribution of social factors to health and patients’
approach to health care has also been well established.38 The
RESPECT model offers a helpful tool to focus quickly and
prioritize elements of the social context most salient to the
patient. Physicians can focus on matters of greatest impor-
tance to the patient rather than squandering time on less
relevant closed-ended demographic information. (see Table 1).
The value of identifying the patient’s stressors is supported by
clinical studies.39,40 By eliciting strengths, supports, and
spiritual resources as well as stressors, the RESPECT model
replaces a focus on social deficits with an appreciation of the
internal, family, and community strengths fostering self-
efficacy, a critical element for health behavior change.23 Recent
literature on patient-centered approaches suggests that
prompt attention to patients’ emotions and perspective may
add to, not diminish efficiency.41

Why RESPECT the Trainee?

Recognizing the learning climate and working to improve
teaching relationships addresses the implicit “hidden curricu-
lum” within medical education.42–44. Much learning occurs by

selective reinforcement of behaviors that may not be con-
sciously examined.45 Effective teaching must address the
persisting decline in empathy documented during the clinical
years of medical school and residency.2,3,46 Caring for the
socially disadvantaged adds to the personal stressors of
residency training.47 Explorations of residents’ errors suggest
a reluctance to discuss them with faculty.48 The Institute of
Medicine reports on patient safety indicate that rigid hierar-
chies and atmospheres of fault-finding and blame are anti-
thetical to a safe culture for patient care. A “flattened
hierarchy” promotes honesty and reduces defensiveness.49

Growing attention to the implicit curriculum suggests the
importance of using methods to train residents that are
congruent with learning objectives and content.50,51

Our explicit application of the RESPECT model to both
patients and learners is similar to an innovative contribution
by Kern et al. teaching residents an approach to psychosocially
sensitive care of patients while applying the same approach to
the residents.52 As they note, empathic listening skills may
wither in residents whose own concerns are routinely ignored.
A similar call to address power dynamics in the teaching of
prospective doctors recently came from educators focused on
the elimination of health disparities.13 We must create a safe
learning climate for the open dialogue that learners need to
internalize professional values and commit to social justice
goals. The call for a wholesale “reorientation of the traditional
teacher-student paradigms” requires faculty development re-
lated to these new teaching methods.

RESPECT: A Versatile Teaching Tool

Ten years using RESPECT has persuaded us that it is an
effective model promoting generalizable skills for a wide range
of health care providers working in varied clinical settings. In
addition to its utility in clinical practice, the RESPECT model
has proven to be a versatile tool for teaching, evaluation, and
faculty development.

For pre-clinical learners, didactic presentations and experi-
ential approaches provide exposure to the relational process of
clinical care. We adapted RESPECT as an observational tool for
students to observe their attendings at work with patients
(Looking for RESPECT, BOX 1). Following a lecture introducing
the framework and an exercise about difference and power, all
first year medical students at Boston University School of
Medicine use the tool in their first patient contacts as they
observe faculty in diverse clinical settings. They use Looking
for RESPECT to guide their observations and write-ups of
physician-patient encounters with a focus on patient concerns
and relational elements beyond the classical data-oriented
approach. Through the lens of the model, students see the
clinical relationship and watch doctors build trust and under-
standing across differences.
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To teach these concepts to residents and practicing clin-
icians, we use case-based learning in discussions, role plays,
and trigger tapes. This approach has worked well in interactive
didactic presentations with medical residents and clinicians in
a variety of settings. As the model is easily generalized, faculty
have used it to train substance abuse screeners and health
care workers providing breast cancer outreach.53 It has also
been adopted for the didactics, discussion, and video demon-
stration for Alcohol Clinical Teaching, a web-based alcohol
training program.54 In a training for experienced eye care
professionals and faculty, we solicited problematic cross-
cultural clinical encounters cases and addressed them using
RESPECT-based role play.55

For residents, we use an inductive exercise designed to help
them discover the RESPECT model actively. In case-based pre-
clinic conferences at continuity clinics, we encourage them to
think through their own cases with challenging communica-
tion issues. They then identify the elements contributing to a
past success bridging differences and distrust, which combine

to form the RESPECT model. The residents then reflect and
strategize with peers and faculty about how to apply the model
to their other challenging cases, identify skills and behaviors to
try in future encounters.

We have found the observation tool designed for medical
students, Looking for RESPECT (BOX 1), to be equally useful
for preceptors in resident primary care clinics. The model
provides a framework that helps faculty go beyond evaluation
of standard bedside skills to assess critical competencies of
interpersonal communication and professionalism including
sensitivity to the needs of diverse populations4. We can use the
same teaching tool to stimulate residents’ reflections and self-
assessments as well as for more structured performance
evaluation as has been suggested.56

Effective teaching in this area requires that residents disclose
the challenges that they face in order to reflect on what they’re
doing and consider new approaches. A top-down approach is
unlikely to succeed in promoting development of this level of
‘critical consciousness.’13 Simply telling learners to be culturally
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sensitive and respectful does not assure that they can and will do
so. We realized that we needed to apply the RESPECT model
skills to build relationships with our learners as well as with
our patients. We have translated those skills into a precepting
guide that helps faculty improve their skills. By explicitly
addressing issues of power, Precepting with RESPECT (BOX 2)

addresses the implicit curriculum and harnesses parallels
between educational and clinical encounters.52 The model
incorporates relational and cognitive elements from recom-
mended precepting models that elicit the resident’s model of
understanding, encourage independent thinking, and facilitate
targeted educational interventions.57,58
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We discovered some of these approaches during a year-long
faculty development project at our institution in 2004-2005,
funded by BCBS of Massachusetts Medical Foundation.59 We
applied the RESPECT model in resident clinics and other
settings. We sought to make cultural competence, prevention of
health care communication disparities, and more effective
relationships between residents and patients a routine part of
precepting and clinical care. Faculty sought increased comfort
and effectiveness precepting residents to connect more effectively
with their diverse patient population. A group of ten experienced
clinician-educators of diverse racial/ethnic backgrounds joined
together in monthly 3-h sessions. The faculty group included
four blacks, four whites, one Asian, and one Latina; four
participants were born outside of the USA. Participants included
clinic preceptors, in-patient attendings, an emergency room
attending, and a medical educator, all involved with resident
and/or medical student teaching. Most of them had participated
in the ongoing Diversity Curriculum Task Force that had
originally developed the RESPECT model. Despite our extensive
experience, like our learners, we needed the opportunity to
reflect and develop skills on how best to approach sensitive
subjects and resident interactions that made us uncomfortable.
While our commitment to the goals of cultural competence was
clear, how to be most effective with our learners in getting there
was not. Using Looking for RESPECT (BOX 1), preceptors
identified residents’ learning needs and then designed interven-
tions for individual residents using Precepting with RESPECT
(BOX 2). Preceptors often role-played these interactions to
practice and get feedback from other faculty using faculty
development strategies developed by the American Academy on
Communication in Healthcare.60 This protected learning envi-
ronment allowed us to experiment with teaching methods,
strategize about challenging teaching encounters, and share
resulting observations of resident behaviors and attitudes.

Evaluation

In an effort to test, refine, and disseminate our RESPECT
model into the clinical setting, we developed a self-adminis-
tered questionnaire to evaluate its impact on teachers and
trainees. In 2004-2005, we surveyed a diverse group of
internal medicine residents at our hospital before and after
implementing the RESPECT model as a teaching tool in
resident primary care clinic sessions. Ten precepting faculty
underwent structured interviews at the end of the interven-
tion. Forty-four residents completed the baseline question-
naire and 20 the post-intervention questionnaire.

The ten precepting faculty all reported increased comfort
and skill precepting regarding cross-cultural care in resident
continuity clinics. In particular, some expressed a willingness
to address racial issues affecting patient care that they had
previously regarded as “taboo.” Another theme noted was that
faculty members also improved their own interviewing skills.
Among the residents surveyed, 88% felt that the RESPECT-
based training was useful. We found differences in several
survey items pre- and post-training. Residents reported great-
er comfort when interacting with diverse groups (60% pre, 80%
post). Residents seemed more convinced that cross-cultural
training might improve health care delivery (57% pre, 93%
post). Some reported major improvement in skills related to
culturally sensitive interviewing (10% pre, 20% post). The
number of residents reporting no skills in this area declined

(12% pre, 0% post). Small numbers and limited response rates
precluded more statistical analysis of survey results. Changes
in preceptor and resident schedules along with variation in the
frequency of contact also limited the data.

DISCUSSION

The RESPECT model was a product of a highly diverse group of
clinician-educators working together for 10 years at a large
urban medical center that cares for racially and ethnically
diverse patients from the US and abroad. It is notable that
diversity of the faculty group itself allowed us to draw upon
personal and clinical experience and to share insights about
the role of differences and of race in particular. Together we
were able to derive a model of broad clinical utility to the care
of our patients. A diverse faculty group’s access to clinical and
personal experience outside of majority culture may foster
insights less apparent to others28,62. However, in the 2004–
2005 evaluation of the project to improve faculty participants’
teaching skills by precepting with RESPECT, our faculty
preceptors also noted with interest improved interactions
with their own patients by using the RESPECT model. The
relational elements in the RESPECT model for interviewing
and teaching have a lot to offer even a very sophisticated
faculty and remind us that cultural competence and rela-
tionship-centered care of at-risk populations require ongoing
efforts.

The RESPECT model can be useful to medical schools,
residencies, and other health care organizations in meeting
their training goals, core curricular competencies, and pa-
tient care standards, assuring that quality care is delivered
equitably to all. To monitor and continually improve the
quality of care and communication with all patients, evolving
definitions by the ACGME4 and others44,63–65 of profession-
alism, practice-based improvement, and systems-based prac-
tice remind us that faculty and residents alike need to be
lifelong learners. We must remain ever mindful of our ongoing
impact on others and the value of teaming up with our
patients, trainees, and colleagues. Respectful communication
across power differentials among faculty, residents, and
colleagues promotes positive professional communication
and teamwork along with full and open disclosure.49 This
change of culture can promote a personal and systems-based
examination of obstacles to optimum care and patient safety,
especially important for patients at risk for poor outcomes.

One of the limitations of the RESPECT evaluation is that
because of small resident numbers in the pilot clinics and the
large number of them unavailable to complete the post-
intervention survey, we could not perform tests of statistical
difference. However, to date one study of the efficacy of the
teaching model has been published.55 Cultural competence
training based on the RESPECT model was conducted for
faculty at The New England Eye Institute and New England
College of Optometry. A follow-up study demonstrated mea-
surable positive impact that persisted 3 months post-inter-
vention, using a cultural competency scale validated by
Campinha-Bacote.61

It has been 10 years since we initially derived our inter-
viewing and teaching model from the insights of our racially,
ethnically diverse group of clinician educators. During that
time empirical data as well as consensus recommendations
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from the fields of patient-centered communication and
cultural competence have been published that support the
elements in our model.1,6,15,16 For patients already at risk for
disparities, a doctor who dominates the encounter or with-
holds warmth or empathy is a threat and a lost opportunity to
partner for better health.5,6,36 By addressing barriers to trust
posed by power differentials, RESPECT may be a helpful part of
the solution. What we offer is an easily remembered mnemonic
that prioritizes elements linked to documented disparities in a
clear, readily applied model. Attention to the power dynamics
within our own relationships with residents has helped us
precept our learners with RESPECT. Designed to improve
communication with patients at risk for disparities, the RE-
SPECT model provides a flexible, practical, and widely applica-
ble teaching model targeting documented disparities in health
care communication while promoting relational skills needed to
build trust and partner for better health care.
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Commentary on McCaul et al. (2010): Observational studies about average
alcohol consumption and health - closing time for a limited evidence baseadd_3029 1401..1402

Positive attitudes about ‘moderate’ drinking may weaken
efforts designed to reduce alcohol misuse and its terrible
consequences. For many, it is dogma that alcohol is good
for the heart, if not one’s overall health. The study by
McCaul et al. [1] about the relationship between alcohol
consumption, mortality and coronary heart disease
(CHD) death among older Australians will not change
those convictions. Although studies about drinking and
mortality are mixed, this study’s findings for CHD are
generally consistent with those from other studies [2];
and although it is rarely emphasized, this study is also
consistent with others in demonstrating that, among
drinkers, drinking less alcohol generally results in better
health outcomes than drinking more [3]. However, this
study suffers from the same limitations that afflict other
observational studies about average alcohol consumption
and chronic disease outcomes. While these limitations
are sometimes overlooked or dismissed, they are worth
reviewing in depth and with a frequency matching the
feverish publicity heralding new alcohol studies.

While confounding is an important theoretical con-
sideration in any observational study, evidence suggests
that confounding is a serious problem in alcohol studies
conducted among western populations. First, many tra-
ditional CHD risk factors are more prevalent and intense
among non-drinkers [4,5], and many analyses attempt to
control for these differences statistically. In this paper,
smoking was one of the few confounders controlled for in
statistical analyses. However, smoking is one CHD risk
factor that is typically more prevalent among drinkers, so
its inclusion in analytical models, coupled with a failure
to control for other confounders, probably led to overes-
timates of the protective effect of alcohol. Even in more
carefully controlled studies, however, residual confound-
ing would probably bias studies in favor of moderate
drinkers. Furthermore, those with more risk factors have
more possible combinations of risk factors that could be
synergistic in terms of CHD risk. To the extent that this
synergistic risk is not captured in observational studies,
this would also bias studies in favor of moderate drinkers.
Finally, because CHD risk factors tend to cluster in certain
individuals and populations, it seems plausible that
unknown or unmeasured confounders would also be
more prevalent among non-drinkers, further biasing
studies in favor of moderate drinkers.

In addition to the distribution of traditional cardiac
risk factors, moderate average alcohol consumption
appears to be a marker of affluence, leisure, education,
social advantage, good mental health and having

nice teeth (literally) [5]. These psycho-socio-economic
markers, many of which are also considered ‘non-
traditional’ cardiac markers are, in turn, major determi-
nants of mortality [6]. Because there is not a plausible
causal relationship between, for example, alcohol and
higher educational attainment, it seems particularly
likely that moderate drinking is merely a reflection of
prosperity and wellness, not its genesis.

The second set of limitations—especially important
among studies of older people—could be grouped under
the heading of selection bias (i.e. when there is a system-
atic error in the selection or enrollment of study subjects
that distorts the relationship between alcohol and out-
comes). Of these, the ‘sick quitter’ bias is discussed most
frequently. Those who are ill or frail often stop drinking,
thus contaminating non-drinking study groups with
unhealthy people who were exposed previously to alcohol
[4,7]. In this paper, information about former drinking
status was unavailable for women and was not utilized to
separate former-drinking from non-drinking men. While
most researchers mitigate the sick quitter problem by
excluding former drinkers from their analyses altogether,
this still biases results against non-drinkers as it selectively
removes a frail population whose poor health outcomes
would have otherwise accrued to the drinking group in a
randomized trial with an intention-to-treat protocol.

In addition, established moderate drinkers enrolled in
observational studies are undoubtedly different than
non-drinkers who might be randomized to drink in a trial:
they self-selected to drink alcohol; they tolerated or
enjoyed its effects; they did not die or stop drinking due to
health or social problems (alcohol-related or otherwise)
prior to the inception of the survey or study cohort; they
continued to drink moderately in order to meet enroll-
ment criteria; and they were of sufficient physical and
mental capacity to be study respondents. Finally, rates of
binge drinking (i.e. drinking at levels that typically result
in impairment) may be considerably lower among study
participants than the general population [8,9], and many
with moderate average consumption also binge drink
[10]. Because binge drinking is associated with increased
mortality and CHD and a loss of any protective associa-
tions with moderate average alcohol consumption
[11,12], the associations observed in studies may not be
realized in the general population.

The ultimate relevance of alcohol research lies in the
domains of public health, clinical care and individual
behavior. Many scientists and physicians have implicitly
or explicitly framed low-dose alcohol consumption as a
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potential therapeutic agent [13], and the public is simi-
larly engaged. To date, however, there has not been a
single randomized trial of low-dose alcohol and any mor-
tality outcome. Such trials, which are typically required
to evaluate new pharmaceutical agents, should be the
standard to which low-dose alcohol is held, particularly
as alcohol misuse is a leading public health problem
world-wide [14]. In the recent past, numerous observa-
tional studies suggested that beta carotene intake was
associated with reductions in CHD and cancer, that
hormone replacement therapy and vitamin E supplemen-
tation were associated with reductions in CHD and
dementia and that Chlamydia infection was associated
with CHD. However, supplementation with hormones,
beta-carotene and vitamin E and anti-microbial treat-
ment for Chlamydia were found to be ineffective or
harmful when subjected to randomized controlled trials
[15–19].

While it is possible that low-dose alcohol may be ben-
eficial for some or even many health outcomes, the appeal
of possible health panaceas generally, and of alcohol in
particular, may have resulted in a reduced scientific stan-
dard when considering low-dose alcohol as a potential
therapeutic agent. Therefore, in the absence of evidence
from randomized trials and weighing the real-world
implications of public messages promoting alcohol con-
sumption, we would be best served by aggressively imple-
menting effective policy and clinical interventions to
reduce excessive per-occasion alcohol consumption
among those who already drink.
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The Intensity of Binge Alcohol
Consumption Among U.S. Adults

Timothy S. Naimi, MD, MPH, David E. Nelson, MD, MPH, Robert D. Brewer, MD, MSPH

Background: Binge drinking (consuming fıve or more drinks during a drinking occasion) is
responsible for more than half of the 79,000 annual deaths due to excessive drinking in the U.S.
Although studies show a strong dose–response relationship between the intensity of binge drinking
(i.e., the number of drinks consumed per binge episode) and adverse outcomes, there are no
population-based studies assessing this measure.

Purpose: This study aims to analyze population-based data from a module of questions on binge
drinking among U.S. adults to assess the number of drinks consumed by binge drinkers and the
associated independent risk factors for consuming more drinks.

Methods: Data were analyzed from 14,143 adult binge drinkers who responded to the Behavioral
Risk Factor Surveillance System binge drinking module in 2003 and 2004. Total drinks were
calculated by summing the total number of beer, wine, and liquor-containing drinks consumed
during a respondents’ most recent binge drinking episode.

Results: Binge drinkers consumed an average of 8.0 drinks (median 6) during their most recent binge
drinking episode; 70.0% of binge drinkers consumed six or more drinks, and 38.4% consumed eight or
more drinks. Men consumed more drinks during their last binge episode than women (M�8.3 vs 7.0,
median�7 vs 6), and those aged 18–34 years consumedmore drinks than those aged�34 years for both
menandwomen. Independent risk factors forconsumingeightormoredrinks includedbeingmale;being
aged �35 years; being other than white race/ethnicity; having less education; not being married; binge
drinking three or more times in the past 30 days; and drinkingmostly beer.

Conclusions: Most adult binge drinkers drink in excess of the fıve-drink threshold defıning this
risky behavior. The intensity of binge drinking should be monitored regularly by health agencies to
improve surveillance and to better assess the impact of interventions designed to reduce binge
drinking and its consequences.
(Am J Prev Med 2010;38(2):201–207) Published by Elsevier Inc. on behalf of American Journal of Preventive
Medicine
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xcessive alcohol consumption is a leading prevent-
able cause of death1 that causes approximately
79,000 deaths annually in the U.S., and it shortens

he lives of those who die by approximately 30 years.2

inge drinking, often defıned as the consumption of fıve
r more drinks on an occasion, typically results in acute
mpairment and is responsible formore than half of these
eaths.2,3 Binge drinking is also a leading risk factor for a
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ariety of health and social outcomes, such as uninten-
ional injuries, violence, unintended pregnancy, and car-
iovascular disease.4–8

Studies have demonstrated that the risk of alcohol-
elated harms increases with the intensity of binge
rinking—that is, with an increased number of drinks
onsumed per binge episode and with higher blood
lcohol concentrations.9–12 However, we are unaware
f prior studies that have characterized the number of
rinks consumed per binge episode on a population
asis. Such information is crucial for characterizing
he risks associated with binge drinking and for evalu-
ting the impact of strategies to prevent this behavior.
his study used population-based data from a module
f questions on binge drinking among U.S. adults to
ssess the number of drinks consumed by binge drink-

rs and independent risk factors for consuming more
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rinks during a person’s most recent binge drinking
pisode.

ethods
ata for this study came from the CDC’s Behavioral Risk
actor Surveillance System (BRFSS). Extensive detail about
he BRFSS and its methods are available at www.cdc.gov/
rfss/. In brief, the BRFSS includes state-based random-
igit-dial telephone surveys of people aged�18 years, which
re conducted monthly in all states, the District of Colum-
ia, and some territories; survey instruments contain ques-
ions on a variety of health risk measures, including alcohol
onsumption. Data are weighted to be representative of
tates or other jurisdictions.
The current study was restricted to binge drinkers identi-

ıed from the BRFSS core survey (i.e., the portion of the
urvey asked of all respondents in all states and territories) in
003 and 2004. A binge drinkerwas defıned as someonewho
onsumed alcohol in the past 30 days who gave a nonzero
esponse to the following question: Considering all types of
lcoholic beverages, how many times during the past 30 days
id you have fıve or more drinks on an occasion?
In 2003 and 2004, the CDC offered states an optional
odule of six additional questions for people who reported
ne or more occasions of binge drinking in the past 30 days;
ll the questions in the module pertained to a respondent’s
ost recent binge drinking episode. These questions
sked binge drinkers about the number and type of alcohol-
ontaining beverages (beer, wine, or liquor) consumed dur-
ng their most recent binge drinking episode; the physical
ocation of their last binge episode; and whether the respon-
ent drove during or within 2 hours of their binge drinking
pisode. The intensity of binge drinking—that is, the total
umber of drinks consumed during the most recent binge
pisode—was calculated by summing the number of beer,
ine, and liquor-containing drinks.
Analyses were limited to 18 states that used the BRFSS
inge Drinking optional module in 2003–2004 (13 states in
003 and 14 states in 2004). States using the module in both
ears were California, Maine, Michigan, Minnesota, Mon-
ana, Nevada, New Hampshire, Wisconsin, and Wyoming;
tates using this module in 2003 only were Nebraska, North
arolina, Pennsylvania, and South Dakota; and states using
he module in 2004 only were Delaware, Idaho, New Mex-
co,NorthDakota, andVirginia.Datawereweighted for age,
ender, and race to be representative of the states and years
or which data were analyzed; state weights were divided by
for those states with data from both years. The median
esponse rate to the BRFSS survey among these states across
oth years was 55.0% and included 121,172 respondents,
ncluding 16,496 people who reported one ormore episodes
f binge drinking in the past month. The weighted preva-
ence of binge drinkingwas 16.3%,whichwas approximately

percentage point higher than for the U.S. during 2003– b
004. After excluding those with missing or incomplete
nformation from the binge drinking module, data from
4,143 respondents were analyzed.
Data analyses were conducted using SAS, version 9.0, and

UDAAN, version 9.0. Analyses were conducted for demo-
raphic characteristics, social characteristics, and alcohol-
elated covariates. Demographics included age groups, gen-
er, race/ethnicity, education level, income level, marital
tatus, and employment status. Alcohol variables included
umber of binge episodes in the past 30 days, predominant
everage type consumed during the most recent binge epi-
ode, location of the binge drinking episode, and whether or
ot the respondent drove amotor vehicle during or within 2
ours of his or her most recent binge drinking episode.
We used logistic regression analysis to further explore the

elationship between high-intensity binge drinking (i.e.,
onsuming eight or more drinks per binge episode) and
hose demographic and alcohol variables that had a signifı-
ant effect on themeannumber of binge drinks consumed in
ivariate analyses. Because of their important associations
ith alcohol consumption measures in other studies, more
etailed information about age, race/ethnicity, and educa-
ionwere presented in Table 1. However, because of similar-
ties among certain groups and sample size considerations,
hose categories were collapsed for regression analysis. Age
ategories were collapsed to those aged 18–34 years (mean
umber of drinks�8.7; 95% CI�8.5, 8.9); those aged 35–54
ears (M�7.4 drinks, 95%CI�7.2, 7.6); and those aged�55
ears (M�6.7 drinks; 95%CI�6.4, 7.1). Race/ethnicity catego-
ies were collapsed to white, non-Hispanic (M�7.7 drinks;
5% CI�7.6, 7.9) and other than white non-Hispanic
M�8.8 drinks; 95% CI�8.4, 9.2). Education categories
ere collapsed to being a high school graduate or less
M�8.7 drinks; 95% CI�8.4, 9.0) and having at least some
ollege education (M�7.5 drinks; 95% CI�7.4, 7.7).

esults
he study population was 75.1% male, with 52.7% aged
34 years, 59.4% with at least some college education,
nd 72.8% of white non-Hispanic race/ethnicity. Overall,
inge drinkers consumed an average of 8.0 (median�6)
rinks during their most recent binge drinking episode
Table 1). Groups that consumed a signifıcantly higher
umber of binge drinks included those who were male;
ged 18–34 years; belonged to racial/ethnic groups other
han white non-Hispanic (data not shown); had no col-
ege education (data not shown); earning �$50,000 per
ear; not married; those with fıve or more binge episodes
n past 30 days; and those who consumed predominantly
eer. Men consumed more drinks during their most re-
ent binge drinking episode compared with women
M�8.3 vs 7.0, median�7 vs 6); however, stratifıcation

y gender did not signifıcantly change the relative distri-
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able 1. Total drinks consumed in most recent binge drinkinga episode, by sociodemographic characteristics and
atterns of alcohol consumption

No. Allb Menb (n�9655) Womenb (n�4488)

Characteristic M (95% CI) Median M (95% CI) M (95% CI)

All 14,143 8.0 (7.9, 8.2) 6 8.3 (8.2, 8.5) 7.0 (6.8, 7.2)

Age (years)

18–24 2,079 9.5 (9.1, 9.8) 8 10.1 (9.6, 10.5) 8.1 (7.5, 8.7)

25–34 3,626 8.0 (7.7, 8.3) 7 8.4 (8.0, 8.8) 6.8 (6.6, 7.0)

35–44 3,672 7.4 (7.2, 7.6) 6 7.7 (7.4, 7.9) 6.5 (6.3, 6.8)

45–54 2,856 7.4 (6.9, 7.8) 6 7.8 (7.2, 8.2) 6.1 (5.8, 6.3)

�55 1,910 6.7 (6.4, 7.1) 6 6.9 (6.5, 7.3) 6.1 (5.4, 6.8)

Race

White, non-Hispanic 12,110 7.7 (7.6, 7.9) 6 8.1 (7.9, 8.2) 6.9 (6.7, 7.1)

Hispanic 881 9.0 (8.4, 9.5) 7 9.2 (8.6, 9.8) 7.5 (6.5, 8.4)

Black 376 8.2 (7.5, 9.0) 6 8.4 (7.5, 9.4) 7.8 (6.7, 8.9)

Other 706 8.6 (7.7, 9.4) 7 9.0 (8.0, 10.0) 7.1 (6.4, 7.8)

Education

�High school graduate 904 8.7 (8.4, 9.0) 7 10.0 (9.0, 11.0) 7.0 (6.3, 7.8)

High school graduate 4,476 9.5 (8.6, 10.3) 7 8.7 (8.4, 9.0) 7.7 (7.1, 8.2)

Some college 4,337 8.0 (7.8, 8.2) 7 8.4 (8.1, 8.7) 7.0 (6.8, 7.3)

College graduate 4,416 7.0 (6.9, 7.2) 6 7.3 (7.1, 7.5) 6.3 (6.1, 6.6)

Income ($)

0–49,000 7,471 8.3 (8.1, 8.5) 7 8.7 (8.4, 8.9) 7.2 (6.9, 7.5)

�50,000 5,784 7.6 (7.4, 7.8) 6 7.9 (7.6, 8.1) 6.6 (6.3, 7.0)

Marital status

Married 6,827 7.4 (7.2, 7.6) 6 7.6 (7.4, 8.0) 6.3 (6.1, 6.5)

Not marriedc 7,301 8.6 (8.4, 8.8) 7 9.0 (8.8, 9.3) 7.5 (7.2, 7.8)

Employment

Employed 11,243 8.0 (7.8, 8.2) 6 8.3 (8.1, 8.5) 7.1 (6.8, 7.3)

Not employedd 2,889 8.1 (7.8, 8.4) 7 8.6 (8.2, 9.1) 6.9 (6.6, 7.2)

BMI

�30 11,105 7.9 (7.8, 8.1) 6 8.3 (8.1, 8.5) 6.9 (6.7, 7.2)

�30 3,038 8.3 (7.9, 8.8) 7 8.6 (8.1, 9.1) 7.4 (6.8, 8.0)

Binge episodes, past 30 days

1–2 8,291 7.2 (7.0, 7.3) 6 7.5 (7.3, 7.7) 6.4 (6.3, 6.6)

3–4 2,637 8.2 (7.9, 8.6) 7 8.5 (8.1, 8.9) 7.4 (6.9, 8.0)

�5 3,215 9.8 (9.4, 10.2) 8 10.0 (9.5, 10.4) 8.8 (8.0, 9.6)

Predominant beverage typee

Beer 10,764 8.3 (8.1, 8.5) 7 8.6 (8.4, 8.8) 7.3 (7.0, 7.6)

Wine or liquor 3,379 7.1 (6.8, 7.3) 6 7.4 (7.0, 7.7) 6.6 (6.3, 7.0)
(continued on next page)
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ution of drinks per binge episode for most characteris-
ics. Those consuming alcohol in establishments licensed
o sell alcohol (bars, clubs, or restaurants) consumed a
imilar amount (M�8.0 drinks, median�6.0 drinks)
ompared to those who drank in their own or another
erson’s private residence (M�8.0 drinks, median�6.0
rinks).
During their most recent binge drinking episode,

0.0% of drinkers consumed six or more drinks, 38.4%
onsumed eight or more drinks, and 16.9% consumed 11
r more drinks (Table 2). Men and binge drinkers aged
8–34 years weremore likely to consume larger numbers
f drinks per binge episode than were women and people
ged�35 years, respectively. For example,more thanhalf
51.1%) of the male binge drinkers aged 18–34 years
eported consuming eight or more drinks during their
ost recent binge drinking episode, as compared to
1.4% of women in this age group. Even so, a substantial
roportion of male and female binge drinkers aged �55
ears also reported consuming six or more drinks during
heir most recent binge episode (58.1% ofmen and 38.2%
f women, although numbers are small).
In logistic regression analysis, independent risk factors

or high-intensity binge drinking (i.e., consuming eight
rmore drinks per episode) included beingmale; being of
ounger age; being a member of a racial/ethnic group

able 1. Total drinks consumed in most recent binge drin
atterns of alcohol consumption (continued)

No.

Characteristic M (95% CI

Drinking locationf

Private residence 7,609 8.0 (7.8, 8.

Licensed outlet 5,109 7.9 (7.6, 8.

Other 1,389 8.4 (8.0, 8.

Drove motor vehicleg

Yes 1,846 8.3 (7.9, 8.

No 12,232 8.0 (7.8, 8.

Binge drinking was defined as consuming five or more drinks on at le
to their most recent episode of binge drinking. Strata of respondent
questions (e.g., income).
All results were weighted by age, gender, and race/ethnicity to be rep
analyzed.
Not married included those who were never married, divorced, sepa
Not employed people included those who were unemployed, home
Predominant beverage type referred to whether the respondent dra
recent binge drinking episode.
Private residences included the drinker’s own home or another pers
included all other locations.
Driving after binge drinking refers to those who reported driving “du
ther than white non-Hispanic; having no college educa- d
ion; not being married; binge drinking on three or more
ccasions in the past 30 days; and drinking mostly beer
Table 3). Income level was not associated with consum-
ng more drinks during the last binge episode.

iscussion
o our knowledge, this is the fırst study to examine the
ntensity of binge drinking, that is, the total number of
rinks consumed during a discrete binge drinking epi-
ode. It was found that adult binge drinkers in the U.S.
onsumed an average of eight drinks per binge episode,
nd that 70% of binge drinkers consumed six or more
rinks, including almost 40% who consumed eight or
ore drinks. Although drinking just fıve drinks on one
ccasion is associated with adverse outcomes in epidemi-
logic studies and typically results in blood alcohol con-
entrations of 0.08 mg/dL or higher,3,10,13,14 the risk of
dverse outcomes (e.g., unintentional injuries) increases
ith the number of drinks consumed or with progres-
ively higher blood alcohol concentrations.9,11,12 As such,
hese fındings illuminate an important dimension of
inge alcohol consumption, and emphasize the need to
educe the intensity of binge drinking among U.S. adults
s well as its prevalence and frequency.
These fındings are concordant with other results15

a episode, by sociodemographic characteristics and

Menb (n�9655) Womenb (n�4488)

Median M (95% CI) M (95% CI)

6 8.3 (8.0, 8.6) 7.1 (6.8, 7.4)

6 8.3 (8.0, 8.6) 6.9 (6.6, 7.3)

7 8.9 (8.3, 9.5) 6.9 (6.5, 7.4)

7 8.5 (8.0, 9.0) 7.3 (6.6, 8.0)

6 8.3 (8.1, 8.5) 7.0 (6.8, 7.2)

ne occasion in the past 30 days. Respondent information pertained
ers may not add up to 14,143 because of nonresponse to selected

ntative of people residing in the states and years for which data were

, or widowed.
rs, students, retired, or unable to work.
ostly beer, liquor, or wine or flavored beverages during their most

home; licensed outlets included bars, clubs, or restaurants; others

or within 2 hours” of their most recent binge drinking episode.
king

Allb

)

2)

1)

9)

8)

1)

ast o
numb

rese

rated
make
nk m

on’s

ring
emonstrating that men and younger people are more
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ikely to binge drink compared with women and older
eople. However, it was interesting that non-Hispanic
hites and those with higher educational attainment
onsumed fewer drinks per binge drinking episode com-
aredwith people with lower educational levels whowere
f a race/ethnicity other than white, in view of the fact
ther studies16 have shown that the prevalence of binge
rinking does not differ dramatically based on educa-
ional levels and that the prevalence of binge drinking
mong white non-Hispanic people is comparable to that
f white Hispanics and higher than that for blacks. These
nconsistencies emphasize the importance of assessing
ultiple measures of binge drinking, including intensity,

o obtain a more complete picture of binge drinking
ehavior.
In terms of other fındings with relevance to health
olicy, it was surprising that people binge drinking in
stablishments licensed to sell alcohol (bars, clubs, and
estaurants) consumed as many drinks as those drinking
n private residences. Because state laws generally pro-
ibit the sale of alcohol to intoxicated people, our fındings
nderscore the need for better enforcement efforts.17

owever, these results are not surprising in light of stud-
es demonstrating that most pseudo-intoxicated patrons
re served alcohol, including approximately half of the
nstances when the server appears to notice that the

able 2. Distribution of number of drinks consumed durin
pisode,a by gender and age

No. of drinks consumed by b

Characteristic 5 drinks 6–7 drinks 8

All binge drinkers 30.0 (28.5, 31.4) 31.7 (30.2, 33.2) 2

Men by age (years)

All 26.0 (24.3, 27.7) 31.5 (29.7, 33.3) 2

18–34 19.2 (16.8, 21.8) 29.7 (27.0, 32.6) 2

35–54 30.3 (27.8, 32.9) 33.6 (31.0, 36.2) 2

�55 42.0 (37.1, 47.0) 32.3 (27.7, 37.2) 1

Women by age (years)

All 42.0 (39.2, 44.7) 32.4 (29.9, 35.0) 1

18–34 35.7 (32.1, 39.6) 32.8 (29.4, 36.5) 1

35–54 49.1 (45.0, 53.3) 32.8 (29.0, 36.9) 1

�55 61.8 (50.3, 72.0) 26.2 (17.4, 37.4) 8

Binge drinking was defined as consuming five or more drinks on at
respondent information pertained to their most recent episode of b
The sum of all rows may not equal 100.0% as a result of rounding
CIs were not reported because there were less than 50 responden
atron is intoxicated.18–20 In addition, the current n

ebruary 2010
study found that
those drinking mostly
beer consumed more
drinks compared with
those drinking pre-
dominantly wine or
distilled spirits. This
is consistent with the
fact that beer accounts
for most binge drinks
consumed by adults,
and that beer is gener-
ally taxed, distributed,
and marketed more
permissively thanother
beverage types.21

This study is sub-
ject to several limita-
tions that make it
likely that our esti-
mates of the number
of drinks consumed
per binge episode were
conservative. Sur-
vey data were from
self-report, and survey

espondentsmay under-report howmuch they drink.22 Ex-
essive drinking may also be associated with nonre-
ponse,23,24 and therefore the response rate may have re-
ulted in a conservative estimate of the number of drinks
onsumed per binge episode. Furthermore, respondents
howere unable to recall howmany drinks they consumed
ere excluded fromour analyses, and it is possible that these
ndividualsweremore likely to have consumedmore drinks
ompared with those whowere able to recall the number of
rinks they consumed.
Although this was a study that included data frommulti-
le states, these data may not be representative of the entire
ountry, and the prevalence of binge drinking was slightly
igher in the study states compared to the U.S. general
opulation. This study examined those who reported binge
rinking at least once in the pastmonth, and the number of
rinks consumed would have likely been somewhat differ-
nt if it had included those who binge drank more or less
requently (e.g., thosewho consumed fıve ormore drinks in
he past 2 weeks). Subsequent to this study, the defınition of
inge drinking has been modifıed to drinking fıve or more
rinks for men and four or more drinks for women.3Were
hose thresholds used todefıne binge drinking in this study,
omen consuming only four drinks would have been
ncluded in the study population and their mean num-
er of drinks consumed would have been lower. Fi-

ost recent binge drinking

drinkers,b % (95% CI)

drinks >11 drinks

(20.1, 22.9) 16.9 (15.5, 18.2)

(21.5, 25.0) 19.3 (17.1, 21.1)

(22.2, 27.6) 26.3 (23.6, 29.2)

(20.0, 25.0) 13.7 (11.7, 16.0)

(14.1, 23.9) 7.3 (4.9, 10.8)

(14.3, 18.5) 9.4 (7.8, 11.2)

(16.4, 22.5) 12.1 (9.7, 15.1)

(10.0, 15.4) 5.6 (4.0, 7.6)

3.4c

one occasion in the past 30 days;
drinking.
.

g m

inge
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ally, although standard drinks sizes contain similar
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mounts of ethanol, the actual ethanol consumed per
rink may vary by beverage type, drinking location,
ender, or other factors.25

In light of the high intensity of binge drinking found in
he current study, and because subgroups with higher
umbers of drinks consumed per binge episode are not
ecessarily thosewith thehighest prevalenceof bingedrink-
ng, it is recommended that there be routine monitoring of
henumberof drinksperbingedrinking episode in addition
o the prevalence and frequency of this behavior. In addi-
ion, public health research is recommended to specifıcally
valuate the impact of effective policies to reduce binge
rinking (e.g., increasedalcohol excise taxes) on thenumber
f drinks consumed per binge drinking episode.

he fındings and conclusions in this report are those of
he authors and do not necessarily represent the offıcial
osition of the CDC.
No fınancial disclosures were reported by the authors
f this paper.
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BACKGROUND: Personal health records (PHRs) are CONCLVSlON: These lessons are applicable to other 
designed to help people manage Information about their PHR systems and the conduct of PHR research across 
health. Over the past decade. there has been a prolifera different organizational contexts. 
tlon of PHRs, but research regarding their effects on 

KEY WORDS: personal health records: health information:cltrucal, behavioral, and flnanctal outcomes remalns 
health servtcee research; PHR1trnIted. The potential for PHRs to facilitate patlent
J Gen Intern Med 25(SuppI 1):62-7

centered care and health system transformation under DOl: 10.1007/sll606-009-1l14~6 
scores the Importance ofembracing a broader perspective © Society of General Internal Medicine 2009 
on PHR research. 

OBJECI7VE: Drawtng from the experiences of VA staff 
to evaluate the My HealtheVet (MHV) PHR, this article 
advocates for a health services research perspective on 
the study of PHR systems. INtRODUCTION 

METHODS: We describe an organiztng framework and Recent advances in mformatlon and communication technol
research agenda, and offer Insights that have emerged ogies have enabled the development of comprehensive tools 
from our ongoing efforts regarding the design of PHR intended to support greater consumer participation in their 
related studies. the need to address PHR data owner hcarthcare.':" The personal health record (pHR) Is one such 

shtp and consen t, and the promotion of effecttve PHR tool that has potential to dramatically shape the contemporary 

research collaborations. healtheare landscape. Whereas electronic health records 
(EHRs) and systems (EHR~Sl are collections of health informa
tion that are managed by healthcare providers. PHRs are 
designed to address the health Information needs of consu
mers. Although there is vartabtltty in functionality across 

562 
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systems,4-11 most PHRs share a basic goal: "to give patients 
better access to their own heafthcare data and enable them to 
be stewards of their own information." 12 

According to the American Health Information Manage
ment Association lAHlMA), the PHR Js "an electronic. lifelong 
resource of health Information needed by individuals to make 
health decisions. Indivtduals own and manage the informa
tion in the PHR, whleh comes from healthcare provtders and 

the Indtvtdual. The PHR ts maintained in a secure and 
private environment. with the tndtvtdual determining rights 
of access. The PHR does not replace the legal record of any 
prcvtder."'" Currently there are more than 200 PHR systems 
available. 14 Many early PHRs were "static repcettortes."'" but 
more recently there has been a shift. towards web-based 
PHRs that are integrated with or "tethered" to an EHR-S. II 
Tethered PHRs can brtng together data created and stored by 

the tndjvldual with that from the EHR, thus offertng a range 
of functlonahty. 11,16.17 

The enthusiasm surrounding the development of PHR systems 
can be attributed to the anticipated value that PHRs hold for 
consumers, healthcare providers. ftnancers. and other stake
holders;5.ll.12.14.11:l however, such perceived benefits extend be

yond what is currently known about their use and effects. The 

perspectives of healthcare providers suggest both excitement over 
the potential benefits of PHRs and concerns surrounding their 
tmpact,4,5,12.19-22 Trends in consumer survey research reflect 

ltmtted access to electronic PHRs but suggest growing interest in 
ustng them.23-26 Desplte this expressed interest. it remains 

difficult to antldpate the manner in which different communities 
of users may ultlrnately choose to adopt PHRs. 

Initiatives undertaken to tnfonn the course of PHR develop
ment27 ,28 and to artlculate important architectural and policy 

recommendattons'" represent a foundational response to 
persistent calls for more substantive PHR research;"? yet. the 
lack of research demonstrating the value of PHRs to stake
holders poses a threat to thetr long-term viabtlity and sustain
abUfty.16 Research regarding the effects of PHR use on patient 
and provider experiences, behavior. costs, and cltnlcal out
comes remains underdevetoped.!"!" Studtea that movc be

yond a technical focus to embraee a broader health servtees 
research perspective on PHR systems are needed to promote 
further adoption, enhance patient-centered care, and reahze 
the anttcfpated potential for health system transformatton. 
Health servtces researchers are in a unique pcsttton to address 
this gap in the evidence base, but doing so will require careful 
attention to the formulatfon of research questions and study 
designs, the prtortttzatton of research areas, and an account
ing of the unique factors Inherent in PHR research. 

In 2003, the Department of Veterans Marrs (VAJ tntroduced 
My HealtheVet (MHV], a web-based PHR intended to comple
ment tradltlonal services. Improve co-managed eare. and 
empower patients and thetr famiUes to playa more active role 
In veterans' health. Below we desertbe the MHV PHR and 
efforts to evaluate the Impact of Its use on veterans and the VA 
hcalthcare system. Drawtng upon the VA experience. we 
describe saltent PHR research questions and potential study 

destgn Issues. We Identify tmportant factors inherent to PHR 
research that we have thus far Identified. and offer lessons 
learned that can tnforrn research and evaluation efforts sur
rounding PHR systems across different eontexts. 

BACKGROUND 

My HealtheVet System Overview 

My HealtheVet (http://www.myhcalth.va.gov) Is an integrated 
PHR that Includes health tnformauon entered by Veterans. 
data from VA's unitled EHR·S. health education Infcrmatlon, 
health management tools. and Unks to other resources.F'v'" 

The system represents collaborative work between multiple 
offices in VA The Veterans and Conswners Health Informatics 
Offlce (VfeUIO). a dMslon of the Chief Health Infonnatlcs Office 
(CHID). identifies strategte prtorttjes, coordinates wtth poltcy 
experts. and translates MIN goals Into business. functional, 
and technIcal requirements. based on veteran and consumer 
needs and preferences. Other offices perform the technical 
Ufecycle tasks of requirements management. system develop
ment, testing. and run-time operations. Hereafter. we refer to this 
partnership as the MIN Program Office. a functional model that 

represents the full range of strategic and technical activities. The 
MIN Program Office Is advtsed by a mulndfscfpltnary Cllnical 
Advtsory Board (MHV CAB). From an organizational perspective, 

this approach yields multiple benefits. Including the direct 
alignment of program goals and resultant PHR design and 
development strategies wtth the overarching objectives of VA 

and Its partners. 
There are three levels of MHV access, with a progressive 

tnerease in funetlonality (see Table 1). Ftrst. portions of MHV 
can be accessed by anyone with an Internet connection. 
Second. veterans can create an account by performing an 
online reglstratton. which provides them with functions not 
available to the general public. Third. veterans who choose to 
complete a onetime in-person Identity vertftcation at a VA 
medical center, referred to as "in-person authentication" (lPA), 
can also view a growing array of additional Information 
extracted from the VA EHR-S. As of July 2009, MHV has been 

visited over 28 million times. more than 810,000 people have 
registered (16.3% of veterans currently reeetvtng VA healthcarc 
services), and over 130.000 veterans have eompleted the IPA 
process.:'I7,38 Veteran feedback obtained through the Amertcan 

Customer Sattsfactlon Index (ACSI) Survey. an Industry 
standard tool for meaeurtng satisfaction and prtortttztng 
tmprovements.P" Is used to guide system redesign and the 

addition of new features. 

Developing an Evalua"on Approach for MHV 

The MHV Program Office is working to pursue a robust 
PHR evaluation program that moves beyond studies fo
cused solely on technological or system concerns to those 
that reflect a broader health servtces perspective. Inherent 
in this shift Ls a fuller accounting of the eoctal. cltnfcal. 
and organizational contexts In which PHRs are used. Each 
of these dimensions Is Important to Identifying opttmal 
PHR features and assessing system Impact. Several MHV
related projects tntttated by members of the VA research 
eommunlty were not formally destgned as part of the 
Program Office's evaluaUon effort. but together reflect 
commitment to an encompaestng approach. For example, 
the MHV Program Officc has partnered with the Stroke 
guallty Enhancement Research Initiative (QUERI) to create 
age-approprtate. culturally relevant matertals for caregivers 
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Tabkt 1. My HealtheV.t Personal Health Record Feature. 

My H_VoI P8nonaI H~ _ord Ieaha key: V = all slle _ R= reglltenld uoen A = """"'ntIco1ed uoen (IPAl V R A 

General inJormnitDn and resources: Access information about Federal and VAbenefits and resources, VA-related. news and events. X X X 
link to additional resources 

Research health: Browse and search collections ofevidence-based health information including Healthy Living Centers. X X X 
Condition Centers. and medreal databases. Access health screening tools, mental health resources, and articles 

My Heal1hE!Vet Learning Center: Take onl1ne courses to promote mental health X X X 
Persanai tnjiJnnalion: Store and maintain contact tntcrmanon Including emergency contacts. Manage account profue. X X 

preferences, and options 
Get care: Store and maintain information pertatnLng to caregivers and providers. treatment fact1Itles and locations. X X 
and health Insurance coverage 

Health iTifonnation card:. Print selected personal and medical Informatjon on a pre-formatted wallet card for a convenient reference X X 
Persanai health history: Record :Important health history tnfonnatlon and events X X 
FamJly health Wstory: Record family member's health history and events that may affect health X X 
MUltaIy ~ history: Record Important events from military service including assignments related. to health history. X X 

potential exposures. and treatments 
Personal health summw!f Select infonnatlon to print out as a personal health summary report to share wtth providers X X 
Health. eLogs: Track and graph common health measures (blood pressure. blood sugar. cholesterol. body temperature, weight. X X 
heart rate. pain. pulse oximetry, INR) 

Allergies: Record. energies by date. severity, reaction. diagnosis. and add comments X X 
Immuntzalroos: Record the immumeeuon, date. method used. and any reactions X X 
Tests: Record tests by test name, date of test, location where the test was performed, provider's name. results. and add comments X X 
Medlcal events: Keep track of Illnesses. accidents. or other events by Jogging the date, treatment prescribed. and any comments X X 

regarding the event 
Food and actit1ityJouma1s: Record food intake to monitor d1et or control weight. and keep track of exercise routmee. Print X X 
journal worksheets for easy tracking 

Health calendar: Add events, set reminders. utilize a to-do list X X 
Medications, over-the-counter drugs. herbals, and supplements: Record the name. starting and ending date, prescription number, X X 
and dosage 

Prescription rejl1ls: Request refllls for VAprescriptions online (authenticated users can view medication names when ordering refllls) X X 
VA prescription history: View a record of all VAprescriptions X 
My complete meascanons: View and print a complete summary of both VAand self-entered medications to support medteatton X 

reconcinanon 
weUness reminders: View custornJzed reminders for preventative care and screens X 
Secure mes.sagJ'ng: Exchange secure electronic messages with your healthcare team for non-u-rgent needs (currently available at B X 

sttes with further expansion planned) 

of stroke survtvore."" Other research studies are currently 
underway, Including studies focused on usabfhty testtng.f ' 
use of MHV as a communication tool for health screen
Ing,42 development of a MHV Healthy Lrvtng Center 
dedicated to spinal cord InJury,43 and the integration of 
evidence-based tools to assess heart failure care according 
to published VA gutdettnes.?" As we discuss below, close 
working relattonshfps between PHR system providers and 
researchers can be instrumental in sustamtng such efforts. 

We recognized the need for a broader organizing framework 
In order for VIlA to utilize its signtftcant research expertise to 
opttrruze the MiN system. The Performance Evaluation Work
group of the MiN CAB, whose task It Is to guide system 
evaluation efforts, 15 currently using an extension of the RE
AlM (Reach, Efficacy/EfIectiveness, Adoption, Implementation, 
and Maintenance) tremework'" as a model for assessing the 
Impact of MHV on the veteran population. This framework 
supports a comprehensive evaluation effort and has resulted 
in the Identification of a number of high priority research areas 
as shown In Table 2. These range from extendtng the reach of 
the program In the veteran population to examtnlng cohorts of 
users with respect to utility. outcomes, and cost. Ongoing 
efforts to evaluate the MiN PHR have revealed a number of 
Insights that can Inform stmllar work regarding other PHR 
systems. In the remainder of this paper. we discuss these 
lessons and offer examples from our work with MIN, as 
appropriate. 

LESSONS LEARNED FROM A HEALTH SERVICES
 
RESEARCH PERSPECTIVE ON PHRS
 

Posing Research Questions and Designing Studies 

Our experiences underseore the point that many kinds of 
research questions can be posed In relation to PHRs. Organi
zations that provide PHRs are generally interested in knowtng 
who Is using the system and for what purpose(s). how the 
design affects use. and whether the oontent has percetved 
value. Health services and other researchers. however, are 
11kelyto also be Interested In additional aspects, including how 
PHRs can be used to improve patient outcomes. eluntnate 
health disparities. and deliver interventions. 

PHR-related studies may entail designs that require engag
tng PHR users as study parttctpants. or, with thetr consent, 
accesstng the data that they store In their PHR (e.g.. blood 
pressure readings) as a means of monttortng outcomes. 
Delineating between research for the purpose of PHR evalua
tion and studies that uttlize the PHR In the course of an 
Intervention Is critical. Each approach requires dlfferent 
methodologtes and types of eollaboratton to ensure that goals 
are clearly identified. and that adequate safeguards are applted 
to support user needs and expectations. In the case of MHV. 
the Program Office has thus far emphasized research on users, 
expecting to address the issue of dellvertng evidence-based 
Interventions through the system In the future. The scenarios 
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Table 2. MHV PHRRel4Klrch Agenda by RE-AIM Domain 

RE-AIM domain MHV IlfOlIIOlT1 goal ReI4KIrch_ 

Reach: the number. proportion. and Increase enrollment of the veteran population • Assess Jevel of awareness in the veteran 
representativeness of tndMduals served by the MIN program population and ldenUfy effeetfve Improvement 
who ut1l1zethe MIN PHR strategies 

• Characterize users In comparison with the veteran 
and VApatient populations 

• Identlfy target populations who can most benefit 
from use 

Elfecttveness: the Impact of MIN PHR Utilize MIN to enhance access to services. • Validate and extend lniuaJ analytic flndtngs from 
utlllzatlon on users, outcomes, Improve behavioral and health outcomes, user surveys 
performance, and organizational improve quality. Inerease satisfactlon, and • Examine cohorts of users to evaluate Impact on 
systems enhance system effictency utilization management (access). behavioral and 

eltnical outcomes (quality). eost (value), and 
satisfaction 

• IdenUfy how MIN can enhance access to 
services for rural or special populations 

• Evaluate Impact on workflow. workload. VA 
performance measures. and organizational 
processes 

Adoptton.~ use of the MHV PHR by veterans Increase adoption of MHV by veterans, • Ellett perceptions of veteran and provider 
and their caregivers, healthcare providers. providers. and hcalthcare teams nonadoptere 
and healthcare teams • ldentlfy barriers to adoption and develop strategies 

to address 
• Examine the Ct.lITeI1t authentication process and 

tdentify ways to Improve 
Increase levels of engagement and activation • Demonstrate clinical utl1lty of MIN components 
with MIN among patients and providers • Compare clinical adoption across settings 

• IdenUfy communication and process strategies 
for Integration of MIN within cnrucel practice 

fmplementation: the efforts and oosts Implement the MHV program nanonwtde • Examine how to prevent further health 
involved Ln Implementtng the MHV in the most equitable, effective. and disparities by explortng Issues of access. health 
Program efficient manner: enhance program value l1teracy. and computer literacy 

• Evaluate coer/benetlt lmpaet of MHV use 
• Identify optimallmplemenlation strategies 

Matntenanee: the long-term effects of MHV Utilize MHV to enhance and sustain desirable • Track long-term impacts on targeted outcomes 
PHR use and program sustatnabtltty long-term outcomes (access, quality, value. satisfaction) 

• Identlfy effecttve engagement strategies to support 
sustained MHV use 

• Explore program enhancements (usability) 
and expansion Itnteroperatulrtyl 

• Analyze MHV program sustainability 

provided In Table 3 illustrate different ways that a PHR could 
be employed In tnterventtcn studies. either as a vehicle 
through which to deliver an tnterventton or as the intervention 
Itself. 

A related and particularly challenging Issue that warrants 
mention Is that most PHRs are "live systems" with 
corresponding populations of users. As such. researchers 
must develop Innovative study designs to investigate continu
ally evolving PHR systems and contexts of use. In the time It 
takes to pubUsh study results, a PHR may have undergone 

significant changes In terms of content and functionality, 
Using a PHR to deliver an lntervennon may also have the effect 
of making the system even more dynamic and difficult to 
characterize. 

Addressing Issuesof Data Ownership and Consent 

In contrast to EHR systems. which are predominantly owned 
and operated by the system provider. PHRs are based on 
consumer control and management of their own data. In the 

Table 3. Potential Scenaltol for Research Invotvlng PHRs 

I. Accessing data stored wtthin the PHR 

2. DellYertng an tntevention through the PHR 

3. Utl1IzIng the PHR as an mtervenuon 

A researcher wouJd Uke to ltnk Infonnation from the PHR with patient medJcal records. 
In particular. he Is Interested In looking at blood. pressure rates over time, as entered by 
patients tntc the PHR, wtth patient consent, and l1nktng this tnformatlon to pharmacy and 
laboratory data for particular medications with the goal of relating patient outcome 
fblood pressure controll with med..lcation use 

A researcher Is interested In lmproving patient self-management of diabetes through a 
healthy diet, regular exercise. and regular monitoring of blood sugar. She wants to provide 
a series of self-help exercises and educational materials through the PHR 

Through the use of secure messaging, the PHR could be used to facl1Jtate adherence wtth 
requirements for elective surgery (e.g.. details for arrival check-In. preoperative 
tnstructtons such as stopping certain medicauonsl 
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case of MIN, the overall system is managed by the VA. but the 
content of the PHR Is the property of the veteran. Prtvacy and 

security are paramount, and .researchers who design studies 
that include access to PHR data must explicitly obtain the 
informed consent of consumers. These consent processes 

must recognize the PHR user as the data owner, protect the 
integrity of PHR data. and sUll otTer PHR users the opportunity 
to parttclpate in research intended to enhance the system. 
improve user experience. or strengthen positive outcomes 
based on effective use. 

Engagement of PHR users in research must also ensure that 
participation Is voluntary and that participants have a clear 
understanding of the level of data-sharing expected. Organi
zational policy development must include a review of formal 
agreements between PHR providers and PUR users regarding 
the maintenance and protection of data. 1ncludlng the PHR 
terms and cond1tlons. privacy policy, and system of records. 
From a technical perspective, the development of standardized 

processes to support access to data is crucial for future 
research efforts. For example. analysis of appllcatton actfvtty 
logs could reveal patterns of activity independent of user 
Identity, facilltatlng key tnsfghts about PHR usage. For studies 
that involve PHR users as consenting participants. user 
delegation of access to spectftc PHR data may allow researeh

era to draw upon pattent self-reported data and l1nk it to 
pattent data from medical records and other eoureee to 
evaluate outcomes. At VA. this delegation functlonallty has 
been successfully ptloted with an earlier prototype: however. it 
is not yet available in the national MHV PHR 

Promoting Effective Working Relationships 

Efforts to foster PHR research reveal the importance of 
multtdtscrpltnary collaboration. Processes and poltcles must 
attend to the varying Objectives, needs, and requirements of 

PHR providers and researchers to enable effective collabora

tion. To the extent possible. approaches to collaboration 
should leverage existing tnstltuttonal research pcltcies, struc
tures. and processes rather than recreating or duplicating 
them. accounting as necessary for nuances speclflc to PHRs, 

Development of a research agenda to identtfy high priorlty 
areas of study. stmiJar to that shown In Table 2 for MHV. Is one 
way to address this issue. Additionally. an organtzanonal 
Infrastructure Is necessary to develop sustainable research 
collaborations. Such Infrastructure can help guide and sup
port research in ways that align with the vision of system 

designers and stakeholders whtle preserving the trust of PHR 
users. 

Discussions with VAresearchers have also identified practical 
tools which can further support research. such as the Incorpo
ratton of a survey engine wtthtn MHV to efflctentfy host sUJ"VeY 
research. The development and dtseemtnatton of a standardized 
data dictloruuy has also been proposed. Such a tool would 

describe relevant data elements important to PHR research. 
along with any data-spectftc constraints. A study currently 
funded by VA Is Ident1f)1ng the data elements and technical 
tnfrastrueture needed to support MHV research.46 For eaeh type 
of PHR data. formal processes must be established In order to 
enable approprtate access for Institutional RevIew Board. (lRB)
approved studies. 

CONCLUSION
 

Significant further work Is needed to understand the use of 

PHRs as integrated tools that complement tradttlonal care. and 
to tdenttfy the impact of their use on patients. providers, 
organizations, and healthcare systems, In particular. Ident::1fy

tng the effect of PHRs on cltnfcal. behavioral. and financial 
outcomes wtll be crtncal in fostertng the cultural transforma
tion and uptake needed to make PHRs an Integral part of the 
fabrtc of healthcare. These interests are well aligned with 
health services research. Organizations that offer a PHR or 
intend to develop one wtlI benefit from eluctdattng spcctftc PHR 
research prtortttes, Ident1fying and addressing research bar

riers. and finding pragmatic ways to support research efforts. 
The lessons that we have thus far learn.ed from our efforts to 

study MHV are not unique to the system itself or to the VA as 

an tnstrtunon. PHRs are new tools intended to support patient
centered healthcare. As such. prtortty must be given to issues 
inherent to PHRs, including data ownership. access, prtvacy. 
and confidentiality. Organtzational polley development must be 
guided by emerging national privacy polley frameworks, provi
sions. and lawS. 4 7 

.
4 8 Technical solutions to foster effectrve 

research programs must be drtven by organizational polley 
that ensures adequate protection for users whHe enabling 

rigorous investigations. Collaboratlve approaches that connect 
PHR system providers with the skills and expertise embodied 
In research communJties are essential to support studies that 
will optJmlze PHRs and their use, At the center of this work is 
the PHR user. As researchers and PHR providers. we must 
offer clear tnformattcn about data management policies. 
prtvacy and eecurtty poltcfes, analysis procedures. and oppor
tunities to participate in research. all while maintaining the 
integrity of consumer trust. Oniy In this way can we enable a 
deeper understanding of the PHR as a contemporary tool and a 

potentially transformatrve force In health care. 
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ABSTRACT

Aims Assess long-term trends of the correlation between alcohol sales data and survey data. Design Analyses of
state alcohol consumption data from the US Alcohol Epidemiologic Data System based on sales, tax receipts or alcohol
shipments. Cross-sectional, state annual estimates of alcohol-related measures for adults from the US Behavioral Risk
Factor Surveillance System using telephone surveys. Setting United States. Participants State alcohol tax authori-
ties, alcohol vendors, alcohol industry (sales data) and randomly selected adults aged � 18 years 1993–2006 (survey
data). Measurements State-level per capita annual alcohol consumption estimates from sales data. Self-reported
alcohol consumption, current drinking, heavy drinking, binge drinking and alcohol-impaired driving from surveys.
Correlation coefficients were calculated using linear regression models. Findings State survey estimates of consump-
tion accounted for a median of 22% to 32% of state sales data across years. Nevertheless, state consumption estimates
from both sources were strongly correlated with annual r-values ranging from 0.55–0.71. State sales data had
moderate-to-strong correlations with survey estimates of current drinking, heavy drinking and binge drinking (range
of r-values across years: 0.57–0.65; 0.33–0.70 and 0.45–0.61, respectively), but a weaker correlation with alcohol-
impaired driving (range of r-values: 0.24–0.56). There were no trends in the magnitude of correlation coefficients.
Conclusions Although state surveys substantially underestimated alcohol consumption, the consistency of the
strength of the association between sales consumption and survey data for most alcohol measures suggest both data
sources continue to provide valuable information. These findings support and extend the distribution of consumption
model and single distribution theory, suggesting that both sales and survey data are useful for monitoring population
changes in alcohol use.
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INTRODUCTION

Given the enormous health, economic and other costs
associated with excessive alcohol use [1,2], monitoring
alcohol consumption and other alcohol use behaviors on
a population-wide basis is important for surveillance, epi-
demiological, programmatic and other purposes [1,3–6].
The two most common methods for obtaining
population-level measures of alcohol use are per capita
consumption estimates based generally on alcohol sales,

taxation or product shipment data [1,3] (referred to here-
after as sales data), and self-reported measures based on
surveys of individuals [3,4].

Per capita alcohol consumption based on alcohol sales
is a widely used measure in alcohol research [1,3], and it
is included as a key surveillance measure in the Healthy
People 2010 objectives for the United States [6]. A sub-
stantial body of evidence from many countries has
shown an association between population-based per
capita alcohol consumption and adverse health effects of

Disclaimer: The findings and conclusions in this report are those of the authors and do not necessarily represent the official position
of the Centers for Disease Control and Prevention or the National Institutes of Health.
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alcohol use, including cirrhosis and other alcohol-specific
conditions, motor vehicle crashes and suicide [7–17].

Alcohol sales data have several advantages: they are
obtained readily and inexpensively; they are measured
relatively uniformly across states; they are not affected by
recall bias as survey data may be; and they can broadly
measure the impact of policies or other interventions
across an entire population [3,4,7,16,18,19]. The major
disadvantage of sales data is that consumption is aver-
aged across an entire population (including non-
drinkers), making it impossible to characterize alcohol
consumption patterns within a population or to compare
alcohol consumption by factors such as age, sex, race/
ethnicity or substate geographic area [4,18,19].

In contrast, survey data based on self-reports can
identify drinking patterns readily among population
groups and are useful for measuring the potential differ-
ential impacts of interventions, such as policy changes or
educational programs, on these subgroups [3,4,19]. The
major disadvantage is that survey data substantially
underestimate alcohol consumption and other alcohol
use measures, such as binge drinking and alcohol-
impaired driving [3,4,19–21]; the extent of this underes-
timation may be increasing because of declining survey
response rates and non-coverage bias, e.g. people in
cellphone-only households are not included in landline-
only telephone surveys [22]. For example, people in
cellphone-only households are much more likely to be
younger adults and to binge drink [22,23].

Somewhat surprisingly, relatively few US studies have
directly examined the association between population-
based per capita alcohol consumption based on state sales
data with self-reported alcohol measures from state
surveys [24–26], and none have done so using data col-
lected within the past 10 years. Smith and colleagues
[26] reported that survey data underestimated per capita
consumption substantially based on sales data among 21
states participating in the 1985 Behavioral Risk Factor
Surveillance System (BRFSS), with the median state
alcohol consumption estimate averaging only 25% of per
capita consumption based on sales data. Nevertheless,
state sales data were correlated strongly with survey esti-
mates of annual consumption, heavy drinking, binge
drinking and alcohol-impaired driving.

Fitzgerald & Mulford [27] found that from 1985 to
1989, per capita alcohol consumption based on sales
data and drinking frequency based on survey data both
declined in most locations in Iowa. Rogers & Greenfield
[28] pooled data from five US telephone surveys from
1989–94 conducted in 48 US states and the District of
Columbia and performed state-specific analyses compar-
ing sales with survey data. They found that, overall,
survey data accounted for 35% of sales data (coverage
rate), with state estimates ranging from 8% in Wyoming

to 60% in North Dakota. They also reported that the cor-
relation coefficient of state coverage rates with state
current alcohol use prevalence was 0.33.

To our knowledge, Smart and colleagues [18] have
conducted the only study examining the association
between sales and survey data over time. Using data
from Ontario, Canada from 1977 to 1997, they corre-
lated sales data with survey measures for any drinking
in the past year, average number of drinks per week;
daily drinking; consuming more than five drinks at a
sitting on a weekly basis; and experiencing two or more
harmful effects from alcohol use. In contrast to
Smith et al. [26], daily drinking was the only survey
measure that correlated with alcohol sales data
(r = 0.94) [18].

To assess the validity and utility of both types of
population-based measures and to relate alcohol expo-
sure to health outcomes at the population level, it is
important to determine if any associations exist currently
between state per capita alcohol consumption based on
sales and alcohol survey measures, and whether such
associations changed over time. To do so, we greatly
extended and updated the original Smith et al. [26] study
and correlated sales-based alcohol consumption data
with self-reported survey measures of alcohol consump-
tion, current alcohol use, heavy alcohol use, binge drink-
ing and alcohol-impaired driving from adults aged � 18
years for nearly all 50 US states using data from 1993
through 2006.

METHODS

Per capita alcohol consumption

We obtained state-specific estimates of apparent per
capita alcohol consumption from the Alcohol Epidemio-
logic Data System (AEDS), which is maintained under the
auspices of the US National Institute for Alcohol Abuse
and Alcoholism (NIAAA). Detailed information about the
AEDS is provided elsewhere [29]. Briefly, the AEDS col-
lects and summarizes state and national data on apparent
per capita alcohol consumption each year, with public
data sets available from 1977 to 2006. Consumption data
are based on state sales, state tax receipts or alcohol ship-
ments from alcohol industry sources for beer, wine and
spirits. In 2006, for example, the AEDS used sales and/or
tax receipts reports from 30 states for beer, 29 states for
wine and 26 states for spirits; all other state estimates
were based on shipment data.

AEDS uses an estimate of average ethanol content for
each type of beverage to convert sales data for the three
types of alcohol-containing beverages into a single esti-
mate of total gallons of pure alcohol consumed. To repli-
cate the analyses used by Smith et al. [26], denominators
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used to estimate per capita consumption from alcohol
sales were based on US Census data for people aged � 14
years. Data were not included for the District of Columbia
because it is not a state. Analyses of per capita consump-
tion data from the AEDS were limited to the same years
for which BRFSS survey data were available.

Survey estimates

Survey data for adult alcohol measures were obtained
from publicly available Behavioral Risk Factor Surveil-
lance System data sets for 1993, 1995, 1997, 1999 and
2001–06 from the Centers for Disease Control and Pre-
vention (CDC); details about the BRFSS are available else-
where [30]. Briefly, the BRFSS obtains state-based
estimates on a variety of health risk measures through
random digit dial telephone surveys of non-
institutionalized people aged � 18 years each year.
Overall, the median state sample sizes for the years
studied ranged from 2045 to 6080. The state median
response rate was 72% in 1993, 69% in 1995, 62% in
1997, 55% in 1999, 51% in 2001, 58% in 2002, 53% in
2003, 53% in 2004, 51% in 2005 and 51% in 2006
[30,31].

We chose 1993 as the starting year for this study for
two reasons. First, from 1993 onwards, all 50 states par-
ticipated in the BRFSS except for Wyoming in 1993 and
Hawaii in 2004. Secondly, the wording of BRFSS alcohol-
related questions and the definitions of alcohol measures
has remained relatively consistent since 1993. The
BRFSS contains alcohol questions that covered current
use, alcohol consumption (frequency and quantity of
alcohol use), binge drinking and alcohol-impaired
driving [30]. Only people who reported current alcohol
use were asked subsequent alcohol questions. All the
alcohol-related questions were asked during each study
year with the exception of alcohol-impaired driving,
which was included in 1993, 1995, 1997, 1999, 2002,
2004 and 2006.

Current drinking was generally defined as having had
at least one alcohol-containing beverage (e.g. beer, wine,
wine cooler, liquor) within the past 30 days or past
month. Alcohol consumption was based on the average
number of days that alcohol was consumed in the past
week or month (frequency) and the average number of
drinks consumed on those days (quantity). Heavy drink-
ing was defined as consuming an average of two or more
drinks per day for men or one or more drink per day for
women.

To 2005, binge drinking was defined as consuming
more than five drinks on an occasion on one or more of
the past 30 days or past month. In 2006, a gender-
specific definition of binge drinking was adopted by the
BRFSS, based on recommendations from NIAAA [32],

and a binge drinking episode was defined as consuming
more than four alcohol-containing beverages on an occa-
sion for women (the more than five drinks cut-point
remained unchanged for men). Alcohol-impaired driving
was defined as having driven more than one time in the
past 30 days or past month after having ‘perhaps too
much to drink’. There were few minor wording changes
to questions over time, with the most common change
being the use of past 30 days rather than past month as a
referent period beginning in 2001.

Analyses

BRFSS state prevalence data were based on the entire
population surveyed (i.e. alcohol and non-alcohol users)
and were weighted to be representative of each state’s
adult non-institutionalized population based on the age,
sex and race/ethnicity of each state’s population using
information available from the US Census Bureau.
Alcohol consumption and heavy drinking data were not
available from California for 1993, 1995 and 1997,
because these alcohol-related questions used in that state
were different from those used in all other states. For all
other years, however, all states used identical alcohol-
related questions.

Data from the frequency and quantity questions in the
BRFSS were converted to average number of drinks con-
sumed per month, and then multiplied by 12 to estimate
the average number of drinks per year. We assumed that
one drink of alcohol (regardless of beverage type) con-
tained 0.6 ounces of alcohol [33], multiplied the average
annual number of drinks per year by 0.6 ounces, and
then divided this number by 128 (the number of ounces
in a gallon) to determine per capita annual alcohol con-
sumption in gallons. BRFSS alcohol consumption esti-
mates were divided by AEDS sales data for each state and
year to determine the proportion (percentage) of con-
sumption estimated by surveys. We calculated state
median, minimum and maximum proportions for each
year; similar state data were also obtained on the preva-
lence of current drinking, binge drinking, heavy drinking
and alcohol-impaired driving.

Linear regression models were created to assess the
strength of association annually between sales and
survey data on (i) average annual per capita alcohol con-
sumption; (ii) current alcohol use prevalence; (iii) binge
drinking prevalence; (iv) heavy alcohol use prevalence;
and (v) alcohol-impaired driving prevalence. For each
model, a b estimate, an r-value (correlation coefficient)
and an R2 value were determined, with sales data as the
dependent variable and the BRFSS estimate as the inde-
pendent variable. Correlations of 0.10–0.29 were consid-
ered weak, 0.30–0.49 moderate and �0.50 strong [34].
Finally, to gain an idea of within-state variability of
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alcohol consumption estimates from sales and survey
data, we calculated quintile rankings in 2006 for alcohol
consumption based on both sources.

RESULTS

From 1993 to 2006, the relationship between estimates
of per capita alcohol consumption from sales and survey
data across states was generally consistent (Table 1), with
median state estimates of alcohol consumption from
surveys accounting for 22.3–31.6% of estimates based
on sales data. However, there was a strong correlation
between the two sources of state estimates over time, with
correlation coefficients (r-values) ranging from 0.55 to
0.71, and b values ranging from 0.16 to 0.22.

The median state prevalence of current, binge and
heavy drinking varied little over the study period (range:
52.1–59.3%; 14.1–16.5%; and 3.4–5.8%, respectively;

data not shown in tables). We found consistently strong
and similar magnitudes of b values and correlation coef-
ficients between state sales-based consumption and
survey estimates of current drinking, binge drinking and
heavy drinking prevalence (Table 2). Correlation coeffi-
cients ranged from 0.57 to 0.65 for current drinking and
from 0.45 to 0.61 for binge drinking, with slight yearly
variations. There was somewhat greater variability in the
correlation between sales data with heavy drinking
prevalence (range: 0.33–0.70). The median state preva-
lence of alcohol-impaired driving also remained relatively
unchanged over time (range: 1.9–2.5%; data not shown
in tables). Although sales data were correlated with
alcohol-impaired driving in all years (Table 3), coeffi-
cients were generally lower and had more yearly varia-
tion (range: 0.24–0.56).

State estimates and quintile rankings from sales and
survey data on alcohol consumption for 2006 are shown

Table 1 State sales versus survey data for alcohol consumption estimates, United States, 1993–2006.

Year

Average annual consumption
(gallons): state median and range

Survey-based consumption as
a percentage of sales-based
consumption: state median
and range

b coefficient
(95% CI)a rb R2Sales data Survey data

1993 2.22 (1.28–4.38) 0.51 (0.25–0.85) 23.3 (13.5–31.5) 0.20 (0.14–0.26) 0.70 0.48
1995 2.19 (1.21–4.12) 0.48 (0.23–0.81) 22.3 (12.6–34.5) 0.16 (0.09–0.23) 0.55 0.29
1997 2.18 (1.25–4.04) 0.51 (0.27–0.83) 23.4 (14.8–30.6) 0.18 (0.12–0.23) 0.67 0.43
1999 2.23 (1.27–4.01) 0.58 (0.28–0.89) 25.0 (15.1–36.7) 0.20 (0.14–0.26) 0.71 0.49
2001 2.23 (1.29–4.00) 0.67 (0.32–1.01) 29.7 (18.0–37.0) 0.21 (0.14–0.27) 0.70 0.48
2002 2.24 (1.31–4.05) 0.71 (0.37–0.97) 31.6 (20.7–40.7) 0.22 (0.14–0.28) 0.66 0.43
2003 2.25 (1.31–4.05) 0.72 (0.33–0.99) 31.6 (16.9–40.7) 0.21 (0.14–0.28) 0.65 0.41
2004 2.27 (1.28–4.07) 0.65 (0.33–0.88) 27.7 (19.0–38.5) 0.19 (0.13–0.25) 0.67 0.44
2005 2.30 (1.26–4.11) 0.64 (0.35–1.17) 28.7 (18.0–38.5) 0.22 (0.15–0.29) 0.68 0.46
2006 2.34 (1.30–4.21) 0.64 (0.30–0.87) 26.4 (17.3–34.8) 0.17 (0.12–0.23) 0.68 0.45

aBased on linear regression analyses; P < 0.001 for all years. bCorrelation coefficient. CI: confidence interval.

Table 2 Relationship between state alcohol sales data and survey data for current alcohol use, binge drinking, and heavy drinking,
1993–2006, based on linear regression models.

Year

Current drinking Binge drinking Heavy drinking

b coefficient (95% CI)a r R2 b Coefficient (95% CI)a r R2 b Coefficient (95% CI)b r R2

1993 0.13 (0.08–0.18) 0.59 0.33 0.04 (0.02–0.06) 0.56 0.30 0.02 (0.01–0.02) 0.66 0.43
1995 0.14 (0.08–0.19) 0.57 0.31 0.04 (0.02–0.06) 0.47 0.21 0.01 (0.00–0.03) 0.33 0.09
1997 0.14 (0.09–0.20) 0.62 0.37 0.04 (0.02–0.06) 0.49 0.22 0.01 (0.00–0.02) 0.40 0.14
1999 0.13 (0.08–0.18) 0.59 0.34 0.05 (0.03–0.07) 0.61 0.36 0.02 (0.01–0.03) 0.63 0.39
2001 0.14 (0.09–0.19) 0.63 0.38 0.04 (0.02–0.06) 0.51 0.25 0.02 (0.01–0.02) 0.66 0.42
2002 0.14 (0.09–0.19) 0.60 0.35 0.04 (0.02–0.06) 0.51 0.25 0.02 (0.01–0.03) 0.64 0.39
2003 0.14 (0.09–0.19) 0.60 0.35 0.04 (0.02–0.06) 0.56 0.30 0.02 (0.02–0.03) 0.70 0.47
2004 0.13 (0.08–0.18) 0.62 0.37 0.03 (0.02–0.05) 0.54 0.27 0.02 (0.01–0.02) 0.64 0.40
2005 0.13 (0.09–0.18) 0.65 0.41 0.03 (0.02–0.05) 0.56 0.30 0.02 (0.01–0.02) 0.66 0.43
2006 0.12 (0.07–0.16) 0.61 0.36 0.03 (0.01–0.05) 0.45 0.19 0.01 (0.01–0.02) 0.59 0.33

aP < 0.001 for all years. bP < 0.001 for all years except 1995 (P = 0.019) and 1997 P = 0.005). CI: confidence interval.
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in Table 4. Consumption estimates from surveys as a per-
centage of sales data ranged from 17.3% in Kentucky to
34.8% in Ohio. States where alcohol consumption esti-
mates from surveys averaged less than 22% from that
based on sales were Nevada, Louisiana, Mississippi, New
Hampshire and Kentucky. For most states, quintile rank-
ings of alcohol consumption from sales and survey data
were similar, but there were a few outliers. For example,
Texas was in the 4th quintile based on sales but in the 1st
quintile based on survey data; Iowa and Ohio were also in
the 4th quintile based on sales but in the 2nd quintile
from survey data. By contrast, states such as Louisiana,
Idaho and South Dakota were in the 2nd quintile based
on sales but in the 4th quintile based on survey data.

DISCUSSION

To our knowledge, this is the first study to examine the
association between per capita alcohol consumption esti-
mates from sales data with population-based survey esti-
mates from all 50 states over time. We found that self-
reported alcohol consumption from estimates from state
surveys accounted for only 22–32% of per capita con-
sumption based on alcohol sales, which was similar to the
estimate of 25% found by Smith et al. using BRFSS data
from 21 states in 1985 [26]. These findings confirm prior
research that self-reports substantially underestimate
alcohol consumption. However, our estimates were lower
than 40–60% as reported by Rehm in a 1998 literature
review [19], and 52% as reported by Kerr & Greenfield
[35] based on a national comparison of sales data with
the 2000 US National Alcohol Survey. They are also
lower than the estimate of 35% reported by Rogers &
Greenfield based on pooled data from 1989–94 [28]. The
use of alcohol-focused surveys, and the inclusion of
graduated frequency and other types of questions related
to alcohol use, may account for the higher consumption
estimates found in these other studies [36].

What was most notable about our results was the
striking consistency of the correlations and regression

Table 3 Relationship between state alcohol sales data and
survey data for alcohol-impaired driving, 1993–2006 based on
linear regression models.

Year b Coefficient (95% CI) P-value r R2

1993 0.01 (0.01–0.02) <0.001 0.56 0.28
1995 0.01 (0.00–0.01) 0.079 0.25 0.04
1997 0.01 (0.00–0.01) 0.023 0.32 0.08
1999 0.01 (0.01–0.02) <0.001 0.55 0.29
2002 0.01 (0.00–0.01) 0.086 0.24 0.04
2004 0.01 (0.00–0.01) 0.002 0.44 0.18
2006 0.01 (0.00–0.01) 0.006 0.39 0.15

CI: confidence interval.

Table 4 State-specific sales and survey estimates of alcohol con-
sumption, 2006.a

State
Per capita
sales (gallons)

Survey per
capita
consumption
(gallons)

Survey-based
consumption as
a percentage of
sales-based
consumption (%)

New Hampshire 4.21 (1) 0.74 (1) 17.5
Nevada 3.70 (1) 0.81 (1) 21.8
Delaware 3.30 (1) 0.82 (1) 24.8
Wisconsin 2.96 (1) 0.87 (1) 29.2
Montana 2.74 (1) 0.68 (2) 24.8
Wyoming 2.74 (1) 0.71 (2) 25.7
North Dakota 2.74 (1) 0.67 (3) 24.6
Alaska 2.73 (1) 0.71(2) 26.1
Florida 2.73 (1) 0.73 (1) 26.6
Colorado 2.69 (1) 0.64 (3) 23.8
Louisiana 2.66 (2) 0.57 (4) 21.6
Vermont 2.62 (2) 0.85 (1) 32.6
Hawaii 2.56 (2) 0.79 (1) 30.9
Massachusetts 2.55 (2) 0.74 (1) 28.9
Oregon 2.53 (2) 0.68 (2) 27.1
Idaho 2.53 (2) 0.60 (4) 23.6
Rhode Island 2.52 (2) 0.76 (1) 30.2
South Dakota 2.48 (2) 0.55 (4) 22.2
Maine 2.47 (2) 0.71 (2) 28.9
Arizona 2.47 (2) 0.68 (2) 27.4
South Carolina 2.46 (3) 0.55 (4) 22.5
Minnesota 2.40 (3) 0.60 (3) 25.1
New Mexico 2.39 (3) 0.58 (4) 24.3
Missouri 2.38 (3) 0.62 (3) 26.0
Nebraska 2.35 (3) 0.56 (4) 23.8
Illinois 2.33 (3) 0.66 (3) 28.4
New Jersey 2.32 (3) 0.59 (4) 25.3
Connecticut 2.32 (3) 0.67 (3) 29.1
California 2.29 (3) 0.71 (2) 31.0
Mississippi 2.25 (3) 0.42 (5) 18.9
Washington 2.24 (4) 0.67 (3) 29.9
Texas 2.24 (4) 0.76 (1) 34.0
Maryland 2.19 (4) 0.60 (4) 27.2
Iowa 2.19 (4) 0.71 (2) 32.4
Michigan 2.17 (4) 0.68 (2) 31.1
Pennsylvania 2.12 (4) 0.61 (3) 29.0
Virginia 2.10 (4) 0.61 (3) 29.1
Georgia 2.06 (4) 0.50 (5) 24.4
Indiana 2.00 (4) 0.56 (4) 28.0
Ohio 2.00 (4) 0.70 (2) 34.8
New York 1.99 (5) 0.64 (3) 31.9
Alabama 1.97 (5) 0.45 (5) 22.6
North Carolina 1.97 (5) 0.45 (5) 22.7
Kansas 1.94 (5) 0.52 (5) 26.7
Tennessee 1.89 (5) 0.47 (5) 24.7
Kentucky 1.83 (5) 0.32 (5) 17.3
Arkansas 1.82 (5) 0.55 (4) 30.0
West Virginia 1.74 (5) 0.41 (5) 23.4
Oklahoma 1.51 (5) 0.49 (5) 32.4
Utah 1.30 (5) 0.30 (5) 23.1
Median 2.34 0.64 26.4
Range 1.30–4.21 0.30–0.87 17.3–33.8

aNumbers in parentheses represent the quintile (from highest to lowest) of
each state for alcohol consumption.
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coefficients over time between estimates of state per
capita consumption from sales data with survey data for
current, binge and heavy drinking. Our study’s findings
were similar to those found in the Smith study for these
measures (correlation coefficients of 0.81, 0.74 and
0.59, respectively) [26], although the magnitudes were
slightly lower. State alcohol consumption sales data were
also correlated with survey estimates of alcohol-impaired
driving over time, although the relationship was less
strong and consistent; by comparison, Smith et al. [26]
found a correlation coefficient of 0.51. The consistency of
our findings over time suggests that the declining survey
response rate and increasing percentage of cellphone
households had little effect on the observed correlations,
at least to 2006 [37].

Our findings contrast with those of Smart and col-
leagues based on 1977–97 data from Ontario, who found
little correlation between alcohol consumption based on
sales data with most survey-based alcohol measures [18].
Reasons for these differences are unclear, but may be the
result of different years of study; inclusion of different
alcohol survey measures; differences in alcohol consump-
tion patterns; or Smart et al.’s analyses of a more limited
number of data points from a single province.

The quintile rankings of states for per capita alcohol
consumption based on sales were generally similar to
those based on survey data, although there were larger
differences for a handful of selected states. Reasons for the
within-state differences in sales versus survey data for
alcohol consumption cannot be gleaned from these data.
We speculate that they may stem from cross-border sales
(i.e. where large differences in tax policies exist among
neighboring states, such as New Hampshire), from non-
resident purchases of alcohol-containing beverages in
states with high levels of tourism or gaming (e.g. Louisi-
ana, Mississippi, Nevada) or from relatively higher or
lower consumption of non-commercially produced
alcohol in some states.

The strong relationship we found between per capita
consumption estimates based on sales data with specific
patterns of alcohol use based on survey data (e.g. binge
drinking), as well as the relationship between alcohol
sales data with various alcohol-related outcomes
observed in prior research [7–17], provide some support
for the distribution of consumption model, the single dis-
tribution theory and similar frameworks [7,18,38–40].
These frameworks, despite their limitations, posit that
alcohol consumption in populations occurs in a relatively
fixed distribution such that per capita consumption based
on sales data provide a useful proxy for excessive alcohol
use and its related harms [18]. For example, in the United
States the top 5% of alcohol users account for about 40%,
and the top 20% of users for about 90%, of all sales of
alcohol-containing beverages [41]. Empirical evidence

for these theoretical frameworks is supported further
because half the alcohol consumed in the United States is
consumed during days where drinkers consume five or
more drinks [42].

This study has limitations. For sales data, alcohol sold
may not represent actual consumption because people
may store beverages and alcohol wastage is not taken into
account [3]. Assumptions were made about the average
alcohol content for each type of beverage [29], but the
volume and percentage of alcohol varies by type of bev-
erage and has changed over time [36]. Alcohol brought
into states from other places or made by individuals them-
selves (e.g. moonshine) is not included. Consumption by
tourists or by people on military bases may affect esti-
mates. There were differences in the age groups for
denominators used in the two data sources, with sales
data based on the population aged � 14 years and BRFSS
data based on people aged � 18 years.

There were additional limitations associated with
survey data [4,19], and the BRFSS in particular [30,43].
Under-reporting because of social desirability [44] is a
well-known phenomenon. Usual quantity and frequency
of alcohol use within the past week or 30 days (month)
was projected over a 1-year period. Younger people, par-
ticularly men, are individuals who are at greater risk for
heavier alcohol use but they are also less likely to have
landline telephones or respond to surveys [23]. People on
military bases are not part of the BRFSS sample. Esti-
mates of alcohol consumption are based on average
alcohol content in beverages. Similar to other telephone
surveys [22], there have been declines in response rates to
the BRFSS, although the impact of this decline on alcohol
measures is not clear. There were slight variations in
BRFSS survey questions over time, but this appears to
have had little impact. Survey-based consumption esti-
mates would probably have been higher if beverage-
specific, graduated frequency or context-specific
questions were used [4,19–21,45–47].

We did not use indexing to adjust average alcohol con-
sumption and account for the number of drinks con-
sumed during binge episodes [48,49]. In a study using
2003 BRFSS data on the quantity and frequency of
alcohol consumption among US adults, Stahre and col-
leagues [48] found that indexing average daily alcohol
consumption to account for binge drinking episodes
increased per capita daily alcohol consumption by 14%
and heavy drinking prevalence by 42%. Indexing BRFSS
data for binge drinking using the Stahre et al. approach
from 2003 to 2006 would have increased the median
estimates of per capita alcohol consumption to 31–36%
of sales data.

Our findings have important implications for public
health surveillance on excessive alcohol consumption
and related harms, and for the evaluation of population-
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based programs to prevent excessive drinking. First, they
affirm that both per capita sales and survey data are
useful for assessing trends in alcohol consumption and
that each provides a somewhat different perspective on
alcohol consumption at both the national and state
levels. Secondly, despite clear differences in sales- and
survey-based estimates of per capita alcohol consump-
tion, these two measures correlate quite well at the state
level and can provide a useful basis for planning and
evaluating prevention programs in states.

Finally, our findings show that alcohol consumption is
even more substantially under-reported than reported
elsewhere, thus current BRFSS estimates of key patterns
of alcohol consumption such as binge drinking are prob-
ably only capturing a third or less of the actual amount of
alcohol consumed by US adults. This emphasizes the need
to continue monitoring both per capita sales and survey-
based measures of alcohol consumption [1,50].
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NEwMAN ET AL.2

INCREASES in longevity of the general population world-
wide are an unprecedented phenomenon with significant 

health and social impact. Although environmental factors 
have led to an increase in life span, there is ample evidence 
that genetic factors are involved in extreme longevity both 
in humans (1–7) and in other organisms (8). The protective 
genetic factors that lead to longevity are likely to involve 
fundamental processes of aging that may be different from 
those associated with early mortality or premature onset of 
age-related diseases in younger individuals. The mecha-
nisms of aging in humans are far from understood, but avail-
able evidence suggests that several pathways—inflammation, 
oxidative stress and stress responses, cellular senescence, 
DNA damage and repair, and the growth hormone or insulin-
like growth factor and insulin (GH, IGF, INS) axis—may 
play key roles (9–12). Model organisms suggest that inhibit-
ing the GH, IGF, or INS axis, which is involved in regulat-
ing cell proliferation, cell death, wound repair, and 
metabolism, may promote longevity by reducing oxidative 
stress and slowing the rate of cell replication and the accu-
mulation of somatic-cell DNA mutations (13). There is also 
evidence for other important pathways such as the heat-
shock proteins and heat-shock factors that are highly con-
served across species and play a role in prolongevity 
transcription pathways. Clinical and epidemiological inves-
tigations, including candidate gene studies, have suggested 
that inflammation pathways may affect life span and risk of 
age-related conditions such as cardiovascular disease (CVD) 
and its risk factors (14–19). A combination of multiple genetic 
variants may be required for an individual to achieve excep-
tional longevity, which may account in part for its rarity.

Two previous studies have used whole-genome screening 
to identify genetic variants associated with longevity 
(20,21). In a linkage analysis, the earliest report (20) identi-
fied a locus on chromosome 4 that has not been replicated. 
A recent report from the Framingham Heart Study (FHS) 
(22) identified modest associations between longevity (or 
age at death) and single-nucleotide polymorphisms (SNPs) 
in or near important candidate genes, including FOXO1A, 
GAPDH, KL, LEPR, PON1, PSEN1, SOD2, and wRN, but 
none of the associations achieved conventional levels of sta-
tistical significance; the sample size was modest, and the 
genotyping platform did not cover the genome well by cur-
rent standards. The advent of genome-wide association 
studies (GWAS) has successfully led to the discovery of 
novel genetic variants that have strong evidence for replica-
tion and that are outside of traditional candidate gene re-
gions for several common diseases (23–29). The detection 
of novel genetic variants associated with longevity holds the 
promise to provide important insights to biologic pathways 
in the aging process and thus the potential to develop inno-
vative strategies to promote a long and healthy life.

We conducted a meta-analysis of GWAS findings for lon-
gevity within an international consortium of four longitudi-
nal community-based cohort studies that followed adults 
over many years. Longevity was defined as survival to age 
90 years or older, and a comparison group was drawn from 
each cohort. Furthermore, we identified two independent 
cohorts of long-lived individuals, the Leiden Longevity 
Study cohort and the Danish 1905 cohort, to evaluate initial 
findings for the strongest allelic associations for longevity 
in a second discovery stage.

Address correspondence to Anne B. Newman, MD, MPH, Department of Epidemiology, Graduate School of Public Health, 130 North Bellefield Avenue, 
Suite 500, University of Pittsburgh, Pittsburgh, PA 15213. Email: newmana@edc.pitt.edu

Background. Genome-wide association studies (GWAS) may yield insights into longevity.

Methods. We performed a meta-analysis of GWAS in Caucasians from four prospective cohort studies: the Age, Gene/
Environment Susceptibility-Reykjavik Study, the Cardiovascular Health Study, the Framingham Heart Study, and the 
Rotterdam Study participating in the Cohorts for Heart and Aging Research in Genomic Epidemiology (CHARGE) Con-
sortium. Longevity was defined as survival to age 90 years or older (n = 1,836); the comparison group comprised cohort 
members who died between the ages of 55 and 80 years (n = 1,955). In a second discovery stage, additional genotyping 
was conducted in the Leiden Longevity Study cohort and the Danish 1905 cohort.

Results. There were 273 single-nucleotide polymorphism (SNP) associations with p < .0001, but none reached the 
prespecified significance level of 5 × 10−8. Of the most significant SNPs, 24 were independent signals, and 16 of these 
SNPs were successfully genotyped in the second discovery stage, with one association for rs9664222, reaching 6.77 × 
10−7 for the combined meta-analysis of CHARGE and the stage 2 cohorts. The SNP lies in a region near MINPP1 (chro-
mosome 10), a well-conserved gene involved in regulation of cellular proliferation. The minor allele was associated with 
lower odds of survival past age 90 (odds ratio = 0.82). Associations of interest in a homologue of the longevity assurance 
gene (LASS3) and PAPPA2 were not strengthened in the second stage.

Conclusion. Survival studies of larger size or more extreme or specific phenotypes may support or refine these initial 
findings.

Key Words: Longevity—Genome-wide association study—Meta-analysis.
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 GENOME-wIDE ASSOCIATION STUDY OF LONGEVITY 3

Methods

Cohorts for Heart and Aging Research in Genomic 
Epidemiology Consortium

The Cohorts for Heart and Aging Research in Genomic 
Epidemiology (CHARGE) Consortium was convened to pro-
mote the discovery of new genomic loci involved in multiple 
complex traits in population-based follow-up studies using 
genome-wide association analysis (30). This meta-analysis 
used data from the CHARGE Consortium, which includes the 
Age, Gene/Environment Susceptibility-Reykjavik Study (AG-
ES-Reykjavik) (31), the Cardiovascular Health Study (CHS) 
(32), FHS (33–36), and the Rotterdam Study (RS) (37).

The AGES-Reykjavik was funded by the National Insti-
tute on Aging (NIA) and was designed to examine genetic 
susceptibility and environmental interactions as risk factors 
for disease and disability in old age. Detailed phenotyping 
of the cardiovascular, neurocognitive, musculoskeletal, and 
body composition and metabolism was conducted in 5,764 
men and women enrolled in 2002–2006 who were sampled 
from the 11,549 survivors of the AGES-Reykjavik of 30,000 
men and women sampled from the 1907–1935 birth cohort 
(31). The CHS is a National Heart Lung and Blood Institute 
(NHLBI) contract-funded cohort study designed to evaluate 
risk factors for coronary heart disease (CHD) and stroke in 
older adults (32). Participants (n = 5,201) were recruited  
in 1989–1990, with an additional 687 minorities recruited 
in 1992–1993. The FHS is an NHLBI contract-funded co-
hort study initiated in 1948 to study determinants of CVD 
and other major illnesses. The original cohort comprised 
5,209 men and women aged 28–62 years at enrollment who 
have undergone routine biennial examinations (33,34). In 
1971, 5,124 offspring of the original cohort participants and 
offspring spouses, aged 5–70 years, were enrolled into the 
Framingham Offspring Study. Offspring participants have 
been examined approximately every 4–8 years (35,36). In 
the 1990s, DNA was obtained for genetic studies from sur-
viving original cohort and offspring participants. The RS 
was planned and designed in the early 1990s as a longitudi-
nal study investigating the incidence and progression of dis-
eases in the elderly participants. From 1991 to 1995, all 
inhabitants of Ommoord, a district of Rotterdam in the 
Netherlands, who were aged 55 years or older, were invited 
to participate in this study (38). Of 10,275 eligible individu-
als, 7,983 agreed to participate (78%). The participants in 
the CHARGE studies are Caucasian by self-report. In each 
CHARGE study, population structure was assessed using 
principal components analysis, and outliers were removed. 
Any remaining within-study structure was adjusted for us-
ing appropriate methods (39). The details of each participat-
ing cohort study’s genotyping platform, imputation 
algorithm, and quality control procedures used by each 
study are summarized in Supplementary Table 1. Each study 
was approved by the respective Institutional Review Board, 
and all participants provided consent.

Longevity and Comparison Group Definitions
In the present study, achievement of longevity was de-

fined as reaching age 90 years or older, regardless of whether 
the participants were still living or had since died. Geno-
typed participants from these studies who died between the 
ages of 55 and 80 years were used as the comparison group. 
The comparison group was limited to deceased participants 
to ensure that no one in the comparison group could subse-
quently achieve longevity. The minimum age at death was 
set to match the minimum age at enrollment in the RS to 
promote age comparability of the comparison group across 
the four cohorts. The maximal age at death in the compari-
son group was set arbitrarily at age 80 years to include the 
majority of deaths, to maximize the overlap between birth 
cohorts, and to exclude those persons who survived far be-
yond average life expectancy for their respective birth co-
hort, that is persons who nearly reached longevity. Because 
of the timing of recruitment, DNA collection, and death, 
there was only partial overlap of the birth cohorts included 
in the comparison groups and the group of persons achiev-
ing longevity. Only Caucasian participants were included. 
Across the four studies, there were 1,836 persons who 
achieved longevity (144 from AGES-Reykjavik, 557 from 
CHS, 362 from FHS, and 773 from the RS), and the com-
parison group had 1,955 participants (122, 544, 355, and 
934 participants from the AGES-Reykjavik, CHS, FHS, and 
RS, respectively). To facilitate comparison of results across 
studies, we imputed to 2.5 million SNPs using the HapMap 
Centre d’Etude du Polymorphisme Humain European An-
cestry–genotyped samples as a reference. The effective 
sample size for all but one of the top SNPs was more than 
80% of the full sample size of 3,791, indicating that the 
SNPs that were not directly genotyped were imputed well in 
most studies.

Second Discovery Stage Genotyping
Among the top 24 independent regions with the strongest 

associations for longevity in the four-study meta-analysis 
(p < 10−4), we selected the 22 SNPs that had been tested in all 
four CHARGE cohorts in two additional Caucasian cohorts: 
the Leiden Longevity Study cohort and the Danish 1905 
cohort. We excluded the two SNPs that could not be geno-
typed or imputed in all four CHARGE cohorts. Of the 22 
SNPs selected for genotyping, 2 could not be genotyped 
and 4 did not pass quality control procedures; thus, 16 SNPs 
were analyzed in the second stage.

In the “Leiden Longevity Study” (7,40), a total of 950 
long-lived proband siblings (mean age 94 years, range 89–
104 years), 1,750 offspring (mean age 61 years, range 39–
81 years), and 758 partners of offspring (mean age 60 years, 
range 36–79 years) were included. The additional genotyp-
ing of selected SNPs was undertaken in all 950 long-lived 
probands, and these were compared with the 744 partners of 
their offspring and an additional 680 blood bank donors 
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(60% men, mean age 31 years, range 18–40 years). All 
long-lived individuals and the comparison groups were 
from the Leiden area in the Netherlands and of European 
ancestry.

Participants in the “Danish 1905 Cohort Survey” are from 
the Danish 1905 birth cohort ascertained in 1998 when they 
were aged 92–93 years (41). Of the 3,600 participants alive 
from that cohort, 2,262 participants enrolled in the study. 
Participants underwent a home-based interview on health 
and lifestyle parameters, physical and cognitive tests, and 
collection of biologic material. The current genetic study 
comprises a total of 1,644 participants from this survey, 
mean age 93 years (range 92–93 years), 28% men. A com-
parison group included 2,007 Caucasians who were twins 
(one twin per pair) collected from all over Denmark, with a 
mean age of 57 years (range 46–68 years), 45% men.

Second Discovery Stage Genotyping Methods
Genotyping of the selected SNPs was performed using  

an iPLEX genotyping assay developed for use with the 
MassARRAY platform (Sequenom, Inc., San Diego, CA) 
(42). The iPLEX genotyping assay is based on mass spec-
trometry and enables genotyping of 25–36 custom SNPs on 
a sample in a single reaction. For the purposes of quality 
control, the system first automatically calls the genotypes 
and then generates cluster plots for all SNPs that are in-
spected individually by experienced technicians who check 
whether the plots show clear separation of the genotype 
clusters. There were two SNPs that did not pass quality con-
trol and two SNPs where no heterozygotes could not be de-
tected; thus, lack of Hardy–Weinberg equilibrium was the 
quality control. Negative controls were included in the 
genotyping procedure (8 per 384-well plate), and impor-
tantly, 4% of samples were genotyped twice to confirm re-
producibility (reproducibility was ≥99.7%).

Statistical Analysis
Using logistic regression, each imputed and observed 

HapMap SNP was tested for association with the longevity 
outcome using an additive genetic model adjusting for sex. 
The mean dosage of one of the alleles (a value between 0 
and 2) was the predictor for imputed SNPs. The CHS addi-
tionally adjusted for field study site in the regression model, 
and the FHS used generalized estimating equations to ac-
count for familial correlations. We used the ratio of observed 
to expected variance in the imputed SNP genotype counts 
as a quality control metric for imputed SNPs (43). This ra-
tio, multiplied by the sample size, is an estimate of the ef-
fective sample size. In the imputation software MaCH, this 
ratio is called r2 as it is an estimate of the allelic correlation 
between the imputed genotypes and the true genotypes for 
the SNP. A total of 2,287,520 SNPs that had average minor 
allele frequency greater than 0.01 and were genotyped or 
imputed in all studies with variance ratio greater than 0.1 

were meta-analyzed. The study-specific inflation factors 
(lGC) were computed using the set of chi-square statistics 
used for the meta-analysis for each study. The inflation fac-
tor is computed as the median of all chi-square statistics 
divided by the expected median of the statistics (approxi-
mately 0.456) for a chi-square distribution with 1 df. We 
calculated a meta-analysis odds ratio (OR) for each SNP 
using a fixed-effects model that combined logistic regres-
sion parameters and standard errors across the studies using 
inverse variance weights. The meta-analysis OR represents 
the increase in log-odds of surviving to age 90 years or older 
versus dying between ages 55 and 80 years for each addi-
tional copy of the minor allele of the SNP. SNP associations 
were considered to be significant on a genome-wide level at 
p < 5 × 10−8. The 16 SNPs in the second discovery phase 
effort were analyzed in the two study samples using an ad-
ditive model. The results were added to the previous meta-
analysis using a fixed-effects model as described earlier. 
Finally, using the top 24 results, we conducted a pathway 
analysis with the Database for Annotation, Visualization 
and Integrated Discovery (http://david.abcc.ncifcrf.gov/).

Results
Table 1 provides the characteristics of the persons achiev-

ing longevity and the comparison group in each of the four 
CHARGE discovery cohorts at the time of DNA collection. 
In line with the design of the study, persons achieving lon-
gevity were 10–20 years older than participants in the com-
parison group at baseline and were more likely to be women. 
Between 45% and 83% of those achieving longevity were 
still alive at the time that longevity status was ascertained. 
Among those who had died, the distributions of causes of 
death differed between those achieving longevity and the 
comparison group. Whereas 6%–12% of those achieving 
longevity died of cancer, more than 30% of the comparison 
group had death attributed to cancer. The prevalence of dia-
betes and a history of ever smoking were higher in the com-
parison group than in persons achieving longevity. The 
baseline prevalence of other cardiovascular risk factor lev-
els showed substantial overlap between the two groups.

The genomic control inflation factor lambda (lGC) for 
each cohort was less than 1.05 (45). After meta-analysis, 
overall inflation of the meta-analysis p values was minor 
(lGC = 1.034; Figure 1). None of the SNP–longevity asso-
ciations achieved the prespecified level of genome-wide 
significance of p < 5 × 10−8 (Figures 1 and 2). There were 
273 SNP associations with meta-analysis p < 10−4, and of 
these, 7 SNP associations had p < 10−5 (Supplementary 
Table 2). Under the null hypothesis that there are no asso-
ciations in the genome, we would expect 0.0001 × ~2.3 mil-
lion = ~230 hits. Table 2 shows the top 24 independent 
SNPs associated with longevity along with the number of 
supporting SNPs (additional SNPs with linkage disequilib-
rium r2 > .80 and p < 10−4). Thus, for example, there were 
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 GENOME-wIDE ASSOCIATION STUDY OF LONGEVITY 5

Table 1. Characteristics of Longevity Cases and Comparison Group at DNA Collection

Characteristic, M (SD) or %

CHS Framingham Heart Study Rotterdam Study AGES-Reykjavik

Survival Age to  
>90 y, n = 557

Comparison  
Group, n = 544

Survival Age to  
>90 y, n = 362

Comparison  
Group, n = 355

Survival Age to  
>90 y, n = 773

Comparison  
Group, n = 934

Survival Age to  
>90 y, n = 144

Comparison  
Group, n = 122

Age at DNA draw, y 79.6 (4.5) 69.5 (3.0) 87.3 (3.8) 66.5 (6.9) 83.7 (5.53) 66.5 (5.37) 88.0 (2.4) 73.8 (3.2)
Women, % 61 54 70 34 79 41 56 43
Alive, % 45 0 36 0 33 0 83 0
Cause of death*

 CVD, % 39 33 22 23 34 32 48 39
 Cancer, % 10 40 9 45 6 39 12 38
 Other, % 50 27 57 25 52 27 40 23
 Unknown, % 0.3 0.2 12 6 7 2 0 0
Body mass index, kg/m2 25.5 (3.9) 26.6 (5.2) 26.0 (4.1) 28.0 (5.5) 26.8 (3.81) 26.3 (3.75) 25.9 (4.0) 27.4 (4.7)
Ever smoker, % 40 70 54 81.0 29 43 49.3 80
Hypertension, % 57 53 68 75 40 40 83 80
Diabetes, % 8 20 8 22 6 8 8 11
Total cholesterol, mg/dL 210.5 (40.2) 212.2 (38.7) 198.8 (38.1) (204.7 (47.1) 248 (49.4) 254 (46.8) 207.6 (44.3) 224.44 (42.7)

Notes: In the CHS, ever smoking was defined as having smoked more than 100 cigarettes or five packs during the participant’s lifetime; hypertension was defined 
as a systolic blood pressure 140 mmHg or more or a diastolic blood pressure 90 mmHg or more or a history of hypertension and taking antihypertensive medication; 
diabetes was defined as fasting glucose more than 125 mg/dL or use of insulin or oral hypoglycemic medications. In Framingham Heart Study, ever smoking was 
defined as self-reported cigarette smoking of at least 1 cigarette/d for a year at any attended examination; total serum cholesterol was measured using an automated 
enzymatic procedure (44); hypertension was defined as blood pressure 140/90 mmHg or more or on antihypertensive medication; diabetes was defined as fasting 
blood glucose more than 125 mg/dL, a random blood glucose of more than 200 mg/dL, or use of insulin or oral hypoglycemic agents. In the Rotterdam Study, ever 
smoking was defined as self-reported ever smoking (cigarette, cigar, or pipe); hypertension was defined as systolic blood pressure 160 mmHg or more and/or diastolic 
blood pressure 100 mmHg or more and/or blood pressure–lowering medication with an indication for hypertension; total serum cholesterol was measured using an 
automated enzymatic procedure (40); diabetes was defined as self-reported diabetes at baseline. In the AGES-Reykjavik, ever smoking was defined as having smoked 
more than 100 cigarettes in one’s lifetime; total serum cholesterol was measured using an automated enzymatic procedure (40); hypertension was defined as systolic 
blood pressure 140 mmHg or more, diastolic blood pressure 90 mmHg or more, use of antihypertensive medications, or self-report; diabetes was defined as fasting 
glucose more than 125 mg/dL, use of insulin or oral hypoglycemic medications, or self-report. AGES-Reykjavik = Age, Gene/Environment Susceptibility-Reykjavik 
Study; CHS = Cardiovascular Health Study; CVD = cardiovascular disease.

* As a proportion of all deaths for those in the survival to age 90 years or older group.

19 supporting SNPs on chromosome 15 in or near the lon-
gevity assurance homologue 3 (LASS3) gene, with the 
strongest association (OR = 0.79, p = 1.2 × 10−5) noted for 
rs8029244. The study-specific ORs for the 24 SNP associa-
tions shown in Table 2 were in the same direction and were 

of similar magnitude across the four cohorts (Figure 3; 
Supplementary Table 3).

Of the 24 strongest independent regions shown in Table 
2, the 22 SNPs tested in all four CHARGE cohorts were 
selected for further evaluation, and 16 were successfully 
genotyped in the second stage cohorts. Only 1 of the 16 
SNPs had a smaller p value after including the replication 

Figure 1. Quantile–quantile plot for the 2,287,520 single-nucleotide poly-
morphisms in the meta-analysis of survival to age 90 years or older.

Figure 2. Plot of genome-wide association study for longevity meta-analysis 
(persons surviving to age ≥90 years, n = 1,836, and comparison group, n = 1,955) 
showing the −log10 (p values) based on the fixed-effects meta-analysis by chro-
mosome. Line indicates threshold for genome-wide significance of 5 × 10−8.
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studies in a joint meta-analysis, with the p value decreasing 
about 10-fold, from 1.61 × 10−5 to 6.77 × 10−7 and corre-
sponding OR of 0.82. This SNP, rs9664222, is ~25 kb from 
the MINPP1 gene (Figure 4). In the CHARGE analysis, the 
minor allele was associated with a lower odds of survival 
past age 90 (OR = 0.77). The Leiden study yielded a similar 
effect estimate (OR = 0.76, p = .0014), whereas the Danish 
study showed a nonsignificant trend in the same direction 

(OR = 0.92, p = .19). Findings for the other SNPs were in-
consistent in direction of association such that the meta-
analysis p values increased with inclusion of the second 
stage cohorts (Supplementary Table 3). Pathway analysis 
did not reveal significant findings in the top associations, 
though some groupings were biologically plausible.

Discussion
The CHARGE Consortium collaboration allowed us to 

conduct a meta-analysis of GWAS for longevity in a sample 
of long-lived individuals and a corresponding comparison 
group derived from the same longitudinal community-based 
cohort studies. Although none of the SNP associations for 
longevity in the first discovery phase achieved prespecified 
level of genome-wide significance, a polymorphism associ-
ated with the MINPP1 genes was among the strongest as-
sociations observed in our sample, with effect sizes that 
were similar within the four cohorts. The finding related to 
the MINPP1 gene was strengthened after including two ad-
ditional cohorts in a second discovery phase but did not 
reach genome-wide significance. Among the top 10 associa-
tions in the initial meta-analysis, additional SNP associa-
tions of potential interest in longevity include SNPs in or 
near LASS3, ACCN1, IL20RB, and PAPPA2. These SNPs 

Figure 3. Study-specific odds ratios (ORs) and 95% confidence intervals for 
MINPP1 (rs9664222) longevity association.

Note: AGES-Reykjavik = Age, Gene/Environment Susceptibility-Reykjavik 
Study; CHS = Cardiovascular Health Study; FHS = Framingham Heart Study.

Figure 4. Regional plot for rs9664222 near MINPP1.
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are near genes that have not previously been reported to be 
associated with longevity in human populations but are in-
teresting because these genes are conserved in basic bio-
logic pathways.

The MINPP1 gene codes multiple inositol polyphosphate 
phosphatases, which are compartmentalized to the endo-
plasmic reticulum lumen. MINPP1-deficient mice have no 
obvious defects, though targeted deletion in vitro is associ-
ated with slowed cellular proliferation (46). There is no evi-
dence that this SNP is functional; furthermore, its distance 
from the gene shows that it is not in strong linkage disequi-
librium with SNPs in MINPP1 (47). However, it is well 
known that important regulatory elements are found outside 
of genes. This SNP is within 50 kb of two copy number 
variants. The finding of an SNP near a gene regulating pro-
liferation is intriguing because of the higher rate of cancer 
death in the comparison group.

The initial finding in the LASS3 gene region was of inter-
est because of the historical association of its homologue 
with longevity in yeast (46). The LASS gene family contains 
a group of highly conserved genes that are found in all eu-
karyotic species. LASS isoforms are mammalian homo-
logues of the yeast longevity assurance gene 1, which 
encodes a protein that regulates life span (48). The strongest 
association was noted for rs8029244; this SNP is in the in-
tronic enhancer region of the LASS3 gene. LASS3 is a mem-
ber of the ceramide synthase family, which is important in 
sphingolipid metabolism, cell differentiation, cell cycling, 
and apoptosis (46). LASS3 may be involved in sphingolipid 
synthesis or its regulation (49).

IL20RB, interleukin 20 receptor beta IL-20, plays a role 
in skin inflammation and the development of hematopoi-
etic cells (50) and is of interest because of the strong asso-
ciations of inflammation with the aging process (51). IL-20 
is a pleiotropic cytokine with potent inflammatory, angio-
genic, and chemoattractive characteristics and is involved 
in inflammatory diseases, such as psoriasis, atherosclero-
sis, and rheumatoid arthritis (50). The ACCN1 gene en-
codes amiloride-sensitive sodium channels with two 
hydrophobic transmembrane regions and a large extracel-
lular loop, which has many cysteine residues with con-
served spacing (52,53). The member encoded by this gene 
may play a role in neurotransmission. ACCN1 was found to 
be associated with multiple sclerosis (54). Pregnancy-asso-
ciated plasma protein A2 (PAPPA2) is a metalloproteinase 
regulating local insulin-like growth factor pathway action 
(55). Genetic deletion extends life span in the mouse by 
30%–40% (56) and is characterized by delay in thymic in-
volution (57) and low rates of tumor incidence (56). Al-
though the associations reported here did not reach the a 
priori specified level of significance, the findings are im-
portant to report so that they can be replicated in studies 
without whole-genome genotyping and compared with fu-
ture studies, such as in centenarian studies and family stud-
ies of longevity. Effect size estimates noted here support 

the likelihood that longevity is a complex process, in that 
there were no variants with large effects, supporting the 
hypothesis that there may be many genes with small effects 
that contribute to longevity.

The strengths of this study include the community-based 
prospective design and the long-term follow-up of these co-
horts. In all cases, vital status was confirmed using death 
certificates and hospital records. Another strength was our 
ability to use controls that were equally well characterized 
and were drawn from within the same cohorts. The number 
of long-lived individuals reported here is very large relative 
to other studies in the literature, allowing greater ability to 
identify SNPs with small effects. The cohorts were rela-
tively homogeneous with respect to ancestry, limited to 
Caucasians of European decent. Our top associations were 
homogeneous across cohorts. Screening for latent popula-
tion substructure also supported ethnic homogeneity. Thus, 
the findings reported are less likely to be due to population 
stratification.

There are important aspects of the study that need to be 
kept in mind when interpreting the results. The differences 
in causes of death in the longevous individuals versus the 
comparison groups are expected as death from cancer tends 
to occur earlier in life than death from heart disease or de-
mentia. Many of the long-lived people are still alive and we 
do not yet know what their ultimate cause of death will be, 
but it is likely that cancer will be underrepresented among 
persons achieving longevity. Power remains a limitation. 
Thus, future GWAS aiming to identify variants for this phe-
notype will have to consider small effect sizes and target a 
sample size larger than our nearly 2,000 long-lived persons. 
DNA collection in cohort studies is a recent enough phe-
nomenon that relatively few cohort members who had DNA 
collected have had the opportunity to survive to age 90 
years. Continuous study of these and other similarly  
designed cohorts will allow us to extend this study to larger 
numbers and to older ages.

In our case comparison analysis, we attempted to account 
for birth cohort, but the overlap between birth year of the 
comparison group and of the long-lived participants was 
limited. Further follow-up of these cohorts is needed to in-
crease our ability to examine potential birth cohort effects. 
The study design of the cohorts examined in the second 
stage was different from the initial four-study CHARGE 
meta-analysis in that the comparison groups were derived 
from younger participants, living and deceased, who were 
not from the same cohort as the individuals achieving lon-
gevity. Certainly, there are important environmental factors 
that would be necessary for the fulfillment of the genetic 
potential for longevity. Heterogeneity in environmental ex-
posures and gene–environment interactions require further 
study. Finally, these results cannot be extended to popula-
tions of other ancestry.

In conclusion, this meta-analysis of GWAS data for  
longevity from four large cohorts and two additional  
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cohorts has implicated several genes involved in conserved  
basic mechanisms of cellular function. Analysis of more  
extreme survival phenotypes such as centenarians, addi-
tional follow-up to increase sample size in these cohorts for 
this phenotype, or evaluation of more specific phenotypes 
such as disease-free survival may support and refine these 
initial findings.
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Across Down
1. The vowels
6. Start of Frederick Douglass quote,

‘‘____free.’’
10. Nimble
14. Rioja and tempranillo in Catalan
15. Heart and _____
16. Popular choice in the cookie aisle
17. Stared at
18. Of all sorts
19. Hosp. unit for children
20. Letters To Those ______,

Paulo Friere
23. iPhoneTM network
24. Before
25. Diadem
29. Destroying a cell membrane
32. Braced
34. What the card player did
37. Red Book author
38. ‘‘Outside of a dog a book is man’s

best friend.
Inside of a dog it’s ____.’’
Groucho Marx

42. Slip up
43. ‘‘______ free.’’ Frederick Douglass

quote, Part 4
44. ‘‘______ free.’’ Frederick Douglass

quote, Part 3
47. Madden
51. Stinging ant
52. Maj. intest. blood supplier
54. Quagmire
55. ‘‘____, tomorrow a leader.’’

Margaret Fuller
60. ‘‘______ free.’’ Frederick Douglass

quote, Part 6
63. Finely-tuned or sharp
64. Iniquity
65. Spring in Jerusalem
66. Heats
67. ‘‘______ free.’’ Frederick Douglass

quote, Part 5
68. Rasp
69. Vacation destinations

1. Confirmation
2. Days in ark þ days on mountain
3. Where diamonds are created
4. Expressed admiration
5. Meat recall grp.
6. Willow used in basketry
7. 48 HRS lead cop
8. Fruit nickname
9. Lioness that was born free

10. She had a choice
11. Distributor for ‘‘This American

Life’’
12. Horror film that has a sequel
13. ‘‘______ free.’’ Frederick Douglass

quote, Part 2
21. Renaissance composer
22. Dementia Pugalistica alt.
26. ____ mater
27. ‘‘Reach Out and ____’’
28. Difficulty
30. ____ Jima
31. Flanders or Mandingo
32. Daily musical select.
33. Type of molars
35. Palm phone
36. RTS the ___ is inaccurate according

to USPS
38. Type of hugger
39. Type of presentation
40. Paul or Artest
41. Continent abbrev.
42. Moose
45. Restate
46. Wikipedia auth. rule
48. Move arm away from body
49. Chin beard
50. Exit
52. Field’s multiple personality role
53. Intoxicating queen of Irish

mythology
56. Stone or tone
57. Taro root dish
58. Measures of corn
59. Type of berry
60. Not many
61. Duct, prefix
62. What Meril and Avril have in

common
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Introduction

The Evolving Field of Health Literacy Research

MICHAEL K. PAASCHE-ORLOW

Section of General Internal Medicine, Department of Medicine,
Boston University School of Medicine, Boston, Massachusetts, USA

ELIZABETH A. H. WILSON

Division of General Internal Medicine, Feinberg School of Medicine,
Northwestern University, Chicago, Illinois, USA

LAUREN MCCORMACK

Health Communication Program, RTI International,
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We are quite pleased to present the current special issue on Health Literacy of the
Journal of Health Communication. We hope readers will see this issue as a marker
of the Journal’s long-term interest and commitment to health literacy research and
as an exhibit of the rapidly evolving field of health literacy. This issue presents find-
ings from the first Health Literacy Annual Research Conference (HARC) which
took place in October 2009 at the National Academy of Sciences Building, Washing-
ton, DC. HARC is an interdisciplinary meeting for investigators dedicated to health
literacy research. Our aim is to attract a full range of investigators engaged in
health literacy research including those involved in a broad array of public health,
health services, epidemiology, translational, and interventional research activities.

The Health Literacy Annual Research Conference (HARC) meeting was coordinated
with the assistance of Rose Martinez on behalf of the Institute of Medicine Roundtable on
Health Literacy and sponsored by a grant from the National Center on Minority Health
and Health Disparities (NCMHD), Project Officer––Robert Netty, with additional significant
support from the Agency for Healthcare Research and Quality (AHRQ), Project Officer—
Cindy Brach. Additional coordination and support was provided by Helen Meissner, of the
Office of Behavioral and Social Sciences Research (OBSSR) as well as the National Institute
of Biomedical Imaging & Bioengineering (NIBIB), Project Officer—John Haller, and the
Eunice Kennedy Shriver National Institute of Child Health and Human Development
(NICHD), Project Officer—Lynne Haverkos. Principal Investigator Michael Paasche-Orlow,
1 R13 MD003392. This Special Issue was supported by generous funding from RTI Inter-
national, the Health Literacy and Learning Program, Division of General Internal
Medicine, Feinberg School of Medicine at Northwestern University, the George Washington
University Center for Global Health, and the Section of General Internal Medicine, Boston
University School of Medicine.

Address correspondence to Michael K. Paasche-Orlow, 801 Massachusetts Avenue, 2nd
Floor, Boston, MA 02118, USA. E-mail: mpo@bu.edu
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Establishing an interdisciplinary research home for health literacy investigators can
accelerate: (1) professional development, (2) advancement of the science of health
literacy research, and (3) promotion of interdisciplinary research.

The HARC conference took place over 2 full days in October 2009 and high-
lighted areas of important research advancement as well as key lacunae in the field.
A keynote address by David Baker, MD, MPH examined the role health literacy in
patient education, and a keynote address by Anne Beal, MD, MPH, focused on the
role of health literacy in health disparities. The conference also included four panels
of invited speakers dealing with: (1) measurement; (2) health literacy and verbal
interactions; (3) health information technology interventions; and (4) organizational
assessment and change. Current gaps in the research were examined by invited
speakers and in breakout sessions relating to public health approaches to health lit-
eracy, health disparities and health literacy, and health information technology. An
additional 62 posters and 12 oral abstracts were presented, making this clearly the
largest set of Health Literacy research presentations in any single meeting to date.
The meeting was attended by an interdisciplinary array of investigators representing
the strong majority of health literacy investigators in the United States.

HARC II will take place October 18–19, 2010, in Bethesda, Maryland (http://
www.bumc.bu.edu/healthliteracyconference/).

While many important unanswered questions loom, the articles in this issue
highlight the blossoming nature of health literacy research. In her commentary,
Health Literacy: The Second Decade for Distinction, Parker chronicles the major
landmarks of the last decade. A Pubmed exercise tells a similar story. Using the
Health Literacy topic specific query under the Pubmed tools tab (see: http://
www.nlm.nih.gov/services/health_literacy.html) reveals the tremendous growth of
research in this field: in the 5 years between 1986 and 1990 there are 129 references
in Pubmed; in the years 1991 to 1995 this search yields 306 references; between 1996
and 2000 there are 307 references; from 2001 to 2005 there are 602 references from
this search; and in the current interval, between 2006 and 6=6=2010, there are already
1576 references returned by this search (see Figure 1). As striking as this may seem, it

Figure 1. Health literacy citations in Pubmed. Lighter bars represent all citations identified
by Health Literacy topic specific query. Darker bars represent the subset of these citations
identified as trials, clinical trials, or randomized controlled trials.
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is also important to note that this collection of references is dominated by observa-
tional research, indeed, fewer than 8% of these citations are tagged as trials.

An ongoing research area in the field relates to health literacy measurement.
McCormack et al. presents pilot data from a new skills-based instrument, Yost
and colleagues present data on the acceptability of a talking touchscreen assessment
tool, and Gazmararian et al. describes a tool developed to assess the health literacy
environment of health plans (McCormack et al.; Yost et al.; Gazmararian et al.). All
such efforts inherently reflect underlying definitional issues, which are also the focus
of a Commentary by Berkman et al.

This special issue also provides evidence about health literacy in an array of
contexts including advanced care planning (Sudore et al.), informed consent for
research among Spanish speakers (Cortés et al.), two articles about cancer screening
(Wilson et al. and Mazor et al.), and the relationship between health literacy and the
quality of communication in health care organizations (Wynia et al.). Self-efficacy is
shown to link literacy and numeracy in glycemic control (Osborn et al.) and a new
instrument of patient self-efficacy regarding communication with clinical encounters
(Clayman et al.). Despite evidence of a large ‘digital divide’ by level of health literacy
in accessing and using a patient-portal (Sarkar et al.), it appears that such barriers
are surmountable, as Bickmore et al. present evidence from two trials of an ‘embo-
died conversational agent’ technology interface that is usable by people with limited
literacy (Bickmore et al.).

We have also included a Commentary on the role of health literacy research for
the elimination of health disparities (Paasche-Orlow & Wolf) and a Commentary
that situates the field of health literacy within a public health paradigm (Baur). In
addition, we have included an international policy paper that summarizes the health
literacy objectives of the United Nations Millennium Development Goals (UN
Economic and Social Council [ECOSOC]).

Taken together, the special issue reflects the important role that health literacy
plays in many aspects of health communication. The Department of Health and
Human Services recently outlined a National Action Plan to Improve Health Liter-
acy (http://www.health.gov/communication/HLActionPlan/). Clearly, improving
health literacy is a widespread goal. However, it is a means to end. Ultimately,
improved health literacy can lead to clearer communication, better informed deci-
sions, and the delivery of quality health care services. To achieve these objectives,
we need to continue to study how to measure health literacy, which interventions
can improve health literacy levels, and the relationships between health literacy
and health outcomes.
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Commentary

Promoting Health Literacy Research
to Reduce Health Disparities

MICHAEL K. PAASCHE-ORLOW

Section of General Medicine, Department of Medicine, Boston
University School of Medicine, Boston, Massachusetts, USA

MICHAEL S. WOLF

Northwestern University School of Medicine, Chicago, Illinois, USA

Limited health literacy has been linked to worse health outcomes for a range of
medical conditions. In addition, limited health literacy is more prevalent among
specific racial and ethnic minorities. Although these findings have been widely
acknowledged, little systematic research has been conducted to elucidate the role
of health literacy in the creation of health disparities or to evaluate the possibility
that interventions relating to health literacy may help eliminate health disparities.
This paper presents recommendations for a research agenda that is focused on
advancing the science for how health literacy research can promote the effort to
eliminate health disparities.

In the United States, racial=ethnic and socioeconomic disparities within the edu-
cational system have long been reported. As a result, two thirds of African American
adults and 74% of Hispanic adults have limited functional literacy skills, compared
to 32% of whites (Kutner, Greenberg, Jin, Boyle, Hsu, & Dunleavy, 2007). The con-
sequences of early failures in education have more recently been linked to problems
in healthcare. Research has begun to emerge showing how a health literacy skill set is
linked to a range of health outcomes, and evidence has also emerged demonstrating
how deficits in these skills possibly explain certain disparities (Bennett, 2009;
Osborn, Cavanaugh, Wallston, White, & Rothman, 2009; Osborn, Paasche-Orlow,
Davis, & Wolf, 2007; Sentell, 2006; Waldrop-Valverde, 2010; Wolf, 2006).

According to the most widely cited definition, health literacy is the ‘‘degree to
which individuals have the capacity to obtain, process and understand basic health
information and services needed to make appropriate health decisions’’
(Nielsen-Bohlman, 2004). As such, health literacy must be framed in the context
of the specific tasks that need to be accomplished. In its seminal 2004 health literacy
report A Prescription to End Confusion, the IOM recognized that patients’
health-related knowledge, skills, and behaviors are heavily influenced by: (1) cultural

Address correspondence to Michael K. Paasche-Orlow, 801 Massachusetts Avenue,
2nd Floor, Boston, MA 02118, USA. E-mail: mpo@bu.edu
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background, (2) health system demands, and (3) prior learning opportunities
(Nielsen-Bohlman, 2004). The report frames limited health literacy not as a patient
problem, but as a challenge to healthcare providers and health systems to reach out
and more effectively communicate with patients. Specifically, the construct incorpo-
rates not only the individual cognitive and functional skills one uses when making
health-related decisions, but it takes into account the contextual demands placed
on the individual by (a) their specific clinical condition and associated health care
decisions, (b) the communication characteristics of the dominant medical culture,
(c) the structure and function of clinical services that assume adequate health literacy
proficiency and require self-advocacy and vigilance, and (d) the emphasis that
society places on individual, rather than ecological, determinants of health.

As one of the primary public health goals in the United States and other indus-
trialized countries is to better understand and respond to health disparities, a health
literacy perspective provides an important new direction for seeking perhaps more
potentially modifiable strategies for reducing inequities in the short-term, with a
multitude of targets. Health literacy researchers are now recognizing the need for
comprehensive strategies that go beyond considering only a patient’s functional
literacy abilities. Rather, health literacy interventions should examine the complexity
of the tasks required of patients and families within healthcare settings, the accessi-
bility of providers for the target populations, the preparedness of health and public
health professionals to engage productively with patients, and the features of the
health care system, working environments, and communities in which care-giving
and self-management support take place.

Perhaps the most significant attribute of health literacy research is that it calls
attention to the many ways in which unnecessarily complex healthcare exacerbates
the impact of underlying educational and income disparities. The implications of this
extensive body of literature should be understood as a direct challenge to health
systems that have been organized for the most highly educated and affluent members
of a society. While seminal reports about the problem of limited health literacy have
been issued by the Institute of Medicine (Nielsen-Bohlman, 2004), Agency for
Healthcare Research and Quality (Berkman, 2004), American Medical Association
(1999) and Joint Commission among others (Murphy-Knoll, 2007), none have
addressed how health literacy research may help eliminate disparities.

Herein, we have sought to present recommendations for a research agenda that
is focused on advancing the science for how health literacy research can promote
the effort to eliminate health disparities and thereby promote health care equity.
As this field is currently insufficiently developed, and there are many things that
are not yet known about eliminating health disparities, the agenda presented here
should be viewed as a work in progress.

1. Integrate Health Literacy Assessment in Disparities Research

The first step in most circumstances is to measure health literacy. Without measure-
ment, it is not possible to know when and how health literacy may be relevant, and it
would be very easy to design interventions that fail to attend to relevant factors. For
example, in an adjusted analysis that excluded health literacy, African Americans
were 2.4 times more likely to be non-adherent to their HIV medication regimen than
whites (95% confidence interval [CI]¼ 1.14–5.08). When health literacy was included
in the final model adjusting for relevant covariates, the effect estimates of race
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diminished to non-significance and health literacy remained a significant
independent predictor of non-adherence (adjusted odds ratio [AOR]¼ 2.12, 95%
CI¼ 1.93–2.32) (Osborn, Paasche-Orlow, Davis, & Wolf, 2007). In another study,
patients were asked their preferences regarding end-of-life care if they would develop
advanced dementia. The African American subjects were found to prefer more
aggressive care than the white subjects. When health literacy was included in the final
model, health literacy—but not race—significantly predicted of preferences for care
(low literacy OR 7.1, 95% CI 2.1–24.2) (Volandes et al., 2008). Health literacy clearly
mediated the influence of race on end-of-life preferences. In both of these investiga-
tions, completely different conclusions would have been made without concurrent
evaluation of race and health literacy.

2. Improve Patient Education

Limited health knowledge has been the most widely identified outcome in health
literacy research, followed by certain health behaviors (Berkman, 2004). Given the
strong associations between race, educational attainment, and health literacy,
improving the timely access to information for specific health conditions or recom-
mended actions among vulnerable populations is a logical step for promoting health
equity (Ayotte, Allaire, & Bosworth, 2009; Bailey et al., 2009). Decades of research
have produced an innumerable supply of publicly and commercially available patient
education tools, available in an array of print, video, and web-based formats. Very
few of these materials have incorporated a range of patient perspectives in their
development, and even fewer have been formally tested to confirm their utility
among culturally diverse and lower literate populations. While learning styles vary,
efforts should be made to direct health providers and systems to the best available
educational tools. This will likely require established criteria for evaluating their
adequacy. To do this will be particularly challenging, as many tools that have
already been developed specifically for lower literate audiences have not been
entirely successful. Gerber et al. demonstrated a lack of significant knowledge gains
for educating patients on diabetes self-care concepts using state-of-the-art multi-
media (Gerber, 2005), and early efforts by Davis and colleagues found plain
language print health information to produce only minimal improvement compared
to existing brochures for polio vaccination (Davis, 1998). While guidance is available
throughout various sources as to how best to create and field test plain language
health information materials for diverse patient groups, there remains a need to
consolidate recommendations, systematically assess the efficacy of newly available
materials, and offer streamlined means to disseminate them at low or no cost to
health care providers and systems. Equally important, finding ways to fund and
produce language concordant versions of patient education tools for use among
practices serving patients with limited English proficiency should be viewed as a
public health priority.

3. Simplification of the Health Care System: Access and Utilization

Unneeded and complex barriers to access and utilize health services exacerbate the
impact of underlying educational disparities. There is great potential for health
insurance reform to improve the lives of millions of Americans. However,
health insurance and other health benefit systems need to be designed to succeed.
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Complex application forms, terms and conditions, and documentation requirements
are significant barriers that disproportionately burden vulnerable populations
(Davidoff, 2010; Ettner, 2010). A health literacy lens should be taken to all public
programs: How will a person with limited literacy get and use this program?
Answering such questions will help economically progressive programs fulfill their
mission of reducing socioeconomic class disparities.

4. Simplification of the Health Care System: Education and
Training of Health Professionals

Health professionals contribute to the unneeded complexity of the healthcare system
with poor communication and limited dedication to patient education. Clinicians
frequently use jargon (Castro, 2007) and rarely confirm if their patients understand
what is being discussed (Schillinger, 2003). Consequently, patients frequently misun-
derstand a broad array of critical information (Fang, 2009). The Centers for Disease
Control hosts a Web-based training program on health literacy that is geared toward
public health (http://www.cdc.gov/healthmarketing/healthliteracy/training/) and
the Health Resources Services Administration hosts a unified health communication
course (http://www.hrsa.gov/healthliteracy/) to address Health Literacy, Cultural
Competency, and Limited English Proficiency. These are free, on-line training
programs to improve patient-provider communication. Integration of health literacy
curricula into professional education, however, is in a nascent state. To date, there is
a dearth of research on the impact of educational initiatives to promote the knowl-
edge and skills of health professionals regarding health literacy. Curricular initiatives
to address health disparities are further advanced. There is a National Consortium
for Multicultural Education for Health Professionals including educators from 18
U.S. medical schools, which collect lessons learned from curriculum implementation
to guide similar educational endeavors across the consortium (Carter-Pokras, 2010).
Indeed, several states have laws and or regulations that mandate training health
professions in cultural competence (https:==www.thinkculturalhealth.org/cc_
legislation.asp). Inclusion of health literacy in such policy initiatives can help prom-
ulgate health literacy curricula, but research will be needed to identify programs that
work, can be replicated, and help eliminate health disparities.

5. Simplification of the Health Care System: Self-Care

Renewed interest in case management services, including care coordination, patient
navigation, and certain proposed definitions of a medical home offer possible means
for having lay workers or allied health professionals support patients in self care
endeavors. Many longstanding, controversial health care practices that have
previously been implicated as examples of poor health system design are now being
confronted. For instance, solutions are being tested to manage the longstanding
problem of variable and poor quality clinician prescribing practices that have been
at the root of patient misunderstanding and prescription misuse. In fact, laws have
now been set that lay out standards for both prescribing and labeling medicines to
ensure patient-centered and evidence-based practices are in place to promote
comprehension and adherence. In California and New York City, these regulations
include providing language concordant spoken and text medication information
(Bailey, Pandit, Curtis, & Wolf, 2009; ‘‘California State Board of Pharmacy,
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Title 16-1707.5 Patient-Centered Labels on Medication Containers’’). Indeed, there
is a broad range of self-care tasks that could benefit from simplification. For
example, ways to improve the FDA’s Nutritional Facts label have been proposed,
as Rothman and colleagues had previously reported more than half of adults can
successfully navigate the current label and compute necessary information to
support appropriate and safe decision making on food products (Lokker, 2009).
There are many excellent targets for simplification and standardization as methods
to improve self care and there remain great research opportunities in designing
self-care systems that are effective for people with low health literacy. Moreover,
very little is understood about the role of health literacy and its influence on health
disparities for all the self-care tasks that occur outside of any relationship with a
health provider. The public health arena has really been under explored.

6. Health Information Technology

There are increasing opportunities to leverage various health technologies to deliver
health literacy-related interventions for a variety of purposes. Information technol-
ogies may range from automated telephone calls, to integrated electronic health rec-
ord systems with patient portals and computerized agents. The value is clear; as
health systems become automated, these tools allow for greater outreach, account-
ability, and standardization in the way health and healthcare is communicated to
patients and families. Sarkar and colleagues compared the effectiveness of a diabetes
self-management intervention using automated telephone calls with a nurse
follow-up versus group medical visits and usual care (Sarkar, 2008). Those receiving
the automated calls reported better perceived diabetes care, communication, and
both intervention arms documented improved self-care behaviors, fewer bed days,
and less interference with daily activities. In a small pilot of an animated, computer-
ized agent to standardize communication for an informed consent process, Bickmore
et al. (2009) found patients to be more accepting of the technology even compared to
human interactions, although no differences in knowledge acquisition were noted.
In the current issue Bickmore and colleagues extend this work to show that people
with no prior computer experience and limited health literacy can readily use such
a system. These studies highlight the potential value of health technologies for engag-
ing patients, particularly those with limited health literacy; yet more research is
needed to better document the link between these interventions and health outcomes.
Greater attention to human-computer interaction considerations must also be made
as Czaja (2008) aptly described the health literacy challenge to older adults in
attempting to navigate and access information on the Medicare website.

7. Target the Educational System

For decades, studies have repeatedly highlighted the strong association between
lower educational attainment and poor health outcomes, including mortality. These
relationships have remained significant even after adjusting for relevant socioeco-
nomic indicators. It would follow that as the quality of primary and secondary
education improves and disparities in academic performance are reduced, so might
health inequities. However, high school graduation rates have remained relatively
stagnant in the United States for decades. Much remains to be learned about the
pathways from education to health. Elucidating how general literacy, which can
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influence among other things factors like employment options, financial stability,
and access to health care, operates in similar or different ways in people’s lives as
health literacy could help direct efforts in designing education programs that
improve health and decrease health disparities. Disparities in basic literacy skills
may have a very different—and even bigger—role in promoting health disparities
in the United States than disparities in health literacy skills. Improving the high
school graduation rate and improving the quality of primary and secondary
education should be seen as long-term public health measures. Another long-term
goal should be to develop successful initiatives that advance the health literacy of
future generations by increasing patient skills and public health skills across the
lifespan, throughout all levels of the education system. School curricula should
include common and pertinent medical terminology, practical healthcare navigation
skills, and age-related health issues such as physical activity and nutrition. This can
lead to more accurate expectations of current and future roles and responsibilities
regarding self-care and prevention, as well as instilling the type of self-efficacy that
may be needed to engage health problems as they arise.

Conclusion

The fact that low health literacy is associated with worse health outcomes and with
specific racial and ethnic groups makes this field of inquiry particularly appealing
as a source of ideas, methods, and interventions to help eliminate disparities. And
yet, to date, the fields of health literacy research and health disparities research have
remained largely separate. We have presented seven high priority areas for what
we hope may amount to the beginning of an active shared health literacy and health
disparities research agenda. The agenda we present needs to be interpreted
contextually and may need to be recast to meet the needs of various public health
and international settings.
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METHODS ARTICLE

Patient Navigation: Development of a
Protocol for Describing What
Navigators Do
Victoria A. Parker, Jack A. Clark, Jenniffer Leyson,
Elizabeth Calhoun, Jennifer K. Carroll, Karen M. Freund, and
Tracy A. Battaglia

Objective. To develop a structured protocol for observing patient navigators at work,
describing and characterizing specific activities related to their goals.
Data Sources/Setting. Fourteen extended observations of navigators at three pro-
grams within a national trial of patient navigation.
Study Design. Preliminary observations were guided by a conceptual model derived
from the literature and expert consensus, then coded to develop and refine observation
categories. These findings were then used to develop the protocol.
Methods. Observation fieldnotes were coded, using both a priori codes and new codes
based on emergent themes. Using these codes, the team refined the model and con-
structed an observation tool that enables consistent categorization of the observed range
of navigator actions.
Findings. Navigator actions across a wide variety of settings can be categorized in a
matrix with two dimensions. One dimension categorizes the individuals and organi-
zational entities with whom the navigator interacts; the other characterizes the types of
tasks carried out by the navigators in support of their patients.
Conclusions. Use of this protocol will enable researchers to systematically character-
ize and compare navigator activities within and across programs.

Key Words. Continuity of patient care, social support, health services needs and
demands, case management, patient navigation

Challenges arise when people contemplate cancer screening. They multiply
when tests suggest a threatening disease and indicate the need for follow-up
investigations. And the challenges expand dramatically when such investiga-
tions reveal cancer, as people become ‘‘patients’’ in the complex realm of
referrals, consultants, examinations, decisions, and often arduous treatment
regimens.
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Individuals who are socially and economically disadvantaged may find
cancer care all the more problematic (Baquet et al. 2005). These people are at
substantial risk of receiving inadequate care at each step of the cancer care
continuum: screening, diagnostic follow-up of suspicious results, treatment
when cancer is diagnosed, and survivorship surveillance. Moreover, the sys-
tems of care available to them, such as ‘‘safety net’’ institutions, are often beset
with inefficiencies.

Patient navigation has emerged in the past decade in response to these
widely recognized disparities in cancer care. Health care advocates, policy
makers, and innovative health care organizations have called for the adoption
of patient navigation to assist patients and remedy inefficiencies in the pro-
vision of timely care (Freeman 2006; Jandorf et al. 2006). As a result, patient
navigation services have proliferated rapidly in recent years.

Research to date supports the promise of patient navigation for reducing
cancer disparities (Gabram et al. 2008). Currently, a large, multisite cooper-
ative study of patient navigation is being conducted. The National
Cancer Institute’s Patient Navigation Research Program (PNRP) is designed
to evaluate the effectiveness of navigation in improving timeliness of care
(i.e., time to follow-up of abnormal screening results and to completion of
treatment when cancer is diagnosed) and patient satisfaction (Freund et al.
2008). The nine cooperating studies of the PNRP provide a laboratory
for characterizing the actual work of patient navigators and linking variation in
their activities to patient outcomes. The first step in such an effort is to design
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procedures for systematically observing navigators’ activities. This paper
reports on the development of a protocol for observing what navigators
actually do.

BACKGROUND

Despite continued advances across the spectrum of cancer care (Brenner,
Gondos, and Arndt 2007), the distribution of these advances remains uneven.
They are less likely to be enjoyed by those segments of our society defined by
minority racial and ethnic status, low income, and limited health insurance
(Weir et al. 2003; Shavers, Fagan, and McDonald 2007). Disparities in cancer
care are persistent and may in some instances actually be widening (Ries et al.
2007). Inequitable outcomes may result from, among other factors, well-
documented delays in accessing diagnostic and treatment services by the most
at-risk populations (Chang et al. 1996; Peterson, Han, and Freund 2003;
Battaglia et al. 2007).

Several seminal reports (Smedley et al. 2003; Weir et al. 2003) have
highlighted the barriers to cancer care inherent to socioeconomic disadvan-
tage. Patient navigation is a community-based approach to reducing these
barriers (Dohan and Schrag 2005; Battaglia et al. 2007; Ell et al. 2007;
Ferrante, Chen, and Kim 2008). Guided both by principles of disease
management and by cultural sensitivity, navigators are responsible for iden-
tifying individuals most at risk for delays in cancer care and mitigating barriers
to their receipt of that care (Vargas et al. 2008). Navigation programs also seek
to remedy systemic barriers to care within organizations delivering care.
Patient navigation services address barriers by assigning trained supportive
staff who track patients and assist them in completing their diagnostic and
treatment care, while also advocating for solutions to systemic causes of those
barriers.

Navigation programs are usually funded through local resources
or foundation support because insurers do not reimburse this care. Local
innovation results in tremendous variability in program structures and activ-
ities. Trailing behind these developments is a small, but growing body of
research documenting the efficacy of navigation (Battaglia et al. 2007; Ell et al.
2007; Ferrante, Chen, and Kim 2008; Gabram et al. 2008). While these studies
provide evidence that navigation is effective, the key components of a suc-
cessful navigation program are not well understood.
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Conceptual Definition

Problems often arise in the evaluation of complex innovations such as patient
navigation because the interventions have not been fully defined and devel-
oped (Campbell et al. 2000). Early evaluations of innovative programs often
simply assume either that the intervention is in place as planned or that some
variation is acceptable (Eccles et al. 2003). However, such assumptions lead
evaluators to overlook the effects of variation. And in the case of patient
navigation, a lack of information about variation in definition, style, and scope
could lead to inaccurate conclusions about its effectiveness.

There is no generally accepted definition of patient navigation. Review-
ing 56 articles published before early 2004, Dohan and Schrag (2005) identify
two types of definitions: ‘‘service focused’’ and ‘‘barrier focused.’’ Service-
focused definitions attend to activities such as connecting individuals to re-
sources and assisting patients in completing courses of care. Dohan and Schrag
(2005) criticize these definitions as nonspecific: such activities could be, and
often were, performed by other providers as part of their duties. Barrier-
focused definitions, they argue, attend to activities that identify and remove
impediments preventing patients from moving through screening, diagnostic
follow-up, and treatment. Furthermore, these responsibilities were distin-
guishable from those usually assigned to social workers, case managers, com-
munity outreach workers, and health advocates. The latter roles, they argue,
were typically proactive, providing education and counseling services, while
navigation was essentially reactive to emergent impediments to care.

However, defining patient navigation in terms of resolving barriers for
individual patients may be too constricting. While service-oriented definitions
could blur distinctions between navigators and other service providers, fo-
cusing only on what navigators do in relation to barriers facing individual
patients may obscure a variety of related activities they perform. They may
tweak organizational practices to expedite patient care, develop local re-
sources for multiple patients, and build cooperative relationships with and
among clinic staff that facilitate more efficient movement of patients through
systems. Thus, while staff other than navigators may facilitate patient access to
services, to define patient navigation work solely in terms of barrier reduction
risks artificially excluding other patient navigation functions.

We sought to avoid such exclusions. Informed by research to date, we
noted that navigators work with health care organizations——sometimes within,
sometimes externally——to facilitate patients’ receipt of care from providers.
This framing gives attention to the fact that navigators often must involve
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others in their work, which, in turn, suggests that navigators’ networks of
relationships with these ‘‘others’’ might be essential to achieving their objec-
tives. Drawing on research in various care settings, we then defined navigation
in terms of tasks and networks: navigators do things for patients by working with
patients and other actors in both the social network of the organization itself and the
community in which the organization resides.

Social networks have been described as ‘‘patterns of relations joining
actors’’ (Marsden 1990). Keating et al. (2007) use the social network approach
to understand patterns of advice-giving and -following within a primary care
practice. Earlier navigation research emphasized the pivotal role of the nav-
igator in helping patients access necessary services, which suggests that part of
navigation is knowing to whom to go for specific support. Thus, to understand
what navigators do, we must understand their patterns of relations with others
who provide services that facilitate screening, diagnosis, and/or treatment.
Underscoring the importance of understanding these networks is a recent
analysis of early patient navigation programs that defines patient navigation as
a system, rather than a person (Vargas et al. 2008). The network framework is
useful in bridging the service-focused/barrier-focused dichotomy: it usefully
attends to the question of how navigators achieve their efforts on behalf of
patients. Whether obtaining services proactively or in response to a specific
barrier, navigators engage others in their networks to find, arrange, and seek
reimbursement for those services.

The social network concept illuminates part, but not all, of the scope of
patient navigation. We need also to describe the activities of navigators. Task
analysis, with its emphasis on interaction of persons and environment, offers a
useful complement. Task analysis is concerned with identifying the goal of a
task, the criteria for reaching that goal, and the relevant resources and con-
straints. It also emphasizes that task-directed actions are determined by both
the person carrying them out and the relevant environment (which presum-
ably includes the person’s social network), and that people develop personal
expertise in how to accomplish their tasks (Norros and Nuutinen 2002). Nav-
igators need to build a working knowledge of the tasks they must perform and
a network of contacts to support their actions.

METHODS

Development of the observation protocol was grounded in a qualitative study
of PNRP navigators at work. We began by surveying the nine PNRP sites to

518 HSR: Health Services Research 45:2 (April 2010)



characterize structural attributes of each program that would define the con-
texts in which navigators worked. Attributes included each program’s physical
site (facilities, geographic location, and populations served), its size, and the
spectrum of navigation services offered. Based on these findings, we selected a
convenience sample of three pilot programs that represented the diversity of
settings and approaches to navigation implemented at the nine independent
sites.

We also developed a preliminary guide for observing navigators at
work. This guide was designed to enable the collection of comparable field
observations of what navigators do (tasks) and the people and entities with
whom they interact (networks) in accomplishing those tasks. The resulting
data were analyzed to develop a comprehensive, yet simple observation pro-
tocol for observation of navigators across all PNRP sites and elsewhere.

Sample

The nine programs in the PNRP were selected through a competitive national
process and designed according to general program criteria set by the NCI
(Freund et al. 2008). The NCI sought to maximize diversity within this group
to assess the usefulness of patient navigation across a range of settings. Thus,
the programs differed in many respects, but they met common requirements
regarding navigator training, patient population, patient criteria for inclusion,
and collection of data. The programs address different combinations of four
cancers——breast, cervical, prostate, and colorectal——where navigation would
likely have a detectable effect in facilitating follow-up of suspicious screening
results and completion of treatment (Freund et al. 2008). Each of these cancers
is associated with a distinct patient population and pattern of care.

The locations where navigators work and interact with patients, medical
providers, and others vary: hospital evaluation clinics, inpatient wards, and
treatment units; primary care clinics; and community health centers. The
scope of navigator involvement relative to the cancer care continuum also
varies; some navigate in all phases, while others navigate only from diagnosis
through treatment. At some sites, navigators focus on case finding, while at
others, the focus is on supporting patients through treatment. The number of
navigators employed varies, as does navigators’ involvement in competing
clinical or administrative responsibilities. Some navigators were hired and are
supervised directly by the research program; others were hired by the clinical
care sites themselves as a subcontract to the research program. Finally, the
programs vary with respect to the professional background and training of
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navigators: some use navigators with clinical training and credentials, while
others use ‘‘lay’’ navigators selected for congruence with the target patient
population.

In selecting the pilot sites, we excluded one program due to restrictive
local access requirements. Site 2 was selected because it is the research team’s
home site and had a small, longstanding navigation program that predates the
PNRP. Sites 4 and 7 were selected to provide informative, qualitative contrasts
along the dimensions outlined above. Information about all eight programs is
presented in Table 1.

Preliminary Data Collection

We enlisted other PNRP investigators to collaborate at their respective sites.
Multisite, multi-investigator qualitative research required developing a com-
mon protocol. We designed a semistructured observation guide to support
collection of comparable data across all sites. During a 1-day training, ob-
servers from each site were directed to describe specific actions of navigators
and note the following: (1) the approximate duration of actions; (2) the parties
with whom navigators interacted; (3) whether interactions were in person or
via phone/email; (4) the relevance of the action to navigation.

Observers also were directed to query navigators about their actions at
moments that would not interrupt observed activities. Navigators were asked
to explain the relevance of observed activities to particular navigation issues
and challenges, including (1) actions navigators took to develop a relationship
with the patient and others relevant to the patient’s case; (2) the role of others
who were consulted for advice, direction, or assistance; (3) the initiation and
extent of an interaction with a person; (4) the nature of the problems being ad-
dressed. Thus, while we focused on directly observable behaviors, we also
explored navigators’ reflections on the scope of and rationale for their actions.

Each navigator at each site was observed at least twice. Observations
were scheduled in consultation with navigators to best capture the variation in
their workflow, so the lengths of the sessions were defined by the ways
navigators scheduled their own activities. For example, if a navigator worked
with a specific provider seeing patients for screening follow-up, the observa-
tion ran the length of the provider’s clinic. Most observations lasted about 4
hours.

At the end of each observation, navigators were asked further questions
to characterize the representativeness of the actions just observed:

� How did you decide what to spend time on today?
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� How did this action relate to prior activities for a particular patient or
patients in general?

� Does this action reflect any specific strategies for assessing/obtaining
what the patient needs?

� What will you do next?

� Did the problematic situation/barrier get resolved?

� How typical a day was this for you?

The observation guide was refined in a 1-day meeting of the observers,
followed by regular conference calls. Issues of reliability were addressed by
comparing observations within and between the three sites. Apparent dis-
crepancies in the quality of observations were discussed and resolved by de-
veloping a consensus among all observers.

Analysis

Using the observation guide, investigators conducted a total of 18 comparable
observations of nine navigators working in three program sites of the PNRP.
The analysis focused on refining the observation protocol. Data from all three
sites were compiled by the project PIs. Fieldnotes from each observation were
imported into software supporting text-based analysis, HyperRESEARCH
(ResearchWare Inc. 2008).

The analysis was informed by the general approach of grounded theory
methodology (Glaser and Strauss 1967). The first three authors each reviewed
separately one set of fieldnotes from each of the three sites, identifying themes
that characterized the activities reported. The team then met to compare
descriptive codes and reach consensus on code definitions before coding the
rest of the fieldnotes. The primary aim of this analysis was to define a com-
prehensive, yet parsimonious set of categories that would enable other ob-
servers to reliably categorize navigator behavior.

Once these categories were developed, we also drafted observation in-
structions to guide subsequent field observations of the work of navigators.
Drafts of the analytic categories were developed by the Site 2 researchers and
shared with the Sites 4 and 7 observers for substantive critique and revision in
a day-long research team meeting, which yielded the final protocol reported
herein.
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RESULTS

The three sites provided a wide array of contexts for observing naviga-
tion. They differed with respect to the scope of the navigation program, the
phases of cancer care addressed (i.e., screening, diagnosis, or treatment),
the history/longevity of the program, the emphasis placed on various nav-
igator responsibilities, and the background (e.g., clinical, survivor, cultural/
ethnic) of the navigators, as well as their physical and organizational loca-
tion (e.g., community health centers, large medical centers, outpatient primary
care, or treatment clinics). These contextual differences appeared to influ-
ence, to an undetermined extent, what navigators do. Thus, we sought an
observation protocol that would reliably capture activities in these diverse
settings.

Domains of Navigator Behavior

Guided by the concepts of task and network, we defined five categories each of
navigator tasks and social networks. The task categories include navigating
with a patient, facilitating for a patient, maintaining systems for all patients,
documenting/reviewing actions, and other tasks. The five network categories
include patient(s), clinical provider(s), nonclinical staff, formal and informal
support, and medical record systems. Each of these categories is defined,
described, and illustrated below.

Task Categories. Navigating tasks consist of identifying and mitigating barriers
with patients. They include telling (explaining when and where biopsy will be
done, describing what it will be like); inquiring (asking about barriers to
attending the appointment, exploring the patient’s concerns); supporting
(listening to fears about treatment); and coaching (discussing questions that
need to be asked at next appointment and how to ask them).

Facilitating tasks are performed for a specific patient. They include
finding (locating current patients and ensuring that they will come to
appointments); coordinating team communication (ensuring the entire care
team is aware of the next steps); integrating information (ensuring that
different types of patient data are documented and shared as needed); and
seeking collaboration (enlisting other providers in addressing the patient’s
fears).

Maintaining systems tasks support all patients. They include identifying
potential patients (reviewing lab results to note patients who need follow-up);
building networks and referral routines (meeting with clinicians to explain
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navigator role and discuss referral criteria); and reviewing cases (checking on
ticklers and open issues).

Documenting activities and reviewing information constitute another
major navigator task. They include recording navigator actions (recording
steps taken with or on behalf of the patient in the patient’s medical record
or a separate navigation file); handling test results (retrieving and entering
patient data from labs, radiology, or other sources); and processing other
necessary information (recording information or activities relevant to
navigator role).

Other activities are those apparently unrelated to navigation. It was
important to capture all network interactions, even when their relevance to
navigation was not apparent. For example, many navigators have other
distinct roles unrelated to navigation; documenting these other activities will
help in understanding how the navigator role fits in with other roles, both
formally and informally. This category includes research-related activities,
such as consenting patients, providing clinical back-up, activities unrelated to
navigation (interpreting for nonnavigated patients), and socializing (having
informal conversation with co-workers).

Network Categories. Navigators may interact with a specific patient, such as
when phoning the patient with information about an upcoming diagnostic
procedure.

Navigators may also interact with providers, both within and
outside their immediate location. For example, s/he might speak with the
physician to confirm the meaning of a test result before discussing it with
the patient.

Nonclinical staff, such as receptionists or administrators coordinating
insurance, represent another group with whom the navigator may interact.

People who provide supportive services, either formally (social workers,
translators, transportation staff) or informally (friends, family) within or
outside the facility are another group with whom navigators interact.

The final category——paper or electronic medical record systems——could be
perceived as merely a means to communicate with members of the other four
network categories, and it does function in that way. However, our
preliminary observations indicated that, in the eyes of the navigator, the
medical record itself takes on some of the qualities of a person, in that it needs
to be informed and/or consulted before other actions are taken. This
observation is consistent with those of many studies of human–computer
interaction (Turkle 2003).
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Observation Protocol Refinement

The current observation protocol incorporates solutions to problems encoun-
tered in the field using the preliminary observation guide. Initially, observers
were required to take continuous notes, recording the duration and mode of
the navigator’s activity, the person with whom s/he spoke, the activity, and the
patient on whose behalf the activity was taken, plus descriptive narrative. This
recording burden proved too onerous in the field: recording all observed
activities not only interfered with the primary goal of noting tasks and social
networks used by the navigators, but it did not produce more useful data.

Based on this early finding, two important changes were made to the
observation protocol: activities were observed in 15-minute intervals, and
coding focused on the primary activity of each interval. This time sampling
methodology facilitates detailed reporting of navigator activities without at-
tempting to capture everything that occurs during an observation. Observers
start a new form every 15 minutes, focusing notes and coding on the nav-
igator’s primary activity during that period. Thus, each hour of observation
time yields four distinct chunks of description and activity coding. This sam-
pling interval provides some sense of the relative proportion of a navigator’s
time spent on different activities, while allowing observers to record more
detailed notes about the main activity. This approach necessarily involves
some observer judgment: sometimes a navigator tackles multiple short tasks
during a single 15-minute interval. In such instances, observers were in-
structed to either group-like tasks into a single entry (making appointment
reminder calls to a list of patients could be meaningfully described as one task)
or focus on the first activity during the time period.

Through discussion, a five-by-five matrix emerged, with tasks on the
vertical axis and social networks on the horizontal axis. The observation form
itself was redesigned to incorporate on a single page both this simple matrix
and an open area for handwritten fieldnotes (see Figure 1).1

After field testing, several additional refinements were made. Certain
combinations of tasks and networks cannot occur. For example, the task of
navigating can be performed only with a patient, while reviewing a patient’s
file can be done only with the medical record. To further simplify the form,
matrix cells representing combinations that cannot occur are blacked out.

Also, observers at some sites reported that a significant amount of nav-
igation is carried out by telephone, leaving and returning voicemail messages.
Therefore, for each observation of a navigator action that involves contact
with a patient, the observer also notes whether the interaction is synchronous
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(happening in real time) or asynchronous (delayed, as when leaving a voicemail)
by recording either ‘‘S’’ or ‘‘A’’ in the appropriate cell. For all other cells in the
matrix, a checkmark is used.

Finally, because some observed activities may involve more than one
person or task, observers are encouraged to mark more than one cell if that

* Begin a new form every 15 minutes * 
Fieldnotes:

For each task observed, mark the appropriate empty cell. (Darkened cells are not in use.)

1 2 3 4 5

Tasks/Network
Patient
(S or A)

Provider Non-
clinical

staff

Supportive
services

Med rec /
EMR

A

B 

C

D

E 

If you cannot decide what box to mark, check here: _____

Copyright 2009 Trustees of Boston University. Reproduced here with permission.

Figure 1: Protocol Data Collection Form

526 HSR: Health Services Research 45:2 (April 2010)



best reflects what they are seeing. For example, if the navigator accompanies a
patient to a physician visit, the observer puts an ‘‘S’’ in the cell representing
‘‘navigate/patient’’ and a checkmark in the box representing ‘‘facilitate/
provider.’’

The matrix supports coding of real-time activities as they occur, but we
realized the need for simultaneous, structured, narrative fieldnotes, as well.
Hence, we developed observation guidelines directing the observer to note
relevant contextual factors, such as the location of navigation activity, the
language used in navigation, the racial/ethnic backgrounds of both patient and
navigator if known, and the navigator’s other roles (if any) in the organization.

This matrix facilitates rapid categorization of tasks and networks, allow-
ing the observer to concentrate on writing narrative description that will doc-
ument important information about context and content that cannot be fully
captured by the matrix. The observer is encouraged to ask the navigator
questions to develop a better understanding of what the navigator is doing and
why.2 Observers also are asked to record their impressions about interactions,
clearly identifying these notes as their perceptions. For example, the observer
might write ‘‘navigator and patient embraced warmly and seem to know each
other well.’’ While these impressions are particular to specific observers, they
nevertheless add richness to the description.

DISCUSSION

Patient navigation represents an emerging innovation in care adapted to a
variety of specific local contexts. Capturing local adaptations is crucial to
meaningfully assess the efficacy of navigation across different sites. The pro-
tocol we have developed reflects a plausible, generic definition of navigation
that has been found thus far to be applicable in multiple contexts. We expect
the protocol to be useful in capturing the existing variation in navigation
programs, and we will use it for this purpose as our research program goes
forward. This type of data is essential to inform both research and practice.

While this protocol represents an important step, it certainly does not
capture every detail of navigators’ actions. For example, while interactions
with other providers are categorized and noted, the protocol does not note
how extensive or collaborative they might appear to be. Data from narrative
fieldnotes will compensate for this limitation, while also providing the poten-
tial for further revisions to the protocol based on emerging patterns in these
data.
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This protocol is grounded in a qualitative study of navigation in three
sites of the PNRP. As such, it has a measure of validity, yet its validity requires
further examination through application. The current definitions of the task/
network categories may reflect the particular realities of the sites we have
observed in developing the protocol; they may evolve as new sites are studied.
Likewise, variation in organizational, political, and community contexts in
which operational navigation programs are developed may require modifi-
cations to this protocol. Moreover, while this protocol enables the systematic
observation of what navigators do, it is only part of a comprehensive method
for evaluating the processes and outcomes of patient navigation. The mix of
patients served, their resources and ability to access care; the types of health
problems for which access is needed; and the specific array of health services
and providers for which navigation is needed must be taken into account in
evaluating the effectiveness of what navigators do, as captured by this, or any
protocol.

To further investigate the protocol’s validity, we are implementing it on a
wider scale. It is being used at eight sites to produce a dataset of approximately
130 observations (four half-day observations of each navigator at each site). As
of this writing, 89 observations have been completed, and none has presented
activities that fall outside the task/network categories described above. Quan-
titative and qualitative analyses of the data collected will enable the research
team to characterize variation, both within and across sites, in navigator tasks,
networks, and emphasis.

Protocol development thus far has illuminated important dimensions
along which navigation programs may vary. By accurately characterizing this
variation, researchers should be better able to interpret variation in patient
outcomes associated with different navigation programs. While this protocol
does not provide information on program effectiveness, it provides important
process information that may help explain the connections between naviga-
tion context and outcomes. Of course, outcomes also may be affected by the
actions of other health care providers and advocates, which may overlap with
the actions of navigators. It is important not to over-attribute outcomes to the
actions of specific navigators, but rather to keep analysis at the programmatic
level. In other words, while patient navigator actions may often be directed at
specific patients, navigation is properly conceptualized as a systemic inter-
vention that changes how care is delivered. Thus, any change in outcomes
observed may be the result of the actions of multiple individuals, including the
navigator, whose actions have been influenced by the presence of the nav-
igation program. The information obtained from further use of this protocol
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to study the work of navigators may also inform the processes of selecting,
training, supervising, and supporting navigators, as it will illuminate different
practices that might optimize desired navigation program outcomes.
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Approximate models for aggregate data
when individual-level data sets are very large
or unavailable
Erol A. Peköz,a∗† Michael Shwartz,a,b Cindy L. Christiansenc and
Dan Berlowitzd

In this article, we study a Bayesian hierarchical model for profiling health-care facilities using approximately sufficient statistics
for aggregate facility-level data when the patient-level data sets are very large or unavailable. Starting with a desired patient-level
model, we give several approximate models and the corresponding summary statistics necessary to implement the approximations.
The key idea is to use sufficient statistics from an approximate model fitted by matching up derivatives of the models’ log-
likelihood functions. This derivative matching approach leads to an approximation that performs better than the commonly
used approximation given in the literature. The performance of several approximation approaches is compared using data on
5 quality indicators from 32 Veterans Administration nursing homes. Copyright © 2010 John Wiley & Sons, Ltd.

Keywords: approximate Bayesian models; confidential data; Poisson binomial

1. Introduction

The field of approximate Bayesian computation (ABC) has developed in reaction to the computational demands of the
growing size of data sets used in biology [1]. It is often necessary to summarize a huge amount of data by a few
well-chosen summary statistics in situations where there are no exact sufficient statistics available. The recent article
by Joyce and Marjoram [2] develops a framework for assessing whether an approximately sufficient statistics is useful;
Le Cam [3] also addresses the concept of approximate sufficiency.

In this article, we look at a common statistical model often used to profile health-care facilities and develop customized
approximately sufficient statistics. The setting of the problem is that there is a large amount of patient-level data located
at many different facilities. A research group has developed risk-adjustment models to compute from the individual-level
patient data a predicted probability that each patient experiences each of the different adverse events of interest and
has developed a software that allows individual providers to calculate expected rates of adverse events; providers can
compare these expected rates to observed rates as a way of monitoring their performance over time. In addition, a
policy group would like to profile facilities. However, due to the volume of data and possible concerns about patient
confidentiality, it is not feasible to transmit patient-level data to the policy group.

A realistic context for this problem arises out of software developed by the Agency for Healthcare Research and Quality
(AHRQ) that hospitals can download in order to calculate risk-adjusted rates of patient safety indicators and of inpatient
quality indicators from their own administrative data. As other measures of quality become acceptable (e.g. hospital
re-admission rates), AHRQ is likely to continue to develop the software for calculation of relevant risk-adjusted rates.
This software makes it easy for hospitals to use the quality indicators as part of their quality improvement programs.
A useful service that AHRQ, other federal or state agencies, or private organizations could provide is to profile hospitals
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based on the data generated from the software. Such an organization would encourage hospitals to submit results from
use of the risk-adjustment software (much as AHRQ encourages hospitals to submit the results from use of its Hospital
Survey on Patient Safety Culture, from which it then prepares comparative reports). To encourage flexibility in profiling,
it would be most desirable for each hospital to submit, for each eligible patient for each adverse event of interest, the
predicted probability of the outcome and whether or not the adverse event occurred. However, this would involve the
transfer of large volumes of information. In addition, because patient-level information is being transferred, a variety of
IRB considerations are likely to arise.

The goal of the research we present here is to identify useful summary statistics on quality indicators at each facility
that can be conveniently transmitted to the profiling organization so that estimation approaches involving ‘shrinkage’
across facilities can be done. It is natural to consider sufficient statistics for this purpose, but there are none in our setting.
We evaluate several alternate approaches to deal with the lack of sufficient statistics and identify one that performs well
and does not introduce any computational complexity.

The organization of this article is as follows: In Section 2, we describe the statistical model and discuss the fact that
sufficient statistics are not available. In Section 3, we describe the data to which we will apply our approach. In Section 4,
we discuss two approaches for fitting approximate models for the data. In Section 5, we discuss the approximate models,
in Section 6 we illustrate our approach using the data, in Section 7 we give a summary of the results, and Section 8 is
an appendix containing the proofs.

2. The model

Let Xij be a binary data variable that equals 1 if a particular adverse event happens to patient i,1�i�N j , in health-care
facility j , 1� j�M , and it equals zero otherwise. We are interested in the following hierarchical model, which we
subsequently refer to as the ‘exact’ model, where Xij are the data values, pij are known constants, f is a given (known)
link function and � j , �, � are unknown parameters that we would like to estimate:

Xij|� j , pij ∼Bernoulli( f (� j , pij)) and � j |�,�∼Normal(�,�2). (1)

In this model, pij is a risk-adjusted probability that has been previously calculated by taking into account various patient-
specific characteristics, and it represents the chance patient i at facility j would have an adverse event if they were at
an average facility. The parameter � j is a facility-specific factor, representing the quality at facility j , that increases
or decreases the probability of an adverse event for the facility’s patients. Note that this is a random effect model and
therefore there should be shrinkage across facilities when estimating the model parameters. Our goal is to estimate the
parameters � j for a function f such as

f (�, p)= logit−1(�+ logit(p))= (1+(1− p)e−�/p)−1,

which we refer to as the logit link function, or

f (�, p)=min(1, pe�),

which we refer to as the log link function. These functions are both sensible to use, as they both equal p when �=0
and they are increasing in �. This means �=0 corresponds approximately to an average facility and higher values of �
represent worse facilities. Typically, the function f will be increasing in � and will have f (0, p)= p.

The standard Bayesian hierarchical modeling approach is to put prior distributions on the unspecified parameters
and estimate the means of all the parameters conditional on the data. The difficulty in this situation is that the values
of Xij and pij are both confidential and are too numerous to conveniently transmit from each of the facilities to the
main organization that performs the profiling. We need a method for summarizing these sets of numbers so that each
facility only needs to report a small number of summary statistics. The usual approach is to use sufficient statistics,
but, as we discuss in Section 4 below, there are no sufficient statistics we can use because the pij parameters are
different across the N j patients—if they were identical, we could use the total number of adverse events as a sufficient
statistic which, conditional on the parameters, would have a binomial distribution. When they are not identical, the
sum has what is called a Poisson-binomial distribution: the sum of independent Bernoulli trials with different success
probabilities.

To implement the model in (1), it may seem as though each facility could simply transmit the maximum likelihood
estimate of � j , but once these are gathered together there would be no obvious way to accurately allow for ‘shrinkage’
of the estimators across facilities. In fact, we test the approach of having each facility transmit the posterior mean and
standard deviation of � j using separate (fixed-effect) models and then ‘shrinking’ them at the central organization using
the assumption that they have a normal distribution. This approach does not work well on the data to which we applied it;
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we call this the ‘two-stage normal’ approximation and illustrate it in Table III below. What is really necessary is for
each facility to transmit enough information so that the central organization can, as best as possible, re-create the entire
likelihood function for the data from each facility as a function of �.

As there are no sufficient statistics available, the key idea we propose in this article is to use sufficient statistics
from an approximate model fitted by matching moments or derivatives of the models’ log-likelihood functions. In our
recommended approach, described in Proposition 2 below, we use a binomial distribution to approximate the sum of
non-identically distributed Bernoulli random variables where the two parameters of this distribution (the number of trials
and the probability of success) are fitted using the first two moments of the probabilities from each facility. As a result,
each health-care facility will simply need to report the total number of adverse events, as well as the first two moments
of the predicted probabilities. For a different approach to approximating a similar model, see [4].

3. About the data

The data for this study were originally collected in 1998 from 35 Department of Veterans Affairs (VA) nursing homes
that were selected to represent a balanced sample of different sizes, locations, and quality of care [5]. Complete data were
available from 32 of the 35 nursing homes on five binary quality indicators (QIs) that reflect changes in patients’ status
over time. These 32 facilities are the ones included in our study. All the QIs have been used previously as measures of
nursing home quality: pressure ulcer development [6--9]; functional decline [7--9]; behavioral decline [7, 10]; mortality
[7, 11]; and preventable hospitalizations [12].

Data used in calculating QIs were from semi-annual patient assessments performed for case-mix-based reimbursements.
Pressure ulcer development was recorded if a patient who was ulcer free at one assessment had a stage 2 or deeper
pressure ulcer at the subsequent assessment. Functional decline was measured by a change between assessments in a
score measuring limitations in eating, toileting, and transferring. Behavioral decline was measured by a change in a score
measuring extent of verbal disruption, physical aggression, and socially inappropriate behavior. Mortality was recorded
if there is a death within 6 months of an assessment regardless of location. Preventative hospitalizations occurred if the
patient was admitted to an acute medical unit within 6 months of an assessment for one of 13 conditions identified as a
potentially preventable hospitalization [13]. Risk-adjustment models have been developed for these QIs: pressure ulcer
development [6], functional decline [14], behavioral decline and mortality [15], and preventable hospitalizations [16].

For each patient, the risk-adjustment models give a predicted probability of the adverse event in a six-month period
based on the risk factors at the time of initial assessment. Thus, for each patient, we know whether each adverse event
occurred (indicated by a 0 or 1) and the predicted probability of the adverse event from the relevant risk-adjustment
model. Table I shows percentiles of the distribution of the predicted probabilities for each of the QIs. For 4 of the 5
QIs, individual predictions range from close to 0 to around 0.50 to 0.60; for mortality, there is a longer right tail, with
predictions ranging almost to 1.

Table II shows percentiles of the distribution of the number of eligible cases (the total number of people who could
potentially have the given adverse event) at each facility for the pressure ulcer and mortality QIs. The number of eligible
cases ranges from 32 to over 400 for pressure ulcers (and for functional decline and behavioral decline, not shown in
the table); and from slightly over 80 to almost 1200 for mortality (and preventable hospitalizations, also not shown).
The second part of Table II shows percentiles of the distribution of the ratio of the observed number of adverse events
at each facility to the predicted number for each of the QIs. The distribution is quite wide for 3 of the QIs, ranging from
zero to over 2; it is tightest for mortality, ranging from 0.65 to 1.29.

Table I. Percentiles of the distribution of predicted probabilities by type of adverse event (pu—pressure
ulcer development; fd—functional decline; bd—behavioral decline; mort—mortality; ph—preventable
hospitalization).

Percentile pu fd bd mort ph

Maximum 0.469 0.512 0.545 0.978 0.573
95th 0.107 0.348 0.320 0.759 0.197
90th 0.084 0.307 0.275 0.451 0.158
75th 0.055 0.250 0.206 0.221 0.109
50th 0.038 0.170 0.158 0.127 0.064
25th 0.021 0.081 0.127 0.074 0.027
10th 0.013 0.037 0.101 0.046 0.017
Minimum 0.011 0.011 0.062 0.006 0.004

2182

Copyright © 2010 John Wiley & Sons, Ltd. Statist. Med. 2010, 29 2180--2193



E. A. PEKÖZ ET AL.

Table II. Percentiles of the distribution of the number of eligible cases and of the ratio of observed
to predicted number of adverse events in each of the 32 facilities (pu—pressure ulcer development;
fd—functional decline; bd—behavioral decline; mort - mortality; ph—preventable hospitalization. The
numbers of eligible cases for fd and bd are approximately the same as for pu; the number of eligible
cases for ph is approximately the same as for mort).

Number of eligible cases Observed/predicted

Percentile pu mort pu fd bd mort ph

Minimum 32 83 0.00 0.15 0.00 0.65 0.23
25th 85 228 0.44 0.60 0.39 0.90 0.62
50th 159 324 0.90 0.96 0.81 0.99 0.96
75th 236 521 1.41 1.10 1.16 1.08 1.23
Maximum 408 1193 2.07 2.26 2.78 1.29 1.59

4. Two approaches for finding an approximate model

The log-likelihood function for the data at facility j under the model in (1) is

LL j (�)=∑

i
Xij log f (�, pij)+(1− Xij) log(1− f (�, pij)). (2)

In general, there are no sufficient statistics for the individual-level data Xij under this model. For example, with M =1
facility having N1 =2 patients with probabilities p1 = 1

3 , p2 = 1
4 (omitting the subscript j) and f (�, p)=�p, we simplify

(2) to get

LL(�)= X1 log
�

3−�
+ X2 log

�

4−�
+ log

�

3−�
+ log

�

4−�
.

Since this log-likelihood is of the form aX1 +bX2 +a+b, it can be seen that this cannot be expressed in terms of two
quantities where one depends on a, b but not X1, X2 and the other depends on X1, X2 but not a, b.

In the absence of a sufficient statistic, we therefore propose several alternative approximate models for the data for
which the sum of the data values

X j =
∑

i
Xij

is a sufficient statistic for a facility. Notice, we omit the subscript i to indicate that the binary variables have been
summed over i for a given facility.

We say that an approximate model for the data is a k moment approximation if, when �=0, the first k moments
of X j conditional on all other parameters under the exact model coincide with the corresponding conditional moments
under the approximate model. We also say that an approximate model for the data is a k derivative approximation for
the exact model if the first k derivatives of its log-likelihood function with respect to � evaluated at �=0 match the first
k derivatives for the exact model LL j (�).

These definitions can be formalized by saying that an approximate model for the data X j given � j along with some
set of parameters S is a k moment approximation if, with the above definitions

E[(X j )
m |� j =0, p1 j , p2 j , . . .]= Ea[(X j )

m |� j =0, S]

for m =1,2, . . . ,k. We use the superscript a to denote expectations with respect to the approximate model. An approximate
model with log-likelihood function LLa

j (�) for the data X j is a k derivative approximation with respect to � if

�m

��m LLa
j (�)|�=0 = �m

��m LL j (�)|�=0 for m =1,2, . . . ,k. (3)

We say that an approximate model with multiple parameters is a k derivative approximation with respect to a given set
of parameters if (3) holds with respect to each parameter separately.

Both these approaches seem sensible. The moment approximation is simpler in the sense that it does not depend on
the link function f , whereas the derivative approximation does depend on f . As we show empirically later, when they
are different, the derivative approximation performs better. For some choices of f the two approximations will coincide,
whereas for others they will be different.

The intuition for why the derivative approximation performs better is the following: To estimate the distribution of X j
conditional on the parameters, it seems best to match moments to directly approximate the distribution. To approximate
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the posterior distribution of � conditional on the data requires the likelihood function and so it seems natural that the best
performance is obtained when the likelihood function is directly approximated using an approach such as the derivative
approach.

In order to find a good approximation for this model, it is important for practical reasons that it be easy to implement
in standard Bayesian software packages like WINBUGS. Thus, it would be best to use only common distributions such
as the binomial, Poisson or normal. In the article by Peköz et al. [17], several different approximations to the distribution
of the sum of independent Bernoulli random variables are considered and evaluated. A Poisson approximation performs
well if the Bernoulli probabilities are all very small. The normal approximation performs well if the probabilities are
mostly near 1

2 . The binomial distribution performs well if the probabilities are either very small or very large overall—or
very similar to each other. In practical applications, the probabilities will be quite diverse: some facilities will have
very low numbers while others have probabilities spread more evenly between zero and one. It is therefore important
to have an approximation that can flexibly adapt across all the situations. With a standard binomial approximation, it
makes sense to pick the probability parameter to match the mean of the distribution to be approximated. One way of
improving the binomial approximation is to let both the probability and the number of trials be two free parameters that
can be fitted. This means in principle it may be possible to match the first two moments. Another idea for improving
the Poisson approximation is to consider a translated Poisson approximation where a constant is added to a Poisson
random variable. The constant and the Poisson rate are then two free parameters that can be adjusted to approximately
match the first two moments.

A good combination of these ideas is to try a translated binomial approximation, where a constant is added to a binomial
random variable. This then allows three parameters to be adjusted and, in most cases, three moments or three derivatives
could be matched. The article by Peköz et al. [17] evaluates all the approximations discussed here (and derives error
bounds) over a range of different settings and finds that a translated binomial approximation performs the best. As we
show later, our analysis demonstrates that a binomial approximation with two fitted parameters performs much better
than the usual binomial approximation with one fitted parameter, and the three parameter binomial approximation does
not perform much better than the two parameter binomial approximation—though it requires additional computations
and data to be transmitted and stored. We will therefore recommend the two-parameter binomial approximation, though
we will illustrate all three approximations below. Once an approximation is fit to the data, the unknown parameters
can be computed using either a Bayesian approach in WINBUGS, maximum likelihood estimation or other transform
methods [18].

5. The approximate models

The first approximation we propose is one that is commonly used and is both a one-moment approximation and one-
derivative approximation. It assumes that X j , conditional on the parameters, has a binomial distribution, where the
number of trials is the number of eligible cases and the binomial probability is chosen to be the average Bernoulli
probability at that facility. To implement this approximation, each facility must simply transmit the total number of
adverse events X j along with the total number of eligible cases N j and the average probability p j =

∑
i pij/N j at that

facility. This first approximation is summarized next.

Proposition 1
The one moment, one-derivative approximation. With the above definitions and the model in (1) with

f (�, p)= logit−1(�+ logit(p)),

and p j =
∑

i pij/N j , the model

X j |� j , p j ∼Binomial(N j , f (� j , p j ))

is both a one-moment approximation and a one-derivative approximation with respect to � j , j =1, . . . , M for the exact
model (1).

Proof
See Appendix.

The second approximation we propose is both a two-moment approximation and a two-derivative approximation for the
exact model. It assumes that X j , conditional on the parameters has a binomial distribution, where the number of trials
and the probability of success are both chosen to match the first two moments. This means that the number of trials in
the binomial distribution n j will not necessarily equal the number of eligible cases N j in the facility. To implement this
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approximation, each facility must simply transmit the total number of adverse events X j along with the first two moments
of the probabilities

∑
i p2

ij and
∑

i pij. We will recommend this approximation based on the numerical illustrations below.

Proposition 2
The two-moment, two-derivative approximation. With the above definitions and the model in (1) with

f (�, p)= logit−1(�+ logit(p)),

and p j =
∑

i p2
ij/

∑
i pij, n j =

∑
i pij/p j , the model

X j |� j ,n j , p j ∼Binomial(n j , f (� j , p j ))

is both a two-moment approximation and a two-derivative approximation with respect to � j , j =1, . . . , M for the exact
model (1).

Proof
See Appendix.

Remark 1
With the above definition, n j may not necessarily be an integer, though the number of trials in a binomial distribution
must be an integer. In principle, we could round off the number of trials to the nearest integer. In practice, we are
using the likelihood as a function of � and so the use of non-integer values in some sense represents an interpolation of
the likelihood functions at the two adjacent integer numbers of trials. Standard software packages such as WINBUGS
allow non-integer values for the number of trials in a binomial distribution and so a non-integer n j is not a limitation
of the approach. So that the propositions make sense, we can assume that n j happens to be an integer—though the
approximations can be improved using non-integer values.

Our third approximation is both a three-moment approximation and a three-derivative approximation. It assumes that
X j , conditional on the parameters, has a translated binomial distribution. A translated binomial distribution is simply
a binomial distribution plus a constant. The three parameters, which consist of the number of trials, the probability of
success and the amount translated, are chosen to match the first three moments. To implement this approximation, each
facility must transmit the total number of adverse events X j as well as the first three moments of the probabilities pij.

Proposition 3
The three-moment, three-derivative approximation. With the above definitions and the model in (1) with

f (�, p)= logit−1(�+ logit(p)),

and �kj =
∑

i (pij)k along with

p j = �2 j −�3 j

�1 j −�2 j
,

n j = �1 j −�2 j

p j (1− p j )
,

s j = �1 j −n j p j ,

the model

(X j −s j |� j ,s j ,n j , p j )∼Binomial(n j , f (� j , p j ))

is both a three-moment approximation and a three-derivative approximation with respect to � j , j =1, . . . , M for the exact
model (1).

Proof
See Appendix.

Remark 2
It may be that the quantity s j is not an integer. However, as discussed in Remark 1 above, this is not a limitation.

Our next result is that for the log link function f (�, p)=min(1, pe�), the k moment approximations above do not
coincide with the k derivative approximations. We can derive a different k derivative approximation. Empirical evidence
shows that this performs much better than the k moment approximation.

Copyright © 2010 John Wiley & Sons, Ltd. Statist. Med. 2010, 29 2180--2193
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Proposition 4
The two-derivative approximation differs from the two-moment approximation with the log link function. With the above
definitions and the exact model in (1) with

f (�, p)=min(1, pe�),

and p j =
∑

i p2
ij/

∑
i pij, n j =

∑
i pij/p j , the model

X j |� j ,n j , p j ∼Binomial(n j , f (� j , p j ))

is a two-moment approximation but is not a two-derivative approximation with respect to � j , j =1, . . . , M for the exact
model (1).

Proof
See Appendix.

We next present the two-derivative model for the log link function.

Proposition 5
With the above definitions and the exact model in (1) with

f (�, p)=min(1, pe�),

and

� j = ∑

i

pij

1− pij
(1− Xij),

� j = ∑

i

pij

(1− pij)2
(1− Xij),

and letting

p j =1−� j/� j ,

and

n j =
�2

j

� j −� j
+ X j

the model

X j |� j ,n j , p j ∼Binomial(n j , f (� j , p j ))

is a two-derivative approximation with respect to � j , j =1, . . . , M for the exact model (1).

Proof
See Appendix.

The final result in this section is a straightforward extension to multiple types of adverse events. Note in this model
that � j is an underlying latent measure of quality at facility j that is reflected in the data for each of the quality indicators.

Proposition 6
A model for multiple adverse events. Suppose there are m different types of adverse events. Let Xijk equal 1 if person
number i in facility number j has an adverse event of type k, 1�k�m, and let it equals zero otherwise. Let pijk be the
given probability associated with this variable. For the kth type of adverse event, we define

fk(�, p)= logit−1(dk +ck�+ logit(p)).

Suppose that

Xijk|� j , pi jk ∼Bernoulli( fk(� j , pi jk)) and � j |�,�∼Normal(0,1) (4)

is the exact model for some unknown parameters ck , dk that are to be estimated. With Xjk =∑
i Xijk along with

pjk =∑
i (pijk)2/

∑
i pijk, njk =∑

i pijk/pjk, the model

(Xjk|� j ,njk, pjk)∼Binomial(njk, fk(� j , pjk))
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Table III. The approximate models.

Proposition Approximation (link function) Summary statistics necessary

1 1-moment, 1-derivative (logit) N j ,
∑

i pij,
∑

i Xij,∀ j

2 2-moment, 2-derivative (logit)
∑

i p2
ij,

∑
i pij,

∑
i Xij,∀ j

3 3-moment, 3-derivative (logit)
∑

i p3
ij,

∑
i p2

ij,
∑

i pij,
∑

i Xij,∀ j

4 2-moment (log)
∑

i p2
ij,

∑
i pij,

∑
i Xij,∀ j

5 2-derivative (log)
∑

i
pij

1−pij
(1− Xij),

∑
i

pij

(1−pij)2 (1− Xij),
∑

i Xij,∀ j

6 2-moment, multiple QIs (logit)
∑

i p2
ijk,

∑
i pijk,

∑
i Xijk,∀ j,k

is both a two-moment approximation and a two-derivative approximation with respect to � j , j =1, . . . , M for the exact
model in (4) when ck =1, dk =0 for 1�k�m.

Proof
See Appendix.

We summarize all the approximations, along with the necessary summary statistics, in Table III.

6. Numerical results and comparison of the approaches

In this section, we illustrate the different approximations. We will see that the two-derivative approximations (for both
link functions we consider) seem to perform much better than the one-derivative approximations, and (for the logit
link function) the three-derivative approximation performs quite similarly to the two-derivative approximation—though
all the approximations are fairly reasonable. We will illustrate the approximations using two different approaches. In
the first approach, we test the approximations on data from the Veterans Health Administration—see Section 3 for a
description of the data.

To do the computations, we put flat priors on the top level unknown parameters and then estimate the posterior means
of the facility effects conditional on the data under the exact model and various approximate models. We use the notation
�̄ j to denote our numerical estimate (computed by averaging together samples from the posterior distribution using the
software package WINBUGS) of the posterior mean E[� j |Xij,∀i, j] under the exact model and we use the notation
�̄

a
j to denote our numerical estimate of the posterior mean Ea[� j |X j ,∀ j] under some given approximate model. For

the illustrations below, we measure the accuracy of an approximation using the average of the absolute value of the
difference between our estimate of the facility-effect parameters under the approximate and exact models. We compute
this using

Error= 1

M

M∑

j=1
|�̄ j − �̄

a
j | (5)

except for the multiple quality indicators in Proposition 6, where we instead use

Error= 1

m

m∑

k=1

1

M

M∑

j=1
|�̄ j,k − �̄

a
j,k |, (6)

where � j,k =dk +ck� j and �a
j,k =da

k +ca
k �a

j .

First, we illustrate the approximations given in Propositions 1, 2, 3. The top half of Table IV gives the errors for
models using the logit link function f (�, p)= logit−1(�+ logit(p)). The standard deviation of the effect sizes in Table V,
when compared with the first row of Table IV, shows that the error from the one-moment approximation is not bad; in
many cases, it is of a smaller order of magnitude than the estimated standard deviation (of the effect size � in Table V).
The second line shows that the two-moment approximation is always much better than the one-moment approximation.
In several cases, the error is an order of magnitude improvement on the one-moment approximation in the prior line.
The third line of the table shows that the three-moment approximation does not perform consistently better than the
two-moment approximation with the logit link function. The rightmost column (labeled as ‘3QIs’) shows that when
multiple quality indicators are included in the model (using the approach of Proposition 6 above, where only the two-
moment case is illustrated—the one- and three-moment versions are analogous to those in Propositions 1 and 3) the
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Table IV. Errors associated with different approximations for the different quality indicators.

pu fd bd mort ph 3QIs

Logit link function
One-moment 0.015 0.028 0.021 0.042 0.020 0.016
Two-moment 0.004 0.003 0.007 0.003 0.002 0.004
Three-moment 0.004 0.003 0.007 0.002 0.004 0.004
Two-stage normal 0.103 0.018 0.182 0.003 0.012

Log link function
Two-moment 0.014 0.018 0.040 0.050 0.014
Two-derivative 0.006 0.008 0.020 0.004 0.004

Table V. Standard deviation of the effect size � for the different quality indicators.

pu fd bd mort ph

0.420 0.465 0.982 0.123 0.422

two-moment approximation performs much better than the one-moment, and the three-moment approximation performs
quite similarly to the two-moment approximation.

The fourth line of the table, labeled ‘two-stage normal,’ illustrates an approximation approach where each facility
separately computes its best estimate of � j , which is then transmitted to the organization and ‘shrunk’ using a hierarchical
model. Specifically, first the posterior mean and standard deviation for � j is computed separately for each facility using
a fixed-effects model with a flat prior for � j . Then, these facility estimates are combined in a model where we assume
the � j values are the sum of two draws from a normal distribution: one is a distribution with an unknown mean and
standard deviation that is common to all facilities, and the other is an error term that is normally distributed with mean
zero and standard deviation which is specific to each facility. The fourth line shows that this approximation approach
performs better than the one-moment approximation in most cases—though in cases where there are facilities with zero
observed adverse events (for pu and bd), it performs much worse. Some adjustments to the model would need to be
made to account for zero values. But, the approximation is not nearly as good as the two-moment approach in most
cases.

The last two rows of the table show, using the log link function f (�, p)=min(1, pe�), that the two-derivative
approximation in Proposition 5 performs much better than the two-moment approximation. This is evidence for the
theory that the derivative approach works better than the moment approach when they differ.

In the second approach, we use to illustrate the accuracy of the approximations, we generate simulated data and
compare the maximum likelihood estimates of the unknown parameters across the different models. In particular,
we create a single health-care facility with 100 patients having predetermined risk-adjusted probabilities. In the first
simulation, we create these probabilities according to equally spaced percentiles of a beta distribution with a coefficient
of variation equal to 1; in the second simulation, the coefficient of variation is equal to 0.4. We also vary the means
of these distributions from 0 to 0.2. These ranges are chosen in order to mimic the summary statistics we saw in the
actual data for the risk-adjusted probabilities. We also use different values of the unknown parameter � ranging from
0 through 4. Given specific values of the parameters, we use the logit link function to generate simulated data and then
compute the maximum likelihood estimate of � under the exact model and then under the various approximations. Our
simulations show that when � is in the range from 0 to 2, the two-moment approximation generally performs better
than the one-moment approximation. As the value of the � parameter becomes very large (this corresponds to the case
where there is a large amount of variation in the risk-adjusted probabilities across facilities and implies large differences
in underlying quality), we see that a two-moment approximation performs worse than the one-moment approximation.
As there is rarely such large variation in underlying quality across facilities, it is not a surprise that the two-moment
approximation performs well when tested on real data.

7. Conclusion

In conclusion, we see that the two- and three-derivative approximations performed the best. The three-derivative approx-
imation requires more data and performs similarly to the two-derivative approximation, and so we recommend the
two-derivative approximation. For the logit link function, the two-derivative and two-moment approximations are iden-
tical though, for the log link function, the two-derivative approximation seems to perform better. To implement the
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two-derivative approximation, each health-care facility needs to report three summary statistics to the central profiling
organization: the first two moments of the predicted risk-adjusted probabilities, as well as the total number of adverse
events occurring. Then, the two-parameter binomial distributional approximation described in Proposition 2 can be fitted
and used to estimate the likelihood function.

The approach we recommend is nice because the approximation is quite simple and easy to implement. The standard
(one-moment) binomial approximation is commonly used and this two-parameter binomial approximation is an improve-
ment with essentially no additional computational costs or model complexity other than computing and transmitting one
additional summary statistic.

Appendix

In this section, we prove the propositions above. We drop the facility subscript j in each proof.

Proof of Proposition 1
As the first moment of a binomial distribution equals np, the fact that this model is a one-moment estimator follows
immediately. To see that it is also a one-derivative estimator, let

f (�, p)= 1

1+ 1− p

p
e−�

,

and recall that the exact log-likelihood function is

L L(�)=∑

i
Xi ln( f (�, pi ))+(1− Xi ) ln(1− f (�, pi )).

The log-likelihood function for this approximation is

LLa(�)= X ln( f (�, p))+(N − X ) ln(1− f (�, p))+c,

where we write X =∑
i Xi and c= ln(N !/(X !(N − X )!). It then follows that

�
��

LL(�)=∑

i
(pi e

−�−e−�− pi )
−1(pi − Xi pi − Xi e

−�+ Xi pi e
−�)

along with

�
��

LLa(�)= (pe−�−e−�− p)−1(Np−Xp−Xe−�+Xpe−�),

and we obtain

�
��

LL(�)|�=0 =∑

i
(Xi − pi ),

and

�
��

LLa(�)|�=0 = (X −Np).

Solving the equation

�
��

L L(�)|�=0 = �
��

LLa(�)|�=0

for p yields the result of the proposition. �

Proof of Proposition 2
As the mean and variance of a binomial distribution equals np and np(1− p) respectively, the fact that this model is a
two-moment estimator follows immediately. To see that it is also a two-derivative estimator, we again let

f (�, p)= 1

1+ 1− p

p
e−�

,
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and recall that the exact log-likelihood function is

LL(�)=∑

i
Xi ln( f (�, pi ))+(1− Xi ) ln(1− f (�, pi )).

The log-likelihood function for this approximation is

LLa(�)= X ln( f (�, p))+(n− X ) ln(1− f (�, p))+c,

where we write X =∑
i Xi and c= ln(N !/(X !(N − X )!) and now the parameters n, p are both to be solved for. It then

follows, using the results from the previous proposition, that

�2

��2
L L(�)=∑

i
(pi e

−�−e−�− pi )
−2(pi −1)(e−�)pi ,

and

�2

��2
LLa(�)= (pe−�−e−�− p)−2(p−1)(e−�)np,

and we obtain

�2

��2
LL(�)|�=0 =∑

i
(p2

i − pi ),

and

�2

��2
LLa(�)|�=0 = (np2 −np).

Using the results from the previous proposition, we can then solve the system of equations

�
��

LL(�)|�=0 = �
��

LLa(�)|�=0,

and

�2

��2
LL(�)|�=0 = �2

��2
LLa(�)|�=0

for both n and p to obtain the result of the proposition. �

Proof of Proposition 3
The mean, variance, and third-central moment of a binomial distribution equals np, np(1− p) and np(1− p)(1−2p),
respectively, and for a Poisson-binomial distribution W with probabilities p1, p2, . . . and � j =

∑
i (pi ) j , we have E[W ]=

�1,Var(W )=�1 −�2 and E[(W − E[W ])3]=�1 −3�2 +2�3. The fact that this model is a three-moment estimator follows
from these facts. To see that it is also a three-derivative estimator, we again let

f (�, p)= 1

1+ 1− p

p
e−�

,

and recall that the exact log-likelihood function is

LL(�)=∑

i
Xi ln( f (�, pi ))+(1− Xi ) ln(1− f (�, pi )).

The log-likelihood function for this approximation is

LLa(�)= (X −s) ln( f (�, p))+(n− X −s) ln(1− f (�, p))+c,

where we write X =∑
i Xi and c= ln(N !/(X !(N − X )!) and now the parameters s, n, p are all to be solved for. It then

follows, using the results from the previous proposition, that

�3

��3
LL(�)=∑

i
(pi e

−�−e−�− pi )
−3(pi −e−�+ pi e

−�)(pi −1)(e−�)pi ,
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and

�3

��3
LLa(�)= (pe−�−e−�− p)−3(p−e−�+pe−�)(p−1)(e−�)np,

and we obtain

�3

��3
LL(�)|�=0 =∑

i
(3p2

i − pi −2p3
i ),

and

�3

��3
LLa(�)|�=0 = (3np2 −np−2np3).

Using the results from the previous proposition, we can then solve the system of equations

�
��

LL(�)|�=0 = �
��

LLa(�)|�=0,

�2

��2
LL(�)|�=0 = �2

��2
LLa(�)|�=0,

and

�3

��3
LL(�)|�=0 = �3

��3
LLa(�)|�=0

for s, n and p to obtain the result of the proposition. �

Proof of Propositions 4 and 5
The fact that this approximation is a two-moment approximation follows from the argument in the proof of Proposition 2
above. Let

f (�, p)=pe�

and recall that the exact log-likelihood function is

LL(�)=∑

i
Xi ln( f (�, pi ))+(1− Xi ) ln(1− f (�, pi )).

The log-likelihood function for this approximation is

LLa(�)= X ln( f (�, p))+(n− X ) ln(1− f (�, p))+c,

where we write X =∑
i Xi and c= ln(N !/(X !(N − X )!) and now the parameters n, p are both to be solved for. It then

follows that

�
��

LL(�) = ∑

i
Xi −e� pi

1− Xi

1−e� pi
,

�2

��2
LL(�) = ∑

i
−e� pi

1− Xi

1−e� pi
−e2� p2

i
1− Xi

(1−e� pi )2

along with

�
��

LLa(�)= X −pe� n− X

1−pe�
,

and

�2

��2
LLa(�)=−pe� n− X

1−pe�
− p2e2� n− X

(1−pe�)2
,
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and we obtain

�
��

LL(�)|�=0 =∑

i
−pi

1− Xi

1− pi
− p2

i
1− Xi

(1− pi )2
,

and

�
��

LLa(�)|�=0 = X − p
n− X

1− p
,

and

�2

��2
LLa(�)|�=0 =−p

n− X

1− p
− p2 n− X

(1− p)2
.

We can then solve the system of equations

�
��

LL(�)|�=0 = �
��

LLa(�)|�=0

along with

�2

��2
LL(�)|�=0 = �2

��2
LLa(�)|�=0

for both n and p to obtain the result of the proposition. �

Proof of Proposition 6
This proposition follows immediately from the same argument used to prove Proposition 2. �

Acknowledgements

This research was supported in part by a grant from the Department of Veterans Affairs Health Services Research and Development
Service, IIR 06-260. The authors thank the referees for many detailed suggestions that have improved the presentation of this
article.

References
1. Plagnol V, Tavare S. Approximate Bayesian Computation and MCMC 2002. In Monte Carlo and Quasi-Monte Carlo Methods, Niederreiter

H (ed.) Springer: New York, 2004; 99--114.
2. Joyce P, Marjoram P. Approximately sufficient statistics and Bayesian computation. Statistical Applications in Genetics and Molecular

Biology 2008; 7:Article 26.
3. Le Cam L. Sufficiency and approximate sufficiency. Annals of Mathematical Statistics 1964; 35:1419--1455.
4. Miller S, Bradlow E, Dayaratna K. Closed-form bayesian inferences for the logit model via polynomial expansions. Quantitative Marketing

and Economics 2006; 4:173--206.
5. Berlowitz DR, Young GJ, Hickey EC, Saliba D, Mittman BS, Czarnowski E, Simon B, Anderson JJ, Ash AS, Rubenstein LV. Quality

improvement implementation in the nursing home. Health Services Research 2003; 38:65--83.
6. Berlowitz DR, Ash AS, Brandeis GH, Brand HK, Halpern JL, Moskowitz MA. Rating long-term care facilities on pressure ulcer development:

importance of case-mix adjustment. Annals of Internal Medicine 1996; 124:557--563.
7. Porell F, Caro FG, Silva A, Monane M. A longitudinal analysis of nursing home outcomes. Health Services Research 1998; 33:835--865.
8. Mukamel DB. Risk-adjusted outcome measures and quality of care in nursing homes. Medical Care 1997; 35:367--385.
9. Zimmerman DR, Karon SL, Arling G, Clark BR, Collins T, Ross R, Sainfort F. Development and testing of nursing home quality indicators.

Health Care Financing Review 1995; 16:107--127.
10. Arling G, Karon SL, Sainfort F, Zimmerman DR, Ross R. Risk adjustment of nursing home quality indicators. Gerontologist 1997;

37:757--766.
11. Braun BI. The effect of nursing home quality on patient outcome. Journal of the American Geriatric Society 1991; 39:329--338.
12. Carter MW. Factors associated with ambulatory care-sensitive hospitalizations among nursing home residents. Journal of Aging and Health

2003; 15:295--330.
13. Agency for Healthcare Research and Quality. Prevention Quality Indicators Overview, 2004. Available from: http://www.qualityindicators.

ahrq.gov/pqi_overview.htm. [accessed November 4, 2008].

2192

Copyright © 2010 John Wiley & Sons, Ltd. Statist. Med. 2010, 29 2180--2193



E. A. PEKÖZ ET AL.

14. Rosen A, Wu J, Chang B, Berlowitz DB, Rakovski C, Ash AS, Moskowitz MA. Risk adjustment for measuring health outcomes: an
application in VA long-term care. American Journal of Medical Quality 2001; 16:118--127.

15. Berlowitz DR, Rosen AK, Wang F, Tsilimingras D, Tariot PN, Kader B, Mukamel DB. Purchasing or providing nursing home care: can
quality of care data provide guidance. Journal of the American Geriatric Society 2005; 53:603--608.

16. Pizer SD, Wang M, Comstock C. Preventable hospitalization as a measure of quality of care in nursing homes. Health Care Finance and
Economics, VA Bedford, MA. 2003; Working Paper #2003-01.
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abstract
Exercise is known to facilitate physical and emotional adjustment among women 
treated for breast cancer, and exercise exerts a profound effect on clinical de-
pression. However, the effect of exercise on reducing clinical depression among 
breast cancer patients has not been demonstrated, especially among ethnic mi-
nority women who have a higher incidence of depression and higher mortality 
following breast cancer. First, literature is presented to assess exercise effects on 
depression among women with breast cancer. Second, we present the results of a 
randomized controlled trial assessing the effect of a structured exercise intervention 
on depression and exercise behavior in a multiethnic sample of women with early 
stage breast cancer enrolled prior to the start of adjuvant treatment. Results sug-
gest that, in comparison to population norms, the rate of depression was higher in 
breast cancer patients. Analyses further showed that the intervention significantly 
increased self-reported exercise and reduced depression. These data suggest that 
the beneficial effects of exercise may extend to breast cancer patients with depres-
sion and may be initiated prior to and during cancer treatment.
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Breast cancer is the second leading cause of cancer death for women in the United 
States, and the incidence rate of breast cancer has risen 24% in the last 10 years (Bigby 
& Holmes, 2005). It is estimated that clinical depression affects approximately 10-30% 
of women with early stage breast cancer, and patients diagnosed with cancer are more 
than three times as likely to experience depression in the following year (Deshields, 
Tibbs, Fan, & Taylor, 2006; Honda & Goodwin, 2004). Although this rate is higher than 
typically reported for women in the general population (20%), depression fortunately 
subsides over the course of breast cancer treatment and thereafter (Deshields et al., 
2006). For example, Deshields and colleagues (2006) examined patterns of clinical de-
pression among early stage breast cancer patients and noted that depression subsided 
in many women (recovery pattern) and did not occur in the majority of patients (resil-
ience pattern), which is consistent with reports of positive emotional trajectories in most 
women in the year following surgery (Helgeson, Snyder, & Seltman, 2004). 

Unfortunately, a significant number (12-29%) of women with breast cancer remain 
chronically depressed or become depressed during treatment and thereafter (Deshields 
et al., 2006). If left untreated, depression can become chronic and can increase the 
risk of chronic conditions such as cardiovascular disease (CVD), obesity, and diabe-
tes (Chapman, Perry, & Strine, 2005). These data are particularly salient since many 
women—particularly black women—who are successfully treated for early stage breast 
cancer still experience untimely deaths attributable to CVD-related diseases (i.e., hyper-
tension, diabetes; Bigby & Holmes, 2005). 

eXercise and clinical dePression

In the general population, exercise is consistently associated with a large reduction in 
clinical depression with effect sizes (ESs) ranging from 0.72 to 1.4 (Craft & Landers, 
1998; Lawlor & Hopker, 2001). These ESs correspond to a 67-79% improvement in 
depression; only a 50% reduction in symptoms is considered clinically significant (Craft 
& Perna, 2004). Further, meta-analytic findings show the following regarding exercise: 
(a) it is effective for a variety of patient subgroups, (b) it is not significantly different from 
psychotherapy and pharmacological treatment, (c) it appears to equally benefit individu-
als with mild and severe depression (Craft & Landers, 1998). 

eXercise and Breast cancer 

Randomized controlled trials have consistently demonstrated the psychosocial benefits of 
exercise among women with breast cancer; the added benefits of relieving or inhibiting 
cancer treatment-associated side effects (e.g., nausea and fatigue); and the improvement 
of cardiorespiratory fitness, body composition, and insulin sensitivity (Courneya, 2003; 
Galvao & Newton, 2005; Schmitz et al., 2005). Several of these physical health benefits 
have been proposed as mechanisms that may decrease the risk of recurrence and mor-
tality following breast cancer treatment (Courneya et al., 2003; Demark-Wahnefried et 
al., 2001). Indeed, survival and morbidity following breast cancer was inversely related 
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to exercise frequency (Holmes, Chen, Feskanich, Kroenke, & Colditz, 2005). Moreover, 
the effect on mortality was demonstrated for relatively modest levels of exercise intensity 
and frequency, as demonstrated in walking programs. For these reasons, exercise has 
been advocated as a particularly important complimentary treatment for cancer patients 
(Courneya, 2003).   

Breast cancer and dePression aMong Minority WoMen

The favorable effects of exercise notwithstanding, questions remain regarding the effec-
tiveness of interventions for subsets of women with breast cancer. For example, although 
5-year survival rates for breast cancer have improved significantly in the last decade, 
economically disadvantaged populations —Black women in particular—have relatively 
lower quality of life and 5-year survival rates for breast cancer, despite having a lower 
incidence rate (Bigby & Holmes, 2005; Bui, Ostir, Kuo, Freeman, & Goodwin, 2005). 
Research also suggests that despite similar depression rates between minority and Cau-
casian women, minority women are less likely to receive adequate treatment, to take an-
tidepressants, or to receive specialty care (Dwight-Johnson, Sherbourne, Liao, & Wells, 
2000; Miranda & Cooper, 2004). Further, minority women with breast cancer, who also 
have untreated depression, have more anxiety and pain, report poorer quality of life, 
and may die sooner (Ell et al., 2005; Goodwin, Zhang, & Ostir, 2004). 

eXercise and Multiethnic saMPles in Breast cancer

Existing data suggest that interventions aimed at increasing the adoption of exercise are 
warranted, particularly for Black women with breast cancer who are at relatively greater 
mortality risk (Bigby & Holmes, 2005). However, a paucity of exercise trials exists. Those 
that have been conducted had participants who were mostly Caucasian (e.g., 80% or 
more) and resided in suburbia (Demark-Wahnefried et al., 2001; Mock et al., 1997; 
Mock et al., 2005; Pickett et al., 2002). Similarly, although small, uncontrolled, pilot 
exercise studies with Black women are promising (Wilson, Porter, Parker, & Kilpatrick, 
2005) and the ES of exercise on depression across studies utilizing White samples is 
strong, there is a primary gap in the knowledge that centers on how well these findings 
generalize to depressed women of diverse racial and ethnic backgrounds. These data 
are especially important considering epidemiological findings that indicate the associa-
tion of physical activity with reduced mortality is not moderated by race (Holmes et al., 
2005; Schmitz et al., 2005).  

The purpose of the present study was to assess the effect of a structured exercise in-
tervention (SEI) in combination with cognitive behavioral exercise adherence counseling 
on depression and exercise behavior among a multiethnic sample of women with early 
stage breast cancer who were enrolled prior to the start of adjuvant treatment. This study 
extends the current literature by utilizing a prospective design, by examining depression 
prior to and during adjuvant treatment, and by recruiting a multiethnic and previously 
sedentary sample of women in an urban setting.
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method

setting and ParticiPants 

The trial was conducted at the Boston University School of Medicine (BUSM) General 
Clinical Research Center and the Boston Medical Center (BMC). A joint BUSM and 
BMC institutional review board approved the study, and informed consent was obtained 
from all participants for all procedures. Eligibility criteria include (a) English speaking, 
(b) between 21 and 75 years of age, (c) sedentary lifestyle (i.e., exercise less than 3 
times/week for greater than 30 min/session in last 6 months), (d) average or below 
average fitness as determined by a graded exercise test (GXT), and (e) recent diagnosis 
of breast cancer (Stage 0, I, II, or IIIa). Exclusion criteria include (a) non-cancer related 
contraindications to aerobic walking exercise (e.g., symptomatic coronary artery dis-
ease, psychotic spectrum mental illness, orthopedic problems), (b) pre-existing metabolic 
disease (e.g., diabetes, uncontrolled hypertension), and (c) a contraindication to exercise 
discovered on the exercise stress test (Winningham, 1991). 

eXPeriMental design and ParticiPant recruitMent

We present self-reported exercise and depression data on the 3-month follow-up of a 
larger study funded by the National Cancer Institute (CA R01-78801). The study em-
ployed a Group (structured intervention, information control) × Time (baseline, 3-month) 
prospective, randomized, and controlled clinical trial. Between April of 2001 and July of 
2005, women who had completed breast cancer surgery but had not started radiation 
therapy, chemotherapy, or anti-hormone therapy were identified in weekly breast cancer 
case conferences. Post-doctoral fellows provided eligible breast cancer survivors with a 
study brochure and a consent form, and they discussed any questions. Baseline assess-
ments consisted of a psychosocial survey, self-reported exercise, and physician-moni-
tored GXT treadmill testing. Women in both intervention and control groups were given 
a $25 and $35 stipend for completing baseline and 3-month assessments, respectively. 

Participants were stratified by cancer stage and randomly assigned to either a SEI 
or to an information control (IC) condition by use of a random number sequence table. 
Participant assignment to groups at enrollment was concealed from the project director, 
and the physicians monitoring GXTs were blinded to participant group assignment. Simi-
larly, a physical therapist or an exercise physiologist, blinded to participant assignment, 
performed strength assessments.

structured eXercise intervention

Women assigned to the exercise group were given an individualized walking and resis-
tance training program based on their GXT data, strength assessment, and established 
exercise recommendations for cancer patients (Winningham, 1991). Exercise training 
proceeded in two phases with a hospital-based portion followed by a transition to home-
based exercise. 
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Hospital-based exercise. Participants were asked to come to exercise sessions three 
times a week for 4 weeks. For the aerobic component, participants began with 15-20 
min of continuous treadmill walking 3 times per week at 50-70% of GXT-derived maxi-
mal heart rate (MHR). In subsequent weeks, duration was gradually increased by 5 min 
for a maximum of 40 min and a minimum of 30 min; intensity was increased to be within 
70-85% of MHR according to participant comfort. Heart rate monitoring, rating of per-
ceived exertion (RPE), and exercise enjoyment were used to assess participant comfort 
and to ensure participants were exercising in the appropriate training zone. 

A resistance program consisted of upper body (i.e., bicep curl, triceps extension, 
chest fly, military press, upright row, and shoulder shrug) and lower body (i.e., leg squats 
and lunges) exercises. The upper-body resistance program was initiated with one set 
of 12 repetitions at the lightest weight, and as tolerated, repetitions were increased to 
15 after the first week. After a participant could perform 15 repetitions of an exercise, 
another set was added. Upper-body exercises were performed with a padded weight 
belt with 1.0 lb bars that were used to adjust the total weight as necessary (range 0.5-20 
lbs.). The participant’s body weight was the only resistance used for lower body exer-
cises. A physical therapist, kinesiologist, or exercise physiologist provided instruction on 
proper exercise technique. Participants were also provided with a manual, developed 
for this study, that used a woman model of the participants’ approximate age and that 
depicted use of the adjustable weight belt, proper exercise technique, and key points 
for each exercise.   

Home-based exercise. Participants were instructed to walk at least 3 times per week 
and were encouraged to walk most days of the week for 30 min or more. They were 
also provided with the adjustable weight belt and instructed to continue their resistance 
exercise 3 times a week. Participants were provided with monthly calendars to record 
their exercise activity and were contacted weekly by telephone or electronic mail ac-
cording to patient preference. 

Exercise adherence counseling and protocol delivery. Lastly, participants in the SEI 
condition received two 30-min exercise adherence counseling sessions during the hospi-
tal-based phase to enhance exercise maintenance for the transition to the home-based 
exercise. Participants were taught exertion cues and behavioral strategies (e.g. talk-test) 
to identify appropriate training zones and how to manage barriers encountered with a 
walking program (Winningham, 1991). The counseling also incorporated the use of be-
havioral contracting, contingency planning, goal setting, and self-monitoring techniques 
to promote exercise adherence (Prochaska & Marcus, 1994). Thereafter, SEI partici-
pants received weekly contact by telephone or electronic mail according to participant 
preference. To ensure uniformity of counseling, we developed a study-specific exercise 
adherence counseling manual for breast cancer and materials for staff training. The 
manual provided a detailed explanation of each counseling session that included the ra-
tionale, relevant behavior change, and micro-skills counseling principals; instructions to 
employ specific techniques (i.e., self-monitoring and goal setting); session handouts; and 
a checklist. For example, research assistant counselors specifically inquired regarding 
frequency and duration of exercise, instructed participants in the use of self-monitoring 
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calendars, provided verbal reinforcement and encouragement for exercise, and helped 
participants set goals. Lastly, as was appropriate, research staff aided participants in 
identifying solutions to existing or newly encountered exercise barriers and discussed 
ways to enlist social support for exercise. Clinical psychology and exercise psychology 
post-doctoral fellows delivered sessions and were supervised by a licensed psychologist 
with expertise in exercise and sport psychology. 

inforMation control

Women assigned to the IC condition received a 45-min information session consisting 
of individualized feedback of their physical assessment results and an informational 
brochure describing the potential physical and psychological benefits of exercise and 
their relevance to breast cancer. The brochure and information form describing the fit-
ness component (e.g., oxygen consumption), the effect of exercise on the component, 
and the relevance for breast cancer were used to ensure uniform information delivery. 
However, the session specifically excluded the provision of an exercise prescription and 
discussion of strategies to address common exercise barriers. Participants who asked 
about an exercise prescription were told “do the best you can.” To facilitate participant 
retention, control group participants were contacted once and then again 10 days prior 
to follow-up assessment.

outcoMes

The Center for Epidemiologic Studies Depression scale (CES-D) is a widely used and reli-
able (Cronbach Alpha r = .85) 20-item measure of depression that has been validated in 
breast cancer patients (Deshields et al., 2006). CES-D items indicative of depressive symp-
toms (e.g., “felt that I could not shake off the sad feelings even with help from my family 
or friends) are scored on a 0 (Rarely or none of the time) to 3 (Most or all the time) Likert 
scale. CES-D scores range from 0 to 60 and a cut-off score (≥ 16) to identify clinically 
significant depression has been established in both general and breast cancer samples. 

Godin Leisure Time Exercise Questionnaire (LTEQ). The LTEQ self-report instrument 
surveys frequency of mild, moderate, and vigorous leisure-time physical activity over the 
past 7 days (Godin & Shephard, 1985). Metabolic equivalent values (3, 5, and 9 METS, 
respectively) are assigned to each exercise category and multiplied by frequency of oc-
currence to yield a total leisure score index. The LTEQ has been specifically validated in 
breast cancer studies, tested with ethnic minority populations, and has shown to be rela-
tively free of social desirability (Courneya & Friedeneich, 1997; Courneya et al., 2003; 
Motl, McAuley, & DiStefano, 2005). The total leisure score is appropriately reliable 
(2-week test-retest reliability r = .74) and has been correlated with objective measures 
of fitness (accelerometer r = .32; VO2max r = .24; Godin & Shepard, 1985; Motl et al., 
2005). In our laboratory, we have validated LTEQ scores of breast cancer patients with 
VO2max (r = .28, p < .05) and pedometer step counts (r = .31, p < .05).
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PoWer calculation and data analyses

Exercise intervention with breast cancer patients have large standardized effects (i.e., 
d ≥ .80) on fitness and psychosocial outcomes (Courneya, 2003; Schmitz et al., 2005). 
An a priori power analysis, assuming a large effect (d = .80) and a .05 two-tailed alpha 
level, determined that 25 participants per group were needed to achieve .80 power. 
Fifty-seven participants were scheduled for baseline testing, and 7 participants were 
not enrolled due to undocumented hypertension, an orthopedic limitation, or abnormal 
blood pressure response to exercise testing. One participant was subsequently enrolled 
following a hypertension medication adjustment. 

Analyses were conducted on all randomly assigned participants completing base-
line assessments (N = 51). Because some participants missed follow-up assessments, and 
since intent-to-treat analyses are the recommended approach, we used several methods 
to impute missing values and then compared the concordance among results derived 
from each method (Tabachnick & Fidell, 2001). In all cases, these methods yielded the 
same result regarding interpretation of statistical significance. Because regression model-
ing is more widely applicable than carrying forward values, and since it is better than 
mean replacement, we used regression modeling to impute missing values to conduct 
our analyses.  

results

ParticiPant recruitMent and Baseline characteristics

As a first step, we used address and census data to compare eligible-enrolled to eligible-
unenrolled participants and found they were not significantly different with respect to 
income, distance from BMC, and age (p > .23 for all calculations). We also had a high 
retention rate, with 80.4% randomly assigned participants completing follow-up assess-
ments at 3 months; attrition was not significantly different between treatment and control 
groups at follow-up, χ2(1, N = 51) = 1.45, p = .228. Overall, participants completing 
follow-up assessments were not significantly different from follow-up noncompleters with 
respect to medical (i.e., cancer stage, surgery type, adjuvant treatment), demographic 
(i.e., age, race, marital status, employment, family income, or education), or exercise-
related (i.e., BMI, VO2peak, or arm and leg strength) characteristics. 

We next compared intervention and control groups and found no significant differ-
ences with respect to demographic, cancer stage, treatment, and exercise characteris-
tics. Participants ranged in age from 29-75 years (M = 50.8, SD = 11.8). Approximately 
one third (35%) worked full time and 37.3% were married or partnered. The majority 
(52.9%) of women had Stage I breast cancer and received lumpectomy surgery (74.1%). 
Many (44.1%) women received both radiation and chemotherapy, 26.5% received radi-
ation only, 8.8% received chemotherapy only, and 20.6% received no adjuvant therapy. 
Women were generally obese (BMI: M = 28.8, SD = 6.1) and all had an average or 
below average fitness (M = 21.8, SD = 6.3 VO2peak ml/kg/min). A large percentage of 
women were Black (44.1%), total ethnic minority group membership was high (45.1%), 
and about a third reported family incomes under $20,000. 
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eXercise adherence and Protocol delivery 

Women assigned to the structured intervention completed an average of 83% of their 
scheduled hospital-based exercise sessions, (M = 9.9, SD = 3.3 sessions) and 76.9% 
completed all 12 sessions. These data are consistent with exercise adherence rates com-
monly reported in breast cancer literature (Courneya, 2003).    

dePression 

At baseline, 23.5% of women had CESD depression scores above the clinical cut-off, but 
depression rate did not differ between ethnic minority (26.1%) and non-minority women 
(21.4%) or between intervention (25.9%) and control (20.8%) groups, χ2(1, N = 51) = .15 
and .18, p = .699 and .668, respectively. However, 33.3% of women were depressed 
at some point over the 3-month period, which was significantly higher than the general 
base rate of depression (e.g., approximately 20%) lifetime incidence in women, χ2(1, 
N = 51) = 6.10, p = .014.

Examination of intervention effect at 3-month follow-up revealed a significantly high-
er depression rate in the control group (37.5%) than in the intervention group (11.1%), 
χ2(1, N = 51) = 4.917, p = .027, ϕ = −.311. Analyzing the specific pattern of depression 
change indicated that 80% (4 of 5) of depressed participants remained depressed in the 
control group at 3-month follow-up, whereas only 42.9% (3 of 7) remained depressed 
in the intervention group. The rate of newly depressed patients (i.e., not depressed at 
baseline but depressed at follow-up) was 21% (4 of 19) in the control group, whereas it 
was 0% in the intervention group. 

eXercise Behavior 

At baseline, an ANOVA, with ethnic minority group and intervention group as inde-
pendent factors and LTEQ score as a dependent factor, indicated that ethnic minority 
women were marginally less likely to exercise, F(1, 47) = 3.63, p = .063; however, 
control and intervention groups were not significantly different, F(1, 47) = .19, p = .667, 
and the interaction was nonsignificant, F(1, 47) = .63, p = .43. However at 3-month 
follow-up, a two-way ANCOVA, controlling for LTEQ score at baseline, revealed sig-
nificantly higher LTEQ scores in the intervention group than in controls, F(1, 47) = 9.99, 
p = .003, η2 =.178, but effects of ethnicity and the interaction between ethnicity and 
exercise-group membership were not significant, Fs (1, 47) = .11 and 1.67, ps = .739 
and .203, respectively. These data suggest that the intervention was similarly effective in 
increasing self-reported exercise among ethnic minority and non-minority women. Spe-
cifically, LTEQ scores increased from baseline by 157% (M = 9.7, SD = 8.1 to M = 25.0, 
SD = 13.1) in the intervention group and by 32.7% among the control group (M = 10.7, 
SD = 12.8 to M=14.2, SD = 11.8). 
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correlation BetWeen eXercise and dePression 

Finally, we sought to determine the relationship between exercise and depression level 
for those participants meeting criteria for clinical depression at any point during the 
study. We correlated LTEQ change with CESD change (from baseline to 3-month follow-
up) and found a moderate but nonsignificant correlation of r(17) = .38, p = .13, (equiva-
lent ES, d = .69). 

discussion
This is the first prospective, randomized controlled trial examining the exercise-depres-
sion relationship using intent-to-treat analyses in a multiethnic sample of breast cancer 
survivors. We found a similar depression rate between ethnic minority and non-minority 
women with breast cancer, but the overall depression rate (33.3%) was significantly 
higher than the lifetime population rate for women. These data are consistent with previ-
ous research with cancer patients (Deshields et al., 2006; Ell et al., 2005). Our results 
further demonstrated that SEI significantly improved physical activity and depression 
rate, and the intervention was similarly effective for ethnic minority and non-minority 
women. The amount of exercise had only a moderate, non-significant, correlation with 
exercise depression level. 

These findings suggest that a structured intervention that transitions women from 
hospital- to home-based exercise may be an effective complimentary treatment to im-
prove mental and physical health in breast cancer patients with depression. Moreover, 
the intervention ES (i.e., d = −.69) on depression we observed was comparable to the 
overall ES reported for depression among nonmedical population (i.e., d = −.72; Craft 
& Perna, 2004). These results are particularly important for minority women who are 
less likely to receive care for depression (Cooper et al., 2003), more likely than their 
Caucasian peers to be physically inactive (Crespo, Smit, Andersen, Carter-Pokras, & 
Ainsworth, 2000), have poorer breast cancer outcomes, and are at increased risk for 
CVD (Bigby & Holmes, 2005).

Assessment of the relationship between changes in physical activity and changes in 
depression revealed a moderate, but statistically nonsignificant, correlation. This may be 
attributed to several factors and study limitations. 

One such limitation is the depression variable. Our study was not designed to 
specifically recruit depressed breast cancer patients, and thus, the subgroup correla-
tion analysis’ lack of statistical power may have contributed to non-significant findings. 
Similarly, although the CESD has established cut scores for depression, we did not verify 
depression by other means. However, a higher-than-expected rate of depression was 
observed in the sample that could not be attributed to other factors, such as support 
group attendance or antidepressant medication use.

Second, although not a study limitation per se, the lack of a significant inverse cor-
relation between amount of exercise and depression may be questioned. It is possible 
that even a modest level of exercise is sufficient to promote positive changes in mental 
health among breast cancer patients and, once a threshold amount of exercise is met, no 
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further mental health benefit accrues from additional activity. This position is consistent 
with meta-analytic findings and with the magnitude of the correlation between exercise 
and depression we observed (Craft & Landers, 1998). These views are also consistent 
with prospective data from breast cancer patients indicating that improved mortality was 
achieved with only a minimal amount of exercise, whereas higher exercise level was not 
associated with improved mortality (Holmes et al., 2005). Given that many women with 
breast cancer may exercise with a lower frequency, and that this may still produce some 
physiological and psychological benefits, future research should manipulate exercise 
frequency and compare the effect of low-frequency exercise (e.g., 1-2 times per week) 
with more frequent exercise.

Third, we used a multifaceted intervention including a number of cognitive behav-
ioral therapy characteristics. As such, we could not determine exactly which intervention 
component may have had the greatest effect. It is possible that intervention aspects, oth-
er than exercise, led to reductions in depression. For example, women in the SEI group 
engaged in self-monitoring and goal setting activities and may have derived a sense of 
self-efficacy and enhanced self-worth from meeting exercise goals. Similarly, women in 
the SEI group were contacted frequently to obtain data and were provided with brief 
supportive contact for their exercise attempts, and they may have perceived this support 
as therapeutic. Therefore, the exact mechanisms underpinning the intervention effect on 
depression are unclear; it is likely that various program components acted synergistically 
to increase exercise behavior and lessen depression among these women.   

Finally, criteria for empirically validated therapies distinguish efficacious from spe-
cifically efficacious treatments (Chambless & Hollon, 1998). Treatment efficacy requires 
a finding that an intervention is superior to a control condition, whereas evidence that 
an intervention is superior to another treatment or an attention control is a criterion for 
treatment specificity. In the present study, research staff exposure time was not equiva-
lent between conditions, but the design ensured that control and experimental groups 
received similar informational content, which was viewed as helpful, and the control 
condition represented an improvement over the standard no-treatment, control condition. 
As such, we have demonstrated the efficacy of an intervention to improve time spent in 
physical activity and to reduce the prevalence of depression among women with early 
stage breast cancer. Future research is needed to elucidate the mechanisms underlying 
this relationship.                   
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were boys who had disease durations range
from 4 months to 2 years. Associated atopic
conditions were found in four out of five
patients.

Vision was impaired in all patients. Indeed,
visual testing was difficult due to symptom-
atic itching and photophobia. Those with
corneal complications did worse (20/100 in
patients 1, 3 and 5, who had corneal disease).
Patient 1 had an established shield ulcer
which failed to respond to hourly topical
steroid, autologous serum and regular
debridement. Patient 5 had advanced glau-
comatous field losses with cupedisc ratios of
0.9 bilaterally, bilateral pseudophakia and
glaucoma-drainage-devices. She had an old
corneal scar and a baseline vision of 20/100.
To control symptomatic itching and superior
giant papillae, she had been using topical
cyclosporine 0.05% twice daily with only
moderate relief.

Topical tacrolimus 0.03% ointment twice
daily was introduced at various time points.
It was used for the shield ulcer that failed to
respond (patient 1) after 3 weeks of treat-
ment. For patient 2, it was used in place for
steroid and mast-cell-targeted treatment,
which added up to 16 administrations per
day. For patients 3 and 4, it was added in
substitution for topical steroid therapy when
corneal epithelial breakdown was first noted.
In patient 5, it was used instead of topical
cyclosporine, owing to its lack of efficacy.

All patients responded. The only side
effect was burning sensation that did not
require cessation of treatment. There was
significant reduction in symptoms and signs.
Giant papillae regressed as early as 1 week
post-treatment. The large shield ulcer seen in
patient 1 healed within 3 weeks. For the two
cases with early epithelial disease, the
defects healed within 1 week with scarring
(figure 1). Total treatment duration ranged
from 1 to 5 months. Symptoms redeveloped
in two patients after 2 months, which was
controlled with mast-cell-targeted treat-
ments alone.

In summary, topical tacrolimus 0.03% was
found to be safe and effective for VKC. We
would suggest its early use as a steroid-sparing
agent to prevent blinding complications.
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Ocular manifestations of torture:
solar retinopathy as a result
of forced solar gazing
Solar retinopathy as a result of sun gazing
has been well documented and occurs as
a result of thermal and photochemical
processes after solar exposure.1 Although
solar exposure is usually a result of deliberate
sun gazing, forced sun gazing can also be
used as a torture method.

Torture is prevalent worldwide. In 2007,
the Amnesty International documented
cases of “torture and other cruel, inhuman or
degrading treatment” in 81 countries.2

It is important for clinicians to be aware
of the physical manifestations of torture
because they are not always obvious. Torture
methods are often devised to leave minimal
long-term physical indications but often
have tremendous psychological impact.3

Survivors will often not disclose the experi-
ence of their torture with their physician,
and the diagnosis may be missed.4

CASE
A 58-year-old West African man was referred
to an ophthalmology clinic by his primary
care physician with a chief complaint of

difficulty reading and discomfort and blur on
more than momentary reading. His medical
history included torture in Cameroon 3 years
earlier. On two consecutive days, he was
taken from his cell and at gunpoint forced to
stare at the sun for a duration that
he believes was about an hour each day. He
possessed no means for measuring time. He
was threatened with death if he looked away
or closed his eyes, and did observe the
execution of another prisoner for failure to
comply. He described great pain and blurred
vision afterwards, but he felt that he recov-
ered and was able to see well at close range
and distance until recently when he devel-
oped difficulty reading.

On examination, the distance visual
acuity was 20/20 in both eyes on the Snellen
test without correction. Uncorrected near
acuity was J7 in either eye. With appropriate
presbyopic correction, his near vision
improved to J0 in both eyes. Fundus exami-
nation of the left eye showed an atrophic
area with pigment migration, shaped like
two overlapping circles, approximately
1 mm in diameter. On retinal photographs,
the lesion was exactly the same distance
temporal to the fovea as the disc was nasal
to the foveal umbo (see figure 1). The right
fundus was normal. The visual fields were
normal.

Diagnostic impressions were presbyopia in
both eyes and solar burn in left eye secondary
to torture by forced sun gazing. The
appearance of the lesion is classic for the late
lesion of solar gazing after the initial oedema
of the neurosensory retina has faded. The
patient was certain that he had looked
directly at the sun, but the location of the
unilateral burn suggested that he had instead
instinctively arranged his gaze to place the
image on the optic nerve head oculus dexter
and temporal to the fovea oculus sinister to
minimise pain. Because there was no optic
atrophy, the lighter colour of the optic nerve
presumably converted less light energy to
heat than the darker fundus, including the
retinal pigment epithelium and the choroidal
pigment, and optic nerve tissue was not lost.
In addition, the size of the extrafoveal lesion
is comparable with the foveal lesions of
patients seen with solar injury to the fovea.5

Figure 1 Fundi of patient showing scar temporal to the fovea in left eye secondary to solar burn.
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Treatment with presbyopic correction elim-
inated his presenting symptoms.

DISCUSSION
In this report, we document that forced sun
gazing can also be used as a physical torture
method, which can result in solar retinop-
athy. Psychological sequelae may also be
present in torture survivors, such as symptoms
of post-traumatic stress disorder and major
depression. If a physician identifies a patient
as being a survivor of torture, it is important
for them to be aware of programmes that
specialise in the care of torture survivors
such as the International Rehabilitation
Council for Torture Victims.6

In summary, this is a unique report of
forced sun gazing used as a torture method
and resulting in solar retinopathy. Unlike
with deliberate sun gazing, where solar
burns are usually located foveal or perifoveal,
torture victims may shift their eyes, causing
solar burns offset from the retina. In the case
presented in this report, an affidavit and
testimony were given in court documenting
the ophthalmic findings, which contributed
to the patient being granted political asylum.
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Decreased susceptibility to
quinolones in methicillin-resistant
Staphylococcus aureus isolated
from ocular infections at
a tertiary eye care centre
Methicillin-resistant Staphylococcus aureus
(MRSA) is a serious cause of morbidity and
mortality worldwide because of its multiple-
drug resistance.1 In the past, MRSA infec-
tions were considered as hospital acquired;
however, in the 1990s, serious MRSA infec-
tions were reported in patients with no
previous contact with the healthcare
system.2 Aggressive infections due to MRSA
were observed in the eye and orbit in
patients with no hospital exposure.3 There
are very few reports on ocular MRSA infec-
tions, and to the best of our knowledge,
there are no reports on MRSA in ocular
infections from India. The present study was
carried out to study the changing trends of
methicillin susceptibility in S aureus isolated
from different ocular infections and to
analyse the susceptibility of MRSA to
quinolones and vancomycin.

We performed a retrospective review of
microbiology records from January 2006
through December 2008 to determine the
susceptibility pattern of S aureus isolated
from corneal scrapings, vitreous, conjunc-
tival swabs and lacrymal sac and adnexa to
oxacillin (methicillin). Staphylococcus was
identified to species level by conventional
biochemical tests and by using Mini API

(bioMérieux, France). Antibiotic suscepti-
bility of the isolates was determined by
using the Kirby Bauer disk diffusion method
on cation-adjusted Mueller Hinton agar to
oxacillin, ciprofloxacin, ofloxacin, moxi-
floxacin gatifloxacin and vancomycin. Plates
were incubated at 358C for 16e18 h in
nonecarbon dioxide incubator. The results
were interpreted as per the Clinical Labora-
tory Standards Institute guideline.

STATISTICAL ANALYSIS
Changing the trends of oxacillin susceptibility
in S aureus isolates was analysed by using c2

test, and the susceptibility evaluation of
MRSA to different antibiotics was done by
correlation analysis.

A total of 199 S aureus isolates were
isolated during the study period. Of these, 74
were isolated from the corneal scrapings; 43,
from the conjunctival swabs; 11, from the
vitreous and 71 from the lacrimal sac and
adnexa. Of 199 isolates, 68 (34.1%) were
resistant to methicillin. Of 68 MRSA
isolates, 22 (32.3%) were isolated from the
conjunctiva, 23 (33.8%) were isolated from
the lacrimal sac and adnexa, 20 (29.4%) were
isolated from the corneal scrapings and 3
(4.4%) were isolated from the vitreous. All
the 199 (100%) S aureus isolates were sensi-
tive to vancomycin.

Yearwise distribution of S aureus isolates
and their susceptibility to methicillin are
shown in table 1.

The susceptibility rates of methicillin-
resistant and methicillin-susceptible S aureus
(MSSA) to quinolones are shown in table 2.

Methicillin-resistant S aureus causes severe
ocular infections,3 4 and prevalence of ocular
MRSA infections varies from 3% to 30%.1 5

In this laboratory-based investigation, the
proportion of MRSA ocular infections
increased from 26% in 2006 to 38% in 2008.
An annual increase in MRSA incidence was
observed in our study.

Hospital-acquired MRSA strains are
usually multidrug resistant.6 Community-
acquired MRSA, though resistant to
methicillin and other b lactam antibiotics
(penicillin, cephalosporins and carbape-
nems), often remain sensitive to many other

Table 1 Susceptibility of S aureus to methicillin

Year
Methicillin sensitive
(%)

Methicillin resistant
(%) 95% CI p Value

2006 33 (73.3) 12 (26.7) 13.3 to 38.7 0.075

2007 59 (64.9) 32 (35.1) 25.2 to 45.2

2008 39 (61.9) 24 (38.1) 26.1 to 50.1

Table 2 Susceptibility of methicillin-resistant and methicillin-susceptible S aureus to quinolones

Met

Cip

95% CI p Value

Mox

95% CI p Value

Gat

95% CI p Value

Of

95% CI p ValueS R (%) S R (%) S R (%) S R (%)

S 64 67 (51) 42.5 to 59.7 <0.01 74 57 (43.5) 35 to 52 0.026 114 17 (13) 7.2 to 18.7 0.071 65 66 41 to 59.8 <0.01

R 20 48 (70) 59.7 to 81.41 27 41 (60) 48.6 to 71.9 52 16 (23) 13.4 to 33.6 17 51 64 to 856.9

Cip, ciprofloxacin; Gat, gatifloxacin; Met, methicillin; Mox, moxifloxacin; Of, ofloxacin; R, resistant; S, susceptible.
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BACKGROUND: Despite compelling reasons to draw on
the contributions of under-represented minority (URM)
faculty members, US medical schools lack these faculty,
particularly in leadership and senior roles.
OBJECTIVE: The study’s purpose was to document
URM faculty perceptions and experience of the culture
of academic medicine in the US and to raise awareness
of obstacles to achieving the goal of having people of
color in positions of leadership in academic medicine.
DESIGN: The authors conducted a qualitative interview
study in 2006–2007 of faculty in five US medical
schools chosen for their diverse regional and organiza-
tional attributes.
PARTICIPANTS: Using purposeful sampling of medical
faculty, 96 faculty were interviewed from four different
career stages (early, plateaued, leaders and left academic
medicine) and diverse specialties with an oversampling of
URM faculty.
APPROACH: We identified patterns and themes emer-
gent in the coded data. Analysis was inductive and data
driven.
RESULTS: Predominant themes underscored during
analyses regarding the experience of URM faculty were:
difficulty of cross-cultural relationships; isolation and
feeling invisible; lack of mentoring, role models and
social capital; disrespect, overt and covert bias/
discrimination; different performance expectations related
to race/ethnicity; devaluing of research on community
health care and health disparities; the unfair burden of
being identified with affirmative action and responsibility
for diversity efforts; leadership’s role in diversity goals;
and financial hardship.

CONCLUSIONS: Achieving an inclusive culture for
diverse medical school faculty would help meet the
mission of academic medicine to train a physician and
research workforce that meets the disparate needs of
our multicultural society. Medical school leaders need
to value the inclusion of URM faculty. Failure to fully
engage the skills and insights of URM faculty impairs
our ability to provide the best science, education or
medical care.

KEY WORDS: medical faculty; underrepresented minorities; race.
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INTRODUCTION

Medical schools hold a social mission to educate physicians
who will care for the entire population.1,2 Diversity among
faculty enhances the ability of academic medicine to fulfill its
educational, research and patient-care missions.3 Inclusion of
under-represented minority faculty members (URM) in medical
schools promotes more effective health care delivery to a
diverse population; improves the quality of medical education,4

and may stimulate research attentive to the needs and
concerns of minority groups.5

Despite these compelling reasons to draw on the perspec-
tives and contributions of URM faculty members, there is an
alarming dearth of these faculty in US medical schools and a
serious paucity in leadership or senior roles6–8 (Table 1).

Studies have shown that URM faculty are less satisfied and
more likely to leave academic medicine, advance more slowly
and are less likely to be in the basic sciences.9–12,17,18

Additionally, minority faculty report experiences of ethnic
harassment, biased treatment and racial “fatigue.”11,13–16 They
spend more time in patient care and less in research than their
non-minority colleagues. Efforts have increased the enrollment
of URM medical students,19–22 but the environment or culture
for URM faculty has received much less attention.

Out of concern regarding the failure of academic medicine to
adequately recruit, retain and advance diverse faculty, we
formed a national collaborative, the National Initiative on
Gender, Culture and Leadership in Medicine (“C - Change”)23 to
engage five US medical schools in action research to facilitate
culture change in academic medicine. In this partnership, we
conducted an in-depth interview study of faculty to deepen our
understanding of factors underlying the lack of URM faculty in
the nation’s medical schools.

METHODS

As part of the larger C - Change initiative, we selected five
schools representing organizational characteristics of all US
medical schools, [i.e., public (two)/private (three), NIH research
intensive (two), primary care orientation/community orienta-
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tion (one)]. The sample represented all designated Association
of American Medical Colleges (AAMC) regions. Sex and URM
faculty demographics in these five schools were almost identical
to national statistics.

Participant Criteria

Using purposeful and chain referral sampling,24 we inter-
viewed equal numbers of faculty from each school stratified
by sex, race/ethnicity, department/discipline and career stage.
Participants were research scientists, medical and surgical
subspecialists, and generalist faculty holding doctoral degrees
(84% MD/MBBS, 16% PhD) and represented 26 disciplines. The
96 faculty members interviewed in 2006–2007 represented
(almost equally) four career stages: (1) early career (initial
faculty appointment for 2 to 5 years), (2) “plateaued,” (faculty
for≥10 years and who had not advanced as expected), (3)
faculty in leadership roles such as deans, department chairs
and center directors, and (4) former faculty who had left
academic medicine. We oversampled women (55%) and URM.
The 17% African American/Black, 4% Hispanic/Latino
respondents represented 11 specialties/disciplines.

Data Collection and Analysis

A multidisciplinary research team (2 MDs, 2 PhDs) conducted
in-depth, semistructured interviews—15% in person and 85%
by telephone for convenience. Interviews (typically 1 h) were
audio-recorded and transcribed verbatim. The interview guide
(developed from pilot interviews) consisted of open-ended
questions on aspirations of faculty, energizing aspects of their
careers, barriers to advancement, collaboration, leadership,
power, values alignment and work-family integration (Table 2).
We concluded interviewing when we no longer obtained new
information.

After deletion of all identifying information, transcribed data
were coded and organized using Atlas.ti software. Inductive
analysis 25,26 identified patterns and themes as they emerged
from the coded data. The secondary analysis reported here
utilized all coded data related to URM faculty and discrimination,
and the entire interviews of URM faculty. We verified our findings
using a consensus process. Brandeis Institutional Review Board
approved the project. The example quotations illustrate themes
stated repeatedly.

RESULTS

Male and female URM faculty experienced: difficulty in cross-
cultural communication; feeling isolated and invisible; lack of
mentoring, role models and social capital; disrespect, overt

and covert bias and racism; devaluing of professional interests;
being identified with affirmative action programs and diversity
responsibilities; and financial hardship.

Cross-Cultural Communication

Many URM faculty described problems with conversation and
relationship formation with Caucasian colleagues, e.g., “Maybe
they don’t know how to talk to me because I’m an African
American person.” They ascribed this to having different profes-
sional and social frames of reference. URM faculty didn’t feel
included and perceived that they caused Caucasians to be
uncomfortable in conversing with them. This lack of connection
created a barrier to collaborating with other faculty.

It makes me feel like they're so uncomfortable. We don't
have the same frames of reference. And it doesn't feel
comfortable on either side of the conversation. I feel like
I'm making people think about things they don't want to
think about and so why bother? (URM female, plateaued)

Some described academic medicine as feeling like a foreign
culture.

So academic medicine is a foreign culture that isn’t
friendly to American Indians and Latinos. You’re not
going to attract Latinos, American Indians who have a
community bent, who want to change social systems,
who have a sense of family and community. It's very
hard for us to fit in academic institutions, where that's
about the individual. (URM male, early career)

Table 1. Representation of Faculty Members of African-American/Hispanic/Latino and Native American Groups is Far Below the
Demographics of These Groups In the US Population and US Medical Students.6–8

US population
20006

Medical
students 20077

All medical
faculty 20077

Medical faculty instructors/
assistant professors 20078

Medical faculty associate/
full professors 20078

African American 12.3% 6.4% 3.0% 8.0% 3.8%
Hispanic/Latino 12.5% 7.2% 4.2% 3.0% 2.2%
Native American 0.9% 0.3% <0.1%

Table 2. Interview Guide Questions

What is it about your work that energizes you?
When have you felt most successful in your work?
What’s been your sense of being a part of your institution?
What has been difficult or frustrating in your work?
Can you talk about some experiences you’ve had related to the
advancement of your own career in academic medicine?

What do you see as valued at your institution?
What does it take to get into a position of power or leadership in your
school?

Is leadership something you’ve wanted or want for yourself?
How has power affected you/your career in academic medicine?
How do your personal values align or conflict with what you experience
in academic medicine?

Why do you think there are so few women in the upper reaches of
academic medicine?

What about underrepresented ethnic groups or people of color?
Tell me about the relationship between your work and family or
personal life.

How are your aspirations for yourself in academic medicine being
fulfilled?
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Isolation

Isolation due to the scarcity of colleagues of color was cited
frequently. This was especially prominent for female faculty.

Early on, there were just no women and certainly, no
faculty of color, and so you're just there by yourself.
(URM female, leader)

Some URM faculty remarked that people of color need other
supportive relationships from family, church or community
outside medicine to survive the professional isolation.

Feeling Invisible

The sense of isolation was compounded by feeling invisible in
the institution and at national professional meetings.

What I struggled with for a long time here was my being
an African-American woman, in a male, white male-
dominated institution and the feeling that I was
invisible. My opinion didn’t matter, what I was feeling
didn’t matter. There were people who I passed every
single day, who were chairmen of departments, and I
mean, good God, after 5 years you’ve got to see a
person… I would really hate to go to national meetings.
Because I wouldn’t see very many people who looked
like me and even though I had met people the year
before or 2 years before, they always acted as if they’d
never seen me before. (URM female, plateaued)

Lack of Mentoring, Role Models and Social Capital

Many commented on the lack of support and mentoring and
the paucity of URM role models in academic medicine. This
was especially significant as many African American and
Hispanic faculty came from backgrounds where they had little
exposure to academia or the systems of higher education.

When you're the first person in your family to reach this
point, you are clueless. I was not receiving any
counseling at all about what the next move was… A
lot of people of color don't know that. (URM female,
leader)

Programs for URM students and resident were available, but
faculty believed it “pretty well peters out at the faculty level.”
Many faculty of color acknowledged that they lacked role
models for themselves, but still felt responsible for serving in
leadership roles and being role models for other URM faculty.

The other reason that leadership is important for me is
because you want your family, other people of color to
say, “Okay, I can do this too, I can do it.” Academics is
not an area that people think about. (URM female,
leader)

I'm at a point in my career where I have to decide
whether to stay or go, and if I go, where’s the role model
for the ones coming behind me? Then they have a
similar experience like I did. (URM female, plateaued)

Disrespect, Prejudice, Bias and Racism

We heard numerous accounts of experiencing racist remarks
and bias. Minority faculty described being stereotyped; some-
times being viewed as similar to uneducated minority patients
or other people of color in service roles.

If the majority of the patients that you’re treating are
African American and very poor and uneducated, and
I’m African American, well, people are sometimes not
able to make the distinction between some of those
patients and you. (URM female, early career)

So I showed up at the meeting last year, and one of the
Division Directors asked me to take his luggage to his
room…I was just puzzled. And he said, “You are at this
meeting aren’t you?” And then it became clear to me
that he thought I was one of the organizers of the
meeting. I said, “Well, yes I am at the meeting.” And
then he very sharply said, “Well then can you take care
of this?” And I said: “Sir, I believe I’m at the meeting for
the same reason you are.” (URM female, leader)

Another minority physician remembered an incident as an
intern.

I was on call and one of the nurses interrupted me and
said, “Oh go to room such and such, the sheets need to
be changed.” …making the assumption that if I am
African-American, I’m here to clean the beds. (URM
female, left academic medicine)

A pervasive example of stereotyping was that colleagues and
supervisors often had low or mediocre expectations of what
URM faculty (or students) could accomplish.

I have heard it from African-American students that
were very interested in science, and they had teachers
that said, “I don’t think you really can get a PhD.” (URM
female early-career)

Individually, URM faculty consistently believed that they
had to perform at a higher level than others in similar
situations to be perceived as accomplished.

I think you always feel like you’re expected to do a
mediocre job. Always. And so, you strive to be super
woman. To combat the expectation that you’re only
going to be mediocre. (URM female, plateaued)

Others recounted instances of racism.

I sent my resume for something and when I showed up
someone said tome, “Your resume didn’t look black.”Can
you imagine someone saying that? (URM female, senior)

There was a night shift that I worked, the resident came
down and asked me if we could hold a patient in the
emergency department because it had been a busy
night for the resident, and he didn’t want to admit the
patient. And I said “No,” because the patient was an
older woman on a stretcher down here in the ED, I
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wanted her to go upstairs. He walked away and
mumbled, “You black bitch.” My boss happened to
come down first thing in the morning, and I recounted
the episode to him, and told him I was so angry I could
have punched this guy and he says to me, “Well, you
know, we don’t live in the jungle.” That was his response. I
will never forget that. (URM female, plateaued)

Discrimination in recruitment emerged as a sub-theme. One
respondent recounted her experience of discrimination by
other faculty members. She pointed out the burden of dealing
with discrimination for many years.

So he asked the chair to bring me on as a faculty
member. And one faculty went to the Dean, and said:
“Let’s not bring her on. Let’s wait ‘till next year because
we want (name), because we believe that a white,
Jewish male will fit the environment better.” So,
sometimes you look back and wonder why you stayed.
(URM female, leader)

Another Caucasian faculty explained discrimination on the
basis of class. He believed that prejudice exists against non-
white speech patterns.

I think that even though people may not be prejudiced
against skin color, they may be prejudiced against—
and I know I'm prejudiced—language patterns. It's the
way I'm prejudiced against people who put their Rs in
the wrong place. It's a sign of class. (Non-minority male,
plateaued)

Devaluing of Professional Interests

In the departments where there was focus on research on
underserved populations or community-based health care,
URM faculty perceived a more favorable microenvironment
for themselves. Such departments were better able to recruit
URM faculty. Conversely, respondents commented on how
research in communities and giving back to their communities,
as well as research onminority health disparities (MHD) was less
rewarded, and perceived as less weighty.

I think from all the other departments’ perspective
they'd say, “What's going on with them? They're doing
soft research out in the community and they're not real
scientists.” (URM male, left academic medicine)

Minority faculty felt a sense of responsibility to their
communities that often conflicted with the demands of an
academic career.

It’s important that we’re out in the community actually
caring for patients, giving back to our community. I
know that my closest colleagues who are African-
American definitely feel that way. They felt that they
couldn’t do that within the confines of academic
medicine. (Non-minority male, left academic medicine)

Additionally, issues of tokenism and “window dressing” were
voiced. Some faculty suggested that URM faculty are “just a

pawn to be used by the institution” to show that the institution
is attending to URM recruitment or doing something aboutMHD.

Theminorities see academia as an environment that they
canpotentially thrive inand they getplayed. Theybecome
the representative in that it shows that the institution is
doing something about health disparities and they get
used, and they also don’t wind up in the decision-making
circles. (Non-minority male, plateaued)

Burden of Affirmative Action Programs
and Representing One’s Own Race

Compounding tokenism, faculty spoke of the stigmata of
having participated in affirmative action programs or programs
specifically targeting MHD, thus being simultaneously benefited
and disadvantaged. URM perceived that others thought they had
“got there because they were Black.”

You almost feel that you have to do better than anybody
else to prove that you are where you are because you
deserve it. I was very lucky and I got my R01 very
quickly and I got a very, very good score. I was really
proud of that. I worked very hard on that grant. And a
colleague of mine, he looked at me and said, “I’m
convinced that these things are decided based on
ethnicity.” (URM female, leader)

Often URM faculty were asked to provide service and
committee work to promote diversity. They felt conflicted in
the realization that this service on behalf of URM detracted
from personal scholarship and an individual need to advance
in the system.

They told me the only reason I got the job was because I
was Black. And when I came into the Dean’s office,
there was talk of: “We don’t have an Office of Minority
Affairs (OMA) here.” Every time they start talking about
an OMA they start looking at me. And I said, “If I’m good
enough to be the Dean of Minority Students, I’m good
enough to be the Dean of all the students.” (URM
female, plateaued)

A dilemma for many faculty was how to manage concurrent
efforts to take care of other people of color, as well as to
advance professionally to be accomplished role models.

Responsibilities of Leadership

Many faculty commented on the pivotal role of leaders with
respect to diversity and the scarcity of people of color in
leadership roles in medical schools. Leaders were perceived as
not valuing diversity and needing to make a firm commitment to
diversity goals if to acheive real change. Leaders tolerated
unacceptable behavior or even racism (e.g., see Racism section).
Interviewees believed that leaders rarely selected people of color
for leadership positions as doing so would detract from their
sense of comfort interacting with people like themselves.

It has to be something that leaders prioritize. When
everything else is equal, you have to step up to the plate
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and choose the person who does bring diversity. So you
need leaders who are willing to stand for it. (URM male,
senior)

Some commented that having more URM faculty in posi-
tions of leadership would dispel stereotypic myths and create
greater exposure to minority excellence on an individual basis.

An intern on my teaching service said to me “I really
enjoyed working with you. I truly respect the way that
you take care of patients and I want to try to mimic the
way I take care of patients after you.” He was a non-
minority young man and I thought that was incredibly
important for me to be in a position to have somebody
like him say that. But you have to have the commitment
from schools, from hospitals, from administrators to
find the people to be in those [leadership] positions and
I think it has a huge calming effect on society in general.
(URM male, early career)

URM faculty reported that they usually have to be the one to
notice and comment on inequity and that this responsibility is
not assumed by majority leaders. Some commented that when
URM faculty assume administrative leadership, it’s at the
expense of advancing their own scholarship. On the other
hand, having an URM in a leadership role gives the clear
message about commitment to achieving diversity.

Some drew a contrast between African-American, and Asian
or Middle Eastern faculty. perceiving that the latter groups
often came from educated and privileged families who were
more familiar with academic pursuits and hierarchies:

I think Asian and Middle Eastern men have been
accepted much more than African-American men, and
that reflects who’s going to medical school. Second and
third generation people from Pakistani, Indian and
Iranian families. They're well trained and they’re very
hard workers, and excellent clinicians and teachers—so
no issues there. But I think that gives the institution
the feeling that they’re ethnically diverse, but with all due
respect, these are “WASPs”with brown skin. They’remore
similar in their behavior to the white Anglo-Saxon
Protestant model than a Brooklyn Jew, for instance,
who’s noisy and loud. (Non-minority female, leader)

This white woman shows a nascent understanding of a
certain way one has to act in order to be accepted, i.e.,
similarly to a white male. Asian and Middle-Eastern faculty
with more privileged backgrounds may more easily adapt to
expected behavior patterns and consequently advance more
frequently than URM faculty.

Financial Hardship

A persistent interview theme was the financial sacrifice
perceived by choosing a career in academic medicine.

So they are seen as not just the breadwinners for their
household, but for the greater family at large. There’s a
sense of responsibility not only to give back to the
community, but also to earn a higher wage to help out

the extended family. (Non-minority male, left academic
medicine)

Slowness of Change

The history of segregation and slavery in the US is still a part of
many people’s consciousness. Several faculty highlighted the
slowness of realizing the full positive outcomes of legislation
resulting from the civil rights movement. “I’m just disappointed
with the progress of our country.”

I mean it’s your normal change process, establishing
the value of the differing person or persons and
eventually change occurs. It’s the same process that
we went through with integration. That wasn’t over-
night either. And we’re still struggling with it in
academic medicine. (Non-minority male, senior)

DISCUSSION

URM faculty bring knowledge and experience of different
backgrounds and world views to medical schools. Our findings
suggest that these valuable attributes and abilities, instead of
being perceived and received as beneficial, are often responded
to as untoward contributions and become barriers to accep-
tance in the systems of academic medicine.

Isolation and feeling like an outsider resulted from a
combination of barriers to communication and relationship
formation with majority faculty; scarcity of faculty of color; and
lack of role models. Lack of family instrumental support and
social capital combined with education-related debt added to
the burden of trying to advance professionally. Faculty expe-
rienced disrespect, discrimination, racism and a devaluing of
their professional interests in community service and MHD.
Women faculty commented on the double disadvantage of
gender and minority status.

URM faculty experience social as well as professional
discrimination and may feel justifiably angry. The “tokenism”

and “window dressing” they describe pertains to at least three
concepts: a lack of authenticity among institutional leaders in
efforts to include minorities; the burden of having to represent
one’s entire race; and being on the receiving end of special
programs and assumptions that the achievements of people of
color are due to special favors rather than merit. Faculty
ascribe a pivotal role to leadership in combating discrimination
and achieving diverse faculties. Many leaders lack the experi-
ence of having different types of people in leadership roles, and
it may seem risky to put power in the hands of less experienced
people. Most URM faculty come from non-affluent families (in
contrast to many white majority students) and incur substan-
tial debt during training. URM physicians supported their
households and often their extended families. The combination
of this and dedication to their communities contributed to
URM leaving academic medicine.

While published research on diversity in medical school
faculty report on a single school,18 on URM physicians in
practice15 and some national recommendations,27 this paper’s
contribution is in-depth data on the experience of URM
medical faculty from diverse subspecialties, collected from five
disparate schools in different US regions. While we have
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focused on URM faculty, other faculty of color may contend
with many of the same disadvantages. The findings on
relational barriers align with our study results in non-minority
faculty.28 Limitations of the study are those inherent in
qualitative studies with relatively small numbers of partici-
pants: selection or sampling bias, potential for response bias
and the subjective nature of analytic strategy. Even so,
qualitative studies singularly allow voicing of perceptions of
individuals who voluntarily share such information. We found
the themes to be consistent and highly congruent for faculty of
varying rank, discipline and sex across the five schools.

McIntosh observed that people who benefit most (in the
short term) from privilege systems are mostly unaware of and
blind to the existence of privilege systems. This preserves the
myths of moral and managerial meritocracy.29 This likely
occurs because the exposure of bias is often painful and
disturbing, particularly among individuals who explicitly hold
egalitarian and humanitarian views. Having inherited uncon-
scious biases that aremanifested unintentionally in interperson-
al interactions, these individuals may feel guilty about their own
advantage (acquired typically without effort or consent on their
part) and its role in keeping others disadvantaged. Through
elucidation of URM faculty experiences, we hope to raise
awareness among health professionals, educators, administra-
tors and policy-makers of obstacles to achieving the goal of
having URM faculty as leaders in academic medicine.

Medical schools and their policies need to reward service
and research on community-based health care and MHD,
similarly to other accomplishments and research if this work is
to be shouldered by a broader set of faculty. Health disparities
in the US are among the highest in the developed world, and
reducing them is a major health priority.30–32 Successful
strategies to reduce disparities must address the physician
workforce.27,33 We propose that having more URM faculty in
senior and leadership roles in medical schools will support
training a more diverse physician population and increase the
cultural awareness and skills of all physicians-in-training and
biomedical scientists. These factors will contribute to a greater
capacity to care for underserved groups and to better elucidate
the causes of and solutions to health disparities. Failure to
fully engage the skills and insights of URM faculty means that
we don’t have the best science and the best medical care that we
could have. We agree that medical schools and their leadership
should be evaluated on the extent to which their graduates meet
the health needs of the nation.33–35 Achieving a diverse medical
school faculty would help meet the institutional mission of
academic medicine to train a physician and research workforce
that meets the needs of our multicultural society.
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Choice of Initial Antiepileptic Drug for Older Veterans: Possible
Pharmacokinetic Drug Interactions with Existing Medications

Mary Jo V. Pugh, PhD,ab Anne C. VanCott, MD,cd Michael A. Steinman, MD,ef Eric M. Mortensen,
MD,ag Megan E. Amuan, MPH,h Chen-Pin Wang, PhD,ab Janice E. Knoefel, MD,ijf and
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OBJECTIVES: To identify clinically meaningful potential
drug–drug interactions (PDIs) with antiepileptic drugs
(AEDs), the AEDs and co-administered drugs commonly
associated with AED-PDIs, and characteristics of patients
with high likelihood of AED-PDI exposure.

DESIGN: Five-year retrospective cohort study of veterans
with new-onset epilepsy.

SETTING: National Veterans Affairs and Medicare da-
tabases.

PARTICIPANTS: Veterans aged 66 and older with a new
diagnosis of epilepsy between October 1, 1999, and Sep-
tember 30, 2004 (N 5 9,682).

MEASUREMENTS: AED-PDI was restricted to clinically
meaningful PDIs identified using prior literature review.
AED-PDIs were identified using participants’ date of initial
AED prescription and overlapping concomitant medica-
tions. Logistic regression analysis identified factors associ-
ated with AED-PDI, including demographic characteristics,
chronic disease states, and diagnostic setting.

RESULTS: AED-PDI exposure was found in 45.5% (4,406/
9,682); phenytoin, a drug with many PDIs, was the most
commonly prescribed AED. Cardiovascular drugs, lipid-low-
ering medications, and psychotropic agents were the most
commonly co-administered AED-PDI medications. Individ-

uals with AED-PDI exposure were more likely to have hy-
pertension (odds ratio (OR) 5 1.46, 99% confidence interval
(CI) 5 1.24–1.82) and hypercholesterolemia (OR 5 1.40,
99% CI 5 1.24–1.57) than those without and to be diag-
nosed in an emergency or primary care setting than a neu-
rology setting (emergency: OR 5 1.30, 99% CI 5 1.08–1.58;
primary care: OR 5 1.29 99% CI 5 1.12–1.49).

CONCLUSION: Exposure to AED-PDI was substantial
but less common in patients with epilepsy diagnosed in a
neurology setting. Because potential outcomes associated
with AED-PDI include stroke and myocardial infarction in
a population already at high risk, clinicians should closely
monitor blood pressure, coagulation, and lipid measures to
minimize adverse effects of AED-PDIs. Interventions to re-
duce AED-PDIs may improve patient outcomes. J Am
Geriatr Soc 58:465–471, 2010.

Key words: drug–drug interaction; epilepsy; geriatrics;
antiepileptic drugs

Although many consider epilepsy to be a disease of
childhood, the incidence of epilepsy is highest in older

adults, with prevalence estimates between 1.8% and 2%.1

Management of epilepsy in older patients is clinically chal-
lenging. In addition to concerns about ensuring that sei-
zures be controlled with minimal side effects, older patients
tend to have a number of comorbid conditions which re-
quire medications,2 many of which have the potential to
interact with commonly used antiepileptic drugs (AEDs).

A number of published reviews of treatment of older
patients with epilepsy highlight, but fail to quantify, the risk
of potential pharmacokinetic drug–drug interactions (PDIs)
in individuals receiving older AEDs that are hepatically
metabolized (e.g., phenytoin, carbamazepine, phenobarbi-
tal).3–5 These drug–drug interactions may cause AED tox-
icity or reduce the efficacy of the interacting drug.6,7

Because many of the drugs with potential interactions with
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AEDs are used to treat hypertension, hyperlipidemia, and
coagulation disorders, prolonged exposure to AEDs and
potentially interacting drugs (PDIs) may be associated with
adverse outcomes such as falls and fractures, stroke, myo-
cardial infarction, and mortality.8–10

Recently, it was found that the majority of patients in
all age groups received AEDs with the potential for pharma-
cokinetic drug–drug interactions and that many also re-
ceived medications that may interact with those AEDs,11

although it is unclear the extent to which AEDs with the
potential for these drug interactions were prescribed con-
comitantly with potentially interacting drugs. Thus, little is
known about the extent to which AED-PDIs occur or
whether clinicians were cognizant of, and avoided, poten-
tial interactions.11

This study used national databases from the Veterans
Health Administration, Department of Veterans Affairs
(VA), to identify the extent to which older veterans with
new-onset epilepsy had AED-PDI exposure. Although
pharmacodynamic drug–drug interactions are also possi-
ble, this article focuses exclusively on pharmacokinetic
drug–drug interactions. The duration of AED-PDI expo-
sure, older patients at greatest risk of AED-PDI exposure,
and those most likely to have the potentially interacting
drug continued after starting AEDs were further identified.

METHODS

Data

After approval was received from institutional review
boards at the University of Texas Health Science Center at
San Antonio and the Bedford and Hines VA Hospitals, na-
tional VA inpatient, outpatient, pharmacy and Medicare
data October 1, 1999, to September 30, 2004 (FY00-
FY04), linked with an encrypted identifier to identify older
veterans (�66) with new-onset epilepsy within the VA
medical system were gathered. These data also allowed
identification of the initial AED regimen received, concom-
itant medications received at the time of the first VA AED
prescription, comorbid conditions, and demographic vari-
ables.

Population and Setting

A previously validated algorithm12,13 was used to identify
elderly individuals with new-onset epilepsy. Using an algo-
rithm described previously,13 older veterans with new-onset
epilepsy were identified using the International Classifica-
tion of Diseases, Ninth Revision, Clinical Modification
(ICD-9-CM), code for epilepsy (345.XX) or convulsion
(780.39) in VA inpatient, outpatient, and Medicare da-
tabases, and who also received an AED from the VA out-
patient pharmacy within 1 year of the initial epilepsy
diagnosis. Prior research found that, of those identified with
epilepsy using this algorithm, 98% had documented epi-
lepsy in the electronic medical record.13

Measures

Dependent Variable: PDIs

PDIs were identified based on ‘‘clinically important drug
interactions’’ based on pharmacokinetic properties de-
scribed previously.6 Clinically important drug interactions

include PDIs that may affect the clinical management of the
patient or that might have severe adverse outcomes for pa-
tients.7 The assessment was further restricted to drugs for
chronic conditions such as hypertension, hypercholesterol-
emia, and mental health conditions rather than acute con-
ditions such as infection. Although there is a potential for
interactions between AEDs, only a small number individuals
received potentially interacting AEDs, and they also had
AED-PDIs. Thus, the focus was exclusively on the matter of
AED-PDI in this study. As such, these AED-PDIs do not
completely reflect the VA drug–drug interaction screening
criteria, which are more broadly defined and include drug
interactions defined as mild14 and drug interactions that
are not relevant to older patients (e.g., oral contraceptives).
Table 1 provides a list of the most common PDIs that are
particularly relevant for older individuals and the potential
effect of each AED-PDI. Most AED-PDIs are associated
with older AEDs that are cytochrome P450 inducers
(phenytoin, carbamazepine, phenobarbital). Moreover, Mi-
cromedex defines many of these AED-PDIs as moderate.14

The initial AED regimens prescribed within the VA
were first identified. All AEDs prescribed the day of the
initial VA prescription were considered in the assessment of
PDI. Next all unique medications in the current drug reg-
imen the day of the AED prescription were identified. These
drugs were determined using an algorithm that identified
the initial fill date plus the day supply of that fill and all
subsequent fills plus 30 days, because most patients are not
entirely adherent with medications and have some medica-
tions left over at the end of the fill period. For the initial
approach, those receiving drugs for chronic conditions
identified as having clinically meaningful drug interactions
with the initial AED were classified as having AED-PDIs.6

Because whether interacting drug prescriptions were dis-
continued could not be accurately determined, the final
measure of AED-PDI was restricted to those who received a
subsequent prescription of potentially interacting drugs af-
ter the initial AED prescription, which accounts for changes
physicians made to drug regimens that may address the PDI.
To further assess PDI exposure, the median duration of each
AED-PDI for the year after the initial AED prescription was
also determined. The day supply of medications during the
year was calculated as long as the patient received both the
AED and the potentially interacting drug.

Independent Variables

Demographic Characteristics

Using VA and Medicare data sources, the age, sex, and race
of each patient were identified. VA data were also used to
identify marital status (married vs not married). Although
information on race is frequently missing from VA data,
Medicare data were supplemented when VA data were
missing for race, leaving less than 1% missing race data.

Diagnosis-Related Issues

Because prescribing patterns changed over the years of the
study, with greater use of newer AEDs over time, the fiscal
year of first AED prescription (FY00, FY01, FY02, FY03,
FY04) was included in logistic regression analyses.13 Fur-
thermore, because individuals in this cohort are generally
eligible to receive health care through Medicare, whether
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the epilepsy diagnosis was first documented in VA or Med-
icare data was also determined because treatment may have
been initiated outside of the VA setting.

Comorbid Conditions

Validated ICD-9-CM code algorithms were used to identify
comorbid conditions the patient experienced before the
date of the initial epilepsy diagnosis.15–18 Comorbidities
identified included those that are commonly treated with
drugs that interact with commonly used AEDs (e.g., hyper-
tension, cardiovascular disease, diabetes mellitus, hyper-
cholesterolemia, psychological disorders (any vs no
psychological disorders)) and those comorbidities that have
been associated with epilepsy in epidemiological studies
(e.g., stroke, dementia, brain tumors, head injury).19–22

Medication Burden

The number of unique medications for each individual the
year before inclusion in the cohort was tracked and con-
sidered to be a proxy for overall medication burden.23 Ini-
tially, medication burden was classified according to
quartiles to ease interpretation of data. Because odds ra-
tios were the same for those in the second through fourth
quartiles, those groups were combined to create a dichot-
omous measure: low medication burden (1–5 medications)
versus high medication burden (�6 medications).

Analysis

Frequencies of demographic and clinical characteristics
were calculated for the cohort, and the rate and duration of
AED-PDI was identified overall and according to AED.
Multivariable logistic regression analysis was then con-
ducted to identify factors that were associated with AED-
PDI and to identify characteristics of those for whom the
offending drug was not renewed after initiation of the AED.
Because of the large cohort size, Po.01 was used as the level
of significance. Interactions were included in the initial
models; because none were statistically significant, they
were not included in the final model.

RESULTS

Demographic Characteristics

The cohort consisted of 9,682 older veterans who met the
criteria for new-onset epilepsy. The cohort were mostly
male (98.0%) and white (78.5%); representation of blacks
(15.8%) and Hispanics (4.9%; 0.8% other (Native Amer-
ican, Pacific Islander, Asian)) was similar to that of the
overall elderly population.24 Only 4.6% were aged 85 and
older; 48.1% were aged 75 to 84, and 47.3% were aged 66
to 74. The majority of the cohort (64.7%) was married.

Context of Epilepsy Diagnosis

Table 2 shows that the incidence of epilepsy was relatively
consistent over the study period and that 61.0% (n 5 5,913)
of patients had their initial epilepsy diagnosis documented
first in Medicare data. The initial seizure diagnosis was
identified in a VA neurology clinic or by a Medicare neu-
rology provider for approximately 27% of patients.

Clinical Characteristics

Table 3 shows comorbid conditions and the unique number
of drugs received the year before epilepsy diagnosis. Con-
sistent with a new diagnosis of epilepsy, substantial num-
bers had prior diagnoses of stroke, dementia, and brain

Table 1. Clinically Meaningful Drug Interactions

Drug Class or Drug Anticonvulsant

Interaction or

Potential Outcomes

Cardiovascular drugs

Disopyramide,
mexiletine, and quinidine

CBZ, PHT, PB Decreased antiarrhythmic
concentrations

Propranolol, metoprolol CBZ, PHT, PB May require increase dosage
of beta-blocker

Nifedipine, felodipine,
and nimodipine

CBZ, PHT, PB May nullify effects of the
calcium channel blocker

Diltiazem CBZ, PHT Increase AED plasma
concentration

Nimodipine VPA Increase plasma
concentrations of nimodipine

Verapamil CBZ CBZ toxicity

Atorvastatin,
fluvastatin, lovastatin,
and simvastatin

CBZ, PHT, PB May reduce statin efficacy

Ticlopidine PHT, CBZ CNS toxicity by elevated AED
plasma concentration

Hematological agents

Warfarin CBZ, PHT Decreased anticoagulant
effect

Central nervous system agents

Amitriptyline CBZ, VPA Increases metabolism of and
reduces plasma concentration
of amitriptyline

Bupropion, paroxetine PHT, PB Reduced plasma
concentrations of the
antidepressant

Nefazodone CBZ Contraindicated; CBZ toxicity
and reduced effectiveness of
nefazodone

Nortriptyline,
clomipramine, and
amitriptyline

PHT Concurrent use can result in
PHT toxicity

Nortriptyline,
clomipramine

VPA May inhibit metabolism of
antidepressant causing
elevated plasma
concentrations

Chlorpromazine,
clozapine, haloperidol,
ziprasidone, olanzapine,
quetipine, mesoridazine,
risperidone

CBZ, PHT Decreased antipsychotic
plasma concentrations can
result in therapeutic failure

Gastrointestinal agents

Cimetidine CBZ, PHT AED toxicity

Sucralfate PHT Decreased phenytoin
effectiveness

Omeprazole CBZ, PHT AED toxicity

Systemic anti-infective agents

Erythromycin CBZ, VPA AED toxicity

Doxycycline CBZ, PHT, PB May reduce doxycycline
effectiveness

Source: Patsalos and Perucca (2003).

AED 5 antiepileptic drug; CBZ 5 carbamazepine; PB 5 phenobarbital;

PHT 5 phenytoin; VPA 5valproic acid.
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tumor. Moreover, this population had significant disease
burden, evidenced by high prevalence of cardiovascular
disease (myocardial infarction, angina pectoris, and con-
gestive heart failure), cardiac arrhythmias, chronic obstruc-
tive pulmonary disease, and diseases associated with
metabolic syndrome such as hypertension, diabetes melli-
tus, and hypercholesterolemia. The population had a high
prevalence of psychiatric comorbidity diagnosed before ep-
ilepsy diagnosis, with approximately half having at least
one psychiatric diagnosis recorded in administrative data.
The median number of unique drugs received the year be-
fore epilepsy diagnosis was eight.

Overall, 60.1% (n 5 5,822) of study subjects received a
drug with potential for clinically significant interactions
with the initial AED. Of those with AED-PDI exposure on
the day of AED prescription, 24.0% (n 5 1,416) did not
receive a subsequent refill of the potentially interacting
drug, leaving 4,406 (45.5%) individuals with AED-PDIs.

Table 4 shows that rates of AED-PDI were highest for
phenytoin, with 57.8% of new prescriptions associated with

PDI. More than half of individuals prescribed phenobarbital
(51.6%) or carbamazepine (55.5%) also received a poten-
tially interacting drug. Four groups of medications accounted
for approximately 94% of those with a persistent AED-PDI:
cardiovascular drugs (e.g., metoprolol, felodipine), lipid-
lowering drugs (e.g., simvastatin, lovastatin), psychotropic
drugs (e.g., olanzapine, trazodone), and anticoagulants (e.g.,
warfarin, dicoumarol). Of the cohort, 26.4% had cardio-
vascular drug AED-PDIs (n 5 2,552), 20.7% had lipid-low-
ering drug AED-PDIs (n 5 2,007), 14.9% had psychotropic
drug AED-PDIs (n 5 1,444), and 6.2% had anticoagulant

Table 2. Context of Initial Seizure Diagnosis

Variable n (%)

Year of diagnosis

2000 1,843 (19.0)

2001 1,978 (20.4)

2002 1,947 (20.1)

2003 2,153 (22.2)

2004 1,761 (18.2)

Source of initial diagnosis

Neurology 2,646 (27.3)

Primary care 2,870 (29.6)

Other specialty 997 (10.3)

Hospital 1,718 (17.7)

Emergency 1,299 (13.4)

Other or missing 152 (1.6)

System of first diagnosis

Department of Veterans Affairs 3,769 (38.9)

Medicare 5,913 (61.1)

Study cohort N 5 9,682.

Table 3. Clinical Characteristics

Characteristic n (%)

Medical comorbidities associated with epilepsy

Cerebrovascular disease 5,538 (57.2)

Dementia 2,439 (25.2)

Brain tumor 458 (4.7)

Other neurological conditions 1,684 (17.4)

Other medical comorbidities

Heart disease� 4,472 (46.2)

Cardiac arrhythmias 3,655 (37.8)

Hypertension 8,240 (87.0)

Diabetes mellitus 3,741 (38.5)

Renal failure 1,249 (12.9)

Liver disease 216 (2.2)

Hypercholesterolemia 5,631 (58.2)

Chronic obstructive pulmonary disease 4,337 (44.8)

Psychiatric comorbidity

0 5,883 (60.8)

1 2,293 (23.7)

�2 1,506 (15.6)

Unique drugs, quintile (number of drugs)

Q-1 (0–5) 2,848 (29.4)

Q-2 (6–8) 2,533 (26.3)

Q-3 (9–11) 1,883 (19.5)

Q-4 (�12) 2,418 (25.0)

Potential drug interaction 4,406 (45.5)

�Congestive heart failure, myocardial infarction, or angina pectoris.

Study cohort N 5 9,682.

Table 4. Potential Drug Interactions(PDIs) According to Antiepileptic Drug (AED)

AED n (%)

Initial Approach,

n (%)�
Conservative

Approach, n (%)w
Median Day Supply for All PDIs the Year After

AED Prescription

Most Common

Interacting Drugs

Phenytoin 6,477 (66.9) 4,965 (76.7) 3,721 (57.5) 239 Metoprolol, digoxin,
felodipine, sertraline

Phenobarbital 246 (2.5) 167 (67.9) 127 (51.6) 265 Simvastatin, metoprolol,
warfarin

Carbamazepine 824 (8.5) 565 (68.6) 457 (55.5) 216 Simvastatin, metoprolol,
warfarin

Valproate 545 (5.6) 119 (21.8) 97 (17.0) 232 Sertraline, paroxetine,
amitriptyline,

Totals 9,682 (100) 5,822 (60.1) 4,406 (45.5)

AEDs with fewer than 11 potential drug interactions are not presented because of Department of Veterans Affairs data security requirements.
�All individuals who received an AED with a clinically meaningful drug interaction with ongoing medication on the day of the initial AED prescription.
wOnly individuals with a subsequent prescription of interacting medications.
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AED-PDIs (n 5 601). Of those with a persistent AED-PDI,
48.0% had two or more concomitant AED-PDIs.

The duration of exposure was often long. Table 4
shows the median number of days of PDI prescription for
the first year of epilepsy treatment. The day supply for
AED-PDI was more than 200 days, with medians ranging
from 216 to 265 days.

Odds ratios (ORs) and 99% confidence intervals (CIs)
from the multivariable logistic regression analysis predict-
ing AED-PDI exposure are presented in Table 5. The
strongest predictors of PDI were having hypertension or
hypercholesterolemia and receiving six or more medica-
tions the year before epilepsy diagnosis. Moreover, individ-
uals initially diagnosed with epilepsy in an emergency
department or primary care settings were significantly more
likely to have AED-PDI exposure than were those initially
diagnosed in a neurology setting. Individuals with a lower
likelihood for AED-PDI exposure included those who were
older and those with a diagnosis of liver disease.

Logistic regression analysis predicting renewal of in-
teracting drug after initiation of AED (full data not shown)
found that age, several chronic disease states, and year of
initial AED prescription were significant predictors. Those
who were aged 66 to 74 were less likely to have an inter-
acting drug renewed after the prescription of the initial
AED than those who were aged 75 to 84 (OR 5 0.82, 99%
CI 5 0.70–0.98, P 5.004). Individuals with dementia
(OR 5 0.80, 99% CI 5 0.66–0.97, P 5.002), metastatic
cancer (OR 5 0.64, 99% CI 5 0.47–0.86, Po.001), and
chronic obstructive lung disease (OR 5 0.72, 99%
CI 5 0.60–0.85, Po.001) were less likely to have interact-
ing drugs renewed. Finally, those receiving their AED in
FY04 were less likely to have the interacting drug renewed
after the prescription of the initial AED than were individ-
uals who received their AED in FY00 (OR 5 0.68, 99%
CI 5 0.52–0.88, Po.001).

DISCUSSION

Despite the availability of AEDs with low potential for
AED-PDI, the majority of older patients with epilepsy in the
United States are treated with AEDs with high AED-PDI
potential (phenytoin, carbamazepine, and phenobarbi-
tal).11,13 The problem of AED-PDI has been identified as
a consideration in selecting AEDs for older patients in nu-
merous review articles.3–6 To the authors’ knowledge, this is
the first study that has systematically examined the scope of
the AED-PDI problem in a geriatric population and further
identified the patient characteristics (diagnostic setting, age,
comorbidities) associated with risk of AED-PDI. Nearly
half of all older patients in the current study received an
AED that interacted with existing, chronic medications. Of
those with AED-PDI exposure, nearly half had multiple
AED-PDIs, and AED-PDI exposure was long, suggesting
that healthcare providers need to increase their awareness
of AED-PDIs in caring for older adults.

Of the four classes of concomitant medications that
accounted for 94% of AED-PDIs, the most common were
drugs used in the treatment of vascular disease. This is not
surprising, because stroke is the most common etiology as-
sociated with new-onset epilepsy in older adults, and 80%
of older adults have been diagnosed with hypertension and

hyperlipidemia.2,13 These potential interactions are of great
clinical relevance, because they may affect health outcomes.
Potential interactions identified by this study may signifi-
cantly reduce the efficacy of antihypertensive medications,
including beta-blockers, calcium agonists, and angiotensin-
receptor blockers, in some case without altering serum drug
concentrations.25–28 In addition, previous research has
found that co-administration of carbamazepine with orally

Table 5. Logistic Regression: Predictors of Potential
Antiepileptic Drug–Drug Interaction

Variable

Odds Ratio (99%

Confidence Interval) P-Value

Demographic characteristic

Age (vs 66–74)

75–84 0.86 (0.77–0.96) o.001

�85 0.69 (0.53–0.91) o.001

Race (vs white)

Black 1.02 (0.87–1.19) .72

Hispanic 1.00 (0.77–1.29) .98

Other 0.87 (0.48–1.58) .55

Female (vs male) 0.79 (0.53–1.19) .14

Married (vs not married) 1.11 (0.98–1.24) .03

Context of epilepsy diagnosis

Year (vs 2000)

2001 0.91 (0.77–1.08) .16

2002 0.89 (0.75–1.06) .08

2003 0.85 (0.72–1.01) .02

2004 0.83 (0.69–0.99) .01

Diagnosis in Medicare (vs diagnosis
in Department of Veterans Affairs)

1.02 (1.01–1.04) o.01

Setting of epilepsy diagnosis (vs neurology)

Emergency department 1.30 (1.08–1.58) o.001

Hospital 1.08 (0.91–1.28) .26

Other specialty care 1.20 (1.00–1.45) .01

Primary care 1.29 (1.12–1.49) o.001

Clinical characteristics

Cerebrovascular disease 1.22 (1.08–1.36) o.001

Dementia 0.94 (0.82–1.07) .22

Brain tumor 0.86 (0.66–1.10) .08

Other neurological conditions 1.01 (0.87–1.17) .86

Cardiovascular disease� 1.04 (0.92–1.17) .86

Cardiac arrhythmia 1.05 (0.93–1.18) .31

Hypertension 1.46 (1.24–1.82) o.001

Diabetes mellitus 0.91 (0.81–1.03) .04

Renal failure 0.91 (0.77–1.07) .13

Liver disease 0.70 (0.50–0.98) .01

Hypercholesterolemia 1.40 (1.24–1.57) o.001

Chronic obstructive pulmonary
disease

0.91 (0.81–1.11) .03

Psychiatric conditions: one or more
(vs none)

0.99 (0.88–1.11) .76

High medication burden (�6
medications)

1.36 (1.20–1.55) o.001

N for multivariate analysis 5 9,624.
�Congestive heart failure, myocardial infarction, or angina pectoris.
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administered simvastatin, a 3-hydroxy-3-methylglutaryl
coenzyme A reductase inhibitor used in the treatment of
dyslipidemia, led to an 80% reduction in bioavailability of
simvastatin.29 This effect would require increasing the dose
of simvastatin by a factor of four to achieve therapeutic
blood concentrations. Lastly, warfarin-related AED-PDIs
may result in altered anticoagulation properties of this
drug, leading to a prolongation of the prothrombin time.
All of these AED-PDIs could potentially increase the risk for
stroke and heart attack and hemorrhage, leading to signifi-
cant patient morbidity and mortality.

These data highlight the complexity of adding medica-
tions to the regimens of older patients with multiple medical
conditions. Healthcare providers caring for older patients
must be vigilant in the selection of an AED, especially in
those with vascular disease, and closely monitor the treat-
ment of hypertension, dyslipidemia, and anticoagulation
therapy. Although the data did not allow this clinical be-
havior to be examined, future research should consider the
extent to which such monitoring is conducted.

The examination of risk factors for AED-PDIs and the
likelihood of having an interacting drug renewed suggest
that clinicians in neurology clinics may have a greater
awareness of AED-PDIs than providers in primary care or
the emergency department. The data also suggested more
caution on the practioner’s part with regard to medication
problems in patients who might be considered frail. The
oldest-old (85) and individuals with dementia and liver
disease were less likely to have AED-PDI exposure than
their younger counterparts and those without such disease.
The finding regarding age is consistent with previous find-
ings from studies of suboptimal prescribing in older
adults.30–32 The consistency of these findings to more gen-
eral studies of suboptimal prescribing in older adults sug-
gest that providers are generally more cautious when
making changes to medication regimens in these more-vul-
nerable patients. Regarding liver disease, it is possible that
providers preferentially prescribed gabapentinFa drug
that is primarily renally cleared and has no significant drug
interactionsFfor those with impaired liver function.33

The findings of the current study must be interpreted in
light of several unique features of the study. First, it exam-
ined only AED-PDIs in those with new-onset epilepsy. This
‘‘incident case’’ approach allowed the extent to which pro-
viders are aware of, and consider, AED-PDIs in their initial
AED prescribing decision and early on in treatment to be
better understood, because AEDs are rarely changed once
seizures are successfully controlled unless the patient expe-
riences adverse drug events. Although individuals who did
not have interacting medications continued after the initial
AED prescription were excluded from the analysis, the
method did not examine changes made to prescriptions that
were continued. It is possible that clinicians altered dosage
or increased monitoring in response to the AED-PDI. Fu-
ture research should examine this possibility.

A second feature is that this study was based in a single
integrated healthcare system (the VA healthcare system) in
which most of the cohort had a copayment waiver because
of poverty or severe disability. Thus, the generalizability of
the findings to other settings is unclear. Other systems with
a fee-for-service model or multitiered formulary may have
had higher rates of AED-PDIs during the study period be-

cause AEDs with fewer PDIs tended to be more expensive
than phenytoin or carbamazepine. Because prescribing pat-
terns for AEDs appear to be similar to those presented pre-
viously11 and this cohort included those whose first
diagnosis (and possibly AED prescription) occurred in the
context of a non-VA Medicare provider, it is likely that this
bias is minimized, although it is possible that AED-PDI
patterns are different in women because studies have found
different patterns of suboptimal prescribing in women,34 so
further exploration of AED-PDIs in older women is needed.

Moreover, the analysis included only medications dis-
pensed by the VA, but during the time of this study, most
older veterans who receive prescription drugs through VA
received few prescription drugs from outside sources;35 thus
this potential bias is limited.

Finally, these data reflect prescribing patterns several
years ago. Increasing use of automatic, computerized med-
ication alerts at the time of prescribing within the VA have
occurred since this time and may be reflected in the signifi-
cant reduction of AED-PDIs between October 1, 1999, and
September 30, 2004, and the finding that individuals with
AED-PDIs were more likely to have the interacting drug
dropped in FY04 than in FY00. Examination of more-con-
temporaneous data is needed to examine changes in AED
patterns and concomitant changes in AED-PDIs.

These data suggest that exposure to AED-PDI is highly
prevalent in older patients newly diagnosed with epilepsy,
primarily because of the high rates of use of phenytoin and
to a lesser extent carbamazepine. Despite evidence of slowly
growing awareness of this patient safety problem, there is
substantial room for improvement. Because pharmacolog-
ical data suggest that AED-PDIs may reduce the efficacy of
the interacting drug or cause AED toxicity, prolonged AED-
PDI exposure has the potential to result in adverse out-
comes such as falls and fractures, stroke, myocardial in-
farction, excessive anticoagulation, or even death.6,7 Thus,
it is time to consider implementing interventions to reduce
AED-PDIs in older patients with epilepsy. Data from prior
studies suggest that integrating neurology36 and clinical
pharmacy consultation,37 combined with electronic medi-
cal records systems that alert clinicians to PDIs,38 may im-
prove care quality and outcomes in this vulnerable
population.
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Skills in Incoming Medicine Residents
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Editor’s Note: The online version of this article includes the sample

questions for the multiple choice test and the faculty scoring sheet

for the OSCE for the cardiac exam station.

Background

Physical examination skills traditionally have been viewed

among the most valuable skills taught during medical

education,1–4 contributing to more cost-effective use of

diagnostic services, while rewarding physicians with the

excitement and satisfaction of making a diagnosis using their

knowledge and skills.1,2 These skills also increase direct

contact with patients, and the therapeutic value of the human

touch is impossible to quantify.2

Several investigators have reported an overall decline in

clinical skills of medical students and residents,5–10 with

residents less well prepared for taking an adequate medical

history, performing a reliable physical examination, and

effectively communicating with patients,11 while relying on

ordering tests without always knowing how to interpret

them.1,11 In an era of increasing health care costs we need

to reconsider the importance of physical examination

skills.1,2

Despite documented deficiencies in clinical skills,

medical school and residency curricula do not emphasize

clinical skills teaching or assessment.3,7,12 Reported barriers

to teaching clinical exam skills include a scarcity of good

teaching patients, lack of time for teaching at the bedside,

an over-reliance on technology, and a shortage of skilled

faculty to impart this knowledge.11,13

We are indebted to the residents for participating in the study, the Internal
Medicine Residency Program Office staff for helping to organize the OSCE,
Department of Medicine Faculty who served as the teachers and examiners,
and, most importantly, our patients who enthusiastically participated in the
study for the sole purpose of educating our trainees.
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Abstract

Background Physical exam skills of medical trainees are
declining, but most residencies do not offer systematic
clinical skills teaching or assessment.

Objective To assess knowledge of clinical signs and
physical exam performance among incoming internal
medicine residents.

Method For this study, 45 incoming residents completed
a multiple choice question test to assess knowledge of
clinical signs. A random selection of 20 underwent a
faculty-observed objective structured clinical
examination (OSCE) using patients with abnormal
physical findings. Mean percentage scores were
computed for the multiple choice question test, overall
OSCE, and the 5 individual OSCE systems.

Results The mean scores were 58.4% (14.6 of 25; SD 11. 5)
for the multiple choice question test and 54.7% (31.7 of 58;
SD 11.0) for the overall OSCE. Mean OSCE scores by system
were cardiovascular 30.0%, pulmonary 69.2%, abdominal
61.6%, neurologic 67.0%, and musculoskeletal 41.7%.
Analysis of variance showed a difference in OSCE system
scores (P , .001) with cardiovascular and musculoskeletal
scores significantly lower than other systems.

Conclusion Overall, physical exam knowledge and
performance of new residents were unsatisfactory. There
appears to be a pressing need for additional clinical skills
training during medical school and residency training
and we are planning a new clinical skills curriculum to
address this deficiency.
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Before developing a new clinical skills curriculum for

our internal medicine residency program, we wished to

explore the physical exam skills of our incoming residents as

needs assessment.

Our study objectives were

1. To investigate the knowledge of clinical signs as well

as the physical exam skills of new postgraduate year

1 (PGY-1) residents using volunteer patients during

an objective structured clinical examination (OSCE)

2. To explore system-specific strengths and weaknesses

in their physical exam skills

Methods

Setting and Participants

Incoming internal medicine PGY-1 residents at Boston

University School of Medicine completed a written multiple

choice question (MCQ) test on clinical signs and a

randomly selected subsample completed a physical exam

assessment during their residency orientation in June 2006.

These tests were designed as a pretest prior to

implementation of a new clinical skills curriculum. The

protocol for this study was approved by the Institutional

Review Board at Boston University School of Medicine.

A planning committee consisting of generalist and

subspecialist faculty from the Department of Medicine

discussed and finalized the MCQ test questions and the

OSCE scoring sheets after review of questions from the

Membership of the Royal College of Physicians and other

examinations as well as detailed discussions of essential

elements of system-specific physical examination. This core

group of faculty consistently taught residents bedside

clinical skills, had a reputation of being skilled clinical

diagnosticians, and served as preceptors for the OSCE.

The written test consisted of 25 MCQs designed to

evaluate the ability of the residents to interpret and diagnose

physical exam findings. The 5 major systems,

cardiovascular, neurologic, pulmonary, gastrointestinal,

and musculoskeletal, were represented.

The OSCE used volunteer patients with abnormal

physical findings recruited from the medical wards and

clinics. The 5 stations included cardiac, pulmonary,

abdominal, neurologic, and musculoskeletal systems. At each

station a faculty examiner instructed the residents to perform

a focused physical exam, completed a scoring sheet, and

provided feedback in 10 minutes. All faculty preceptors

underwent an orientation to the procedures of observation

and feedback during the OSCE as well as the scoring. A

sample score sheet is included in Appendix B. Each item on

the scoring sheet was graded on a 3-point rating scale from 0

to 2 points. Two points were awarded if the element was

performed correctly, 1 point if the element was performed

with room for improvement, and no points awarded if the

exam was omitted. The OSCE encompassed 5 to 6 elements

on exam technique and 1 to 2 elements on interpretation and

diagnosis, for a maximum score of 58 points.

Statistical Analysis

Descriptive analysis was performed on the data collected for

the PGY-1 cohort, and we calculated mean percentage scores

for the MCQ test and the OSCE. The OSCE scores were then

analyzed by individual organ system. We wished to examine

whether there were differences in physical exam performance

for different systems. Scores for each individual system were

ranked and then compared using analysis of variance. If a

difference was detected, we explored further where the

differences lay by pair-wise comparison using Tukey

minimum significant differences. All analysis was run at a 5

.05 level using SAS version 9.0 (SAS Inc, Cary, NC) and Excel

XP (Microsoft, Redmond, WA).

Results

A total of 45 internal medicine PGY-1 residents at Boston

University School of Medicine completed the MCQ test and

20 completed the 5-station physical exam OSCE. Most were

US medical graduates from several different medical

schools; 2 were international medical graduates.

The overall mean score for the written test was 58.4%

with a standard deviation of 11.5 and range 36.0 to 80.0 (n

5 45). There was no statistical difference between the scores

of those residents chosen to undergo the OSCE and those

not selected (P 5 .261).

The mean overall OSCE score was 54.7% with a

standard deviation of 11.0 and range 39.7 to 84.5 (n 5 20).

Analysis of variance showed significant differences in the

OSCE scores for individual systems (P , .05) with the

cardiovascular and musculoskeletal examination scores

being significantly lower than the pulmonary, neurology,

and abdominal examinations scores. The overall MCQ,

OSCE, and individual system scores are shown in the TABLE.

Examples of errors observed in residents’ physical exam

include

1. Faulty exam technique

a. Not using bell and diaphragm of stethoscope

b. Not eliciting shifting dullness correctly

2. Lack of systematic exam

a. Skipping inspection or palpation completely

b. Not following a stepwise exam such as motor

strength, tone, reflexes, gait, and so forth

3. Failure to identify findings

a. Identification of diastolic murmur

b. Identification of bronchial breath sounds

4. Failure to interpret findings and make a diagnosis

a. Differentiating between upper and lower motor

neuron signs
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5. Difficulty formulating differential diagnosis for a

given finding

a. Causes of ascites

b. Causes of knee effusions

Discussion

The newly graduated medical students entering internal

medicine residency in our study scored less than 60% on

average in a knowledge test of clinical signs as well as a

physical exam OSCE. Errors were noted in physical exam

technique as well as diagnosis. Many studies have reported

less than satisfactory physical exam skills among trainees.

Dupras and Li14 found mean scores of 50 6 11 in physical

examination and diagnosis stations of an OSCE assessing

postgraduate year 2 internal medicine residents.14

Vukanovic-Criley and colleagues9 reported that cardiac

exam skills improved between years 1 and 2 of medical

school and reached a plateau thereafter.

The variability of exam performance between systems

may be a result of different exposures during medical

school clinical rotations and a measure of interest in

the given field. However, based on the substantial

difference from other systems we surmise that there are

deficiencies in both cardiovascular and musculoskeletal

teaching.

The strengths of this study are the use of trained

faculty members to observe and assess the OSCE allowing

for more consistent scoring. The study used real patients

with abnormal physical examination findings rather than

standardized patients with scripted history and answers to

questions. This is a more accurate representation of the

kind of encounters that medical trainees will be exposed to

in clinical practice. The OSCE also served as a learning

tool as participants were provided with immediate

feedback from faculty on their physical examinations

skills.

Limitations
Our study has some limitations. We tried to limit variability

in scoring by faculty orientation and use of objective and

easily observable physical exam behaviors, but different

faculty observers may exhibit variable leniency in scoring.

There also may have been variability in the degree of

difficulty between patients at different stations. We present

cross-sectional data that may reflect many different factors

including prior medical school training and interest. We

hope to ascertain in subsequent studies the trajectory of

knowledge and skills following implementation of a clinical

skills curriculum. We did not set out to test the

psychometric properties of our assessment instrument but

tried to address content validity to ensure that the

instrument is appropriate to measure what we intended to

measure, but future studies need to test the validity of

instruments that can assess physical diagnosis skills with

precision while being reliable.

Conclusions
There is a strong indication that additional clinical skills

training and assessment are needed during medical school as

well as residency training. Standardized patient

examinations should supplement, but not replace, direct

observation of trainees as only real patient interactions can

help educators document longitudinal growth of trainees’

clinical skills.14 Faculty development is also crucial as many

clinical faculty do not feel confident of their own clinical

skills.13 Questions have been raised about the validity of

standardized patient encounters alone in assessing higher-

level trainees as they cannot assess diagnostic skills.15–17

Although many educators espouse the value of clinical

skills,1–3,18 some skeptics have questioned whether these

skills are anachronistic.19 Future studies will need to

investigate whether a formal curriculum will improve and

sustain the clinical skills of residents. The predictive values

of many physical examination techniques and findings have

TABLE Mean Percent Scores

Test N Mean Median SD Score Range

MCQ (all PGY-1) 45 58.4 56.0 11.5 36.0–80.0

MCQ (PGY-1 w/OSCE) 20 61.0 60.0 11.9 36.0–80.0

OSCE total 20 54.7 61.3 11.0 39.7–84.5

Cardiology 20 30.0 30.0 21.3 0–100

Pulmonary 20 69.2 66.6 18.2 41.7–100

Abdominal 20 61.6 58.3 16.6 33.3–91.7

Neurologic 20 67.0 66.6 14.8 33.3–100

Musculoskeletal 20 41.7 37.5 17.1 25–100

Abbreviations: MCQ, multiple choice question; OSCE, objective structured clinical examination; PGY-1, postgraduate year 1.
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been evaluated,2,18 and the JAMA Rational Clinical

Examination series is the foremost example of evidence-

based physical diagnosis.20 It is vital that clinical educators

continue to study the clinical utility of physical findings and

discard signs or maneuvers of little value; modern

technology can be very helpful in achieving these goals.

Our pilot study examined the status of physical exam

skills in a sample of newly graduated medical students. It is

one step in a comprehensive attempt to assess the details of

physical examination deficiencies among our residents to

advance our understanding of the underlying concepts of

such deficiencies. Ideally, before the findings are used in the

design of a clinical skills curriculum, a larger group of

residents needs to be studied using precurriculum and

postcurriculum intervention assessment, and the reliability

and validity of instruments to assess physical diagnosis skills

need to be tested, to assess whether previously validated

OSCE assessments would be useful. To reinforce and

maintain the improvement in clinical skills that could be

achieved through a systematic curriculum, educators also

need to reinforce these skills in the clinical setting, role-

model their use, and demonstrate their value in quality

patient care. Finally, research is needed to assess whether

improvement in clinical skills is essential for patient care in

modern-day medicine, namely, whether improved clinical

skills lead to more timely diagnosis, reductions in

inappropriate use of resources, and improvements in patient

satisfaction.
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Cohort study

High blood pressure while taking antithrombotic medication 
is associated with an increased risk of developing intracranial 
haemorrhage

Adam J Rose, Elaine M Hylek

Context

Major haemorrhage, particularly intracranial haemorr-
hage (ICH), is a dreaded consequence of antithrombotic 
therapy. Strategies to mitigate this risk are needed as indi-
cations for antithrombotic therapy increasingly extend 
to older, high-risk patients. A previous large-scale ran-
domised controlled trial demonstrated the benefi ts of 
lowering blood pressure (BP) in preventing recurrent 
stroke.1 In addition, a posthoc analysis of pooled data 
from the SPORTIF trials suggested a threshold BP of 
<140/80 mm Hg to decrease risk of stroke. In that study, 
extrapolation to haemorrhagic stroke was limited by the 
small number of ICH events (n=17).2 The current study 
sought to validate these fi ndings in a non-trial setting 
and to better defi ne the temporal relationship between BP 
and recurrent stroke.

Methods

The study focused on a prospective, observational 
cohort of 4009 patients from 19 stroke and cardio-
vascular centres in Japan. All patients were receiving 
antiplatelet agents and/or warfarin for cardiovascular 
prevention; most (57%) had a prior ischemic or haemor-
rhagic stroke. Patients were observed for 2–30 months; 
BP was measured at 1-month intervals. The outcome 
of interest, assessed by questionnaire at each monthly 
visit, was major haemorrhage. For this study, patients 
were divided into three groups: ICH, ECH (extracranial 
haemorrhage requiring transfusion or entailing a risk 
of disability) and no haemorrhage. The relationship 
between BP (both systolic (SBP) and diastolic (DBP)) 
and outcomes was analysed using entry BP, mean 
overall BP and most recent BP. Covariates (known or 
suspected risk factors for haemorrhage) included age, 
sex, prior stroke, heart disease, cancer, cirrhosis, hyper-
tension, diabetes, hyperlipidemia, current or previous 
smoking and alcohol consumption of two or more 
drinks per day.

Findings

BP at study entry was not a signifi cant predictor of 
 outcomes after adjustment. However, after adjustment, 

average SBP between 1 and 6 months of follow-up (HR 
1.45 per 10 mm/Hg increase), average SBP between 7 
and 12 months (HR 1.47) and average DBP between 7 
and 12 months (HR 2.05) were signifi cantly associated 
with ICH (but not ECH). The relationship between the 
most recent BP and the risk of ICH was even stronger 
and more monotonic: BP preceding ICH (142/81 mm/
Hg) was signifi cantly higher than BP preceding no 
 haemorrhage (132/75 mm/Hg). Using receiver operat-
ing characteristic curves, the optimal BP level to reduce 
the risk of ICH was determined to be 130/81 mm/Hg or 
lower.

Commentary

This study affi rms the relationship between BP and risk 
of ICH in a non-trial, high-risk population receiving 
antithrombotic therapy. As older age, prior stroke and 
antithrombotic therapy all increase the risk of ICH, the 
importance of BP control in this patient population can-
not be overemphasised. It is of note that in this study, BP 
worsened over time, unlike the improved control seen in 
most trials. This would have strengthened the associa-
tion between the most recent BP and ICH. More intensive 
management of BP can improve control,3 and it is likely 
that the patients in this study would have benefi ted from 
more intensive BP management. As acknowledged by the 
investigators, the relatively small number of ICH events 
(n=31) precluded exploration of BP thresholds among the 
highest-risk subsets, for example, older individuals on 
dual therapy. In addition, almost half of the patients were 
taking warfarin; it would have been ideal to account for 
the contribution of INR (international normalized ratio) 
control as a predictor of major haemorrhage4 when exam-
ining the impact of BP.

This study also showed that while uncontrolled BP 
increases the risk of ICH, it does not seem to increase 
the risk of ECH. It is likely that extracranial vascular 
beds are less subject to the changes in fl ow and sheer 
stress and subsequent vascular remodelling wrought by 
uncontrolled hypertension. The authors properly suggest 
that though scrupulous BP control may help reduce the 
risk of ICH, reducing the risk of ECH may require other 
approaches.

Overall, this study demonstrates that real clinical 
benefi t can be expected from efforts to improve BP 

Commentary on: Toyoda K, Yasaka M, Uchiyama S, et al.; Bleeding with Antithrombotic Therapy (BAT) 
Study Group. Blood pressure levels and bleeding events during antithrombotic therapy: the Bleeding 
with Antithrombotic Therapy (BAT) Study. Stroke 2010;41:1440–4.
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control in high-risk patients. The next step would be an 
implementation study of a programme to improve BP 
control in patients receiving antiplatelet and/or anti-
coagulant therapy. Such a study should be designed 
to demonstrate not only that the intervention helped 
patients but also how it can practicably be replicated in 
diverse settings.
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Summary. Background: In patients receiving oral anticoagula-

tion, improved control can reduce adverse outcomes such as

stroke and major hemorrhage. However, little is known about

patient-level predictors of anticoagulation control. Objectives:

To identify patient-level predictors of oral anticoagulation

control in the outpatient setting. Patients/Methods:We studied

124 619 patients who received oral anticoagulation from the

Veterans Health Administration from October 2006 to Sep-

tember 2008. The outcome was anticoagulation control,

summarized using percentage of time in therapeutic Interna-

tional Normalized Ratio range (TTR). Data were divided into

inception (first 6 months of therapy; 39 447 patients) and

experienced (any time thereafter; 104 505 patients). Patient-

level predictors of TTR were examined by multivariable

regression. Results: Mean TTRs were 48% for inception

management and 61% for experienced management. During

inception, important predictors of TTR included hospitaliza-

tions (the expected TTR was 7.3% lower for those with two or

more hospitalizations than for the non-hospitalized), receipt of

more medications (16 or more medications predicted a 4.3%

lower than for patients with 0–7 medications), alcohol abuse

() 4.6%), cancer () 3.1%), and bipolar disorder () 2.9%).

During the experienced period, important predictors of TTR

included hospitalizations (four or more hospitalizations pre-

dicted 9.4% lower TTR), more medications (16 or more

medications predicted 5.1% lower TTR), alcohol abuse

() 5.4%), female sex () 2.9%), cancer () 2.7%), dementia

() 2.6%), non-alcohol substance abuse () 2.4%), and chronic

liver disease () 2.3%). Conclusions: Some patients receiving

oral anticoagulation therapy are more challenging to maintain

within the therapeutic range than others. Our findings can be

used to identify patients who require closer attention or

innovative management strategies to maximize benefit and

minimize harm from oral anticoagulation therapy.

Keywords: ambulatory care, anticoagulants, chronic disease,

quality of health care, warfarin.

Background

Warfarin is received by millions of patients in the USA for the

treatment and prevention of thromboembolic diseases [1].

Although it is highly effective, warfarin has a narrow thera-

peutic window, and undergoes numerous interactions with

drugs, diet, and comorbid conditions [1]. The potential

consequences of deviating from the therapeutic range are

serious: insufficiently anticoagulated patients remain at risk for

thromboembolic events [2], and over-anticoagulated patients

are at risk for major hemorrhage, particularly intracranial

hemorrhage [3].

Despite the importance of good control for patients receiving

warfarin, little is known about patient-level predictors of

percentage time in therapeutic International Normalized Ratio

(INR) range (TTR) [4], a measure of anticoagulation control

over time. White et al. [5] identified several patient-level factors

that predicted poor control (TTR < 60%): non-white race,

paroxysmal as opposed to continuous atrial fibrillation, and

being new to warfarin (�inception�). Our group [6] found

additional factors that predict poor control: non-standard

target INR range (i.e. other than 2.0–3.0), and female sex.

These studies examined a relatively narrow range of patient-

level factors, and lacked the power to examine uncommon

predictors or factors with real, but modest, effects on TTR.

Here, we used data from almost 125 000 patients receiving

oral anticoagulation from the Veterans Health Administration

Correspondence: Adam J. Rose, Center for Health Quality, Outcomes,

and Economic Research, Bedford VA Medical Center, 200 Springs

Road, Building 70, Bedford, MA 01730, USA.

Tel.: +781 687 3198; fax: +917 591 3104.

E-mail: adamrose@bu.edu

Received 1 April 2010, accepted 19 July 2010

Journal of Thrombosis and Haemostasis, 8: 2182–2191 DOI: 10.1111/j.1538-7836.2010.03996.x

� 2010 International Society on Thrombosis and Haemostasis



[Veterans AffaiRs Study to Improve Anticoagulation

(VARIA)], to explore a more comprehensive range of patient

characteristics as potential predictors of anticoagulation con-

trol. Our findings could help clinicians and healthcare systems

to identify patients who require extra attention or innovative

management strategies to achieve acceptable levels of antico-

agulation control.

Methods

Data

The VARIA database included all patients deemed to be

receiving oral anticoagulation therapy (OAT) from the Veter-

ans Health Administration (VA) between 1 October 2006 and

30 September 2008. The VA, the largest integrated health

system in the USA, delivered care to 5.6 million patients in

2009, representing 1.8% of the US population [7]. Patients

become eligible to receive VA care by serving in the military for

two or more years; eligibility is for life. Many patients receive

all of their care in the VA system, although some also visit non-

VA healthcare facilities for a portion of their care. The VA

collects comprehensive data regarding the care delivered within

the VA system, including demographics, dates of service,

pharmacy, and laboratory data. Laboratory data, including

INR values, are first entered into local clinical databases

(uploaded from the laboratory analyzer), and then these local

databases are periodically uploaded to the national VA

Corporate Data Warehouse, the source for our data. The

study was approved by the Institutional Review Board of the

Bedford VA Medical Center.

Each VA site consists of a central hospital along with its on-

site outpatient clinics and several outlying satellite clinics. By

policy, all VA anticoagulation care is delivered in dedicated

anticoagulation clinics (ACCs) [8]. However, VA ACCs differ

in organization, management, and performance. We address

these between-site differences in a separate article.

We included INR tests within the VAwhen patients were �on
warfarin�: that is, when a patient was either (i) �in possession� of
warfarin or (ii) having INR tests every 42 days. A similar

approach was used to define time �on warfarin� in a previous

study [9]. We defined the period of warfarin possession as the

duration of the most recent VA prescription for warfarin, plus

30 days. Because patients may be instructed to take half-doses

of warfarin, we recognize that goingmore than 30 days beyond

the end of a prescription does not necessarily indicate that

warfarin therapy has stopped. We therefore also allowed a

consistent pattern of INR measurements (i.e. every 42 days or

less) to indicate that a patient was still being managed. Patients

with chronic liver disease only qualified though receipt of

warfarin; frequent INR tests for such a patient might have been

performed to monitor liver function. We excluded INR tests

performed while the patient was hospitalized within the VA

system. Patients who are hospitalized may receive temporary

parenteral anticoagulation (e.g. with heparin) or no antico-

agulation, so low INR values are likely to be intentional.

Dependent variable: TTR

We calculated TTR (between 0% and 100%) using Rosen-

daal�s method [4], which uses linear interpolation to assign an

INR value to each day between two successive observed INR

values. Gaps of 56 days or more between INR values are not

interpolated. After interpolation, the percentage of time during

which the interpolated INR values lie between 2 and 3 is

calculated [4]. Previous studies have linked TTR and clinical

outcomes such as stroke, venous thromboembolism (VTE),

and major hemorrhage [5,10], thus validating this intermediate

outcomemeasure for use as a surrogate endpoint for OAT [11].

Independent variable: primary indication for OAT

Patients receiving OAT for different indications may vary in

duration of therapy, INR target range, health status, and other

factors. We developed an algorithm to assign a primary

indication for therapy to patients with more than one of these

conditions. A list of the ICD-9 codes used to define these

conditions is given in Appendix S1. When present, valvular

heart disease (VHD) was considered to be the primary

indication; if VHD was absent, VTE was the primary

indication; if both VHD and VTE were absent, atrial fibrilla-

tion (AF) was the primary indication. If VHD, VTE and AF

were absent, a group called �other indications� (including

cardiomyopathy, left ventricular thrombus, and left ventricular

aneurysm) encompassed all other therapeutic indications [1].

Independent variables: demographics

We collected patient demographics, including sex, age, race/

ethnicity, and zip code of residence. Race/ethnicity was

classified as non-Hispanic White, non-Hispanic Black, His-

panic, Asian, Native American, and Missing (11%). We did

not attempt to impute race, because of concern that it was not

missing by chance [12]. The patient�s zip code of residence was

linked to US Census data [13] to obtain the percentage of

people living below the federal poverty line in each geographic

area, which was used as a proxy measure for socio-economic

status [14]. We also used the patient�s zip code of residence to

obtain the straight-line driving distance between the centroid

representation of the zip code and the nearest VA healthcare

facility.

Independent variable: warfarin experience

We have previously observed that anticoagulation control

differs markedly between the first 6 months of therapy

(�inception�) and the period thereafter (�experienced�) [6]. We

therefore examined predictors of TTR separately for each

period. We defined each patient�s date of warfarin initiation,

looking back as far as 1 October 2001. Initiation was defined as

the first INR value greater than 1.2 or the first outpatient

warfarin fill, whichever came first. It would be extremely

unusual for a patient to record an INR value above 1.2 unless
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he or she had taken warfarin.We then stratified the sample into

inception time (the first 6 months of warfarin therapy for each

patient) and experienced time (any time thereafter). A single

patient might contribute only to the inception dataset (if he or

she had less than 6 months of therapy), only to the experienced

dataset (if he or she began warfarin more than 6 months prior

to the inception of our study), or to both. Having controlled for

inception data through stratification, we also considered

duration of warfarin experience as a potential indicator within

the experienced dataset.

Independent variables: clinical variables

Weused ICD-9 codes to define comorbid conditions as detailed

in Appendix S2. Previous studies have demonstrated that ICD-

9 codes can be used successfully to identify comorbid condi-

tions within VA databases [15,16]. Conditions were examined

because they were expected to affect anticoagulation control.

Examples include conditions already shown to worsen antico-

agulation control (e.g. cancer) [17], conditions treated with

medications that interact with warfarin (e.g. epilepsy and

bipolar disorder), conditions associated with chaotic lifestyle or

poor adherence (e.g. dementia and substance abuse), and

conditions that directly interfere with hepatic function (e.g.

alcohol abuse and chronic liver disease). To further character-

ize each patient�s illness burden, we also counted the number of

times each patient was hospitalized within the VA system

during the inception period (zero, one, or two or more) and

during the experienced period (zero, one, two, three, or four or

more), as well as the total number of distinct classes of non-

warfarin medications received chronically (for at least 30 days)

during the study period (0–7, 8–11, 12–15, and ‡ 16).

Assembling the final database

Figure 1 describes our database construction. First, we

required at least two interpolable between-test intervals of 56

days or fewer for study entry, to ensure that our population

consisted of �VA users�, or patients who use the VA for most or

all of their care.We excluded patients whose primary indication

for warfarin was VHD, since their target INR range might be

2.5–3.5 rather than 2–3. We also excluded patients who only

recorded INR values 1.2 and lower, reasoning that their INR

tests were unlikely to be related to warfarin management.

Finally, we required at least two interpolable between-test

intervals of 56 days or fewer for study entry, to ensure that our

population consisted of �VA users�, or patients who use the VA

for most or all of their care.

There are 128 sites of care in the VA system.We excluded 28

of these sites from our study and also excluded several months

of data from an additional 14 sites, because our data-checking

procedures revealed possible problems with data completeness

at those sites. The problem with data completeness relates to

the laboratory data only. Whereas accurate data are collected

about which laboratory tests are performed (because some-

thing akin to a billing code is generated), the data regarding

laboratory results must be checked carefully. Specifically, the

name given to each laboratory test by the local facility is not

uniform throughout the system, and these names may change

unexpectedly. After this happens, there may be a period of

160 561 patients with sufficient INR
values to calculate percentage time in
therapeutic range (TTR)

18 319 patients (11.2%) excluded
17 633 anticoagulated for valvular heart 
disease
404 had no INR values above 1.2 

142 535 patients remaining in the
database after individual exclusions

124 619 (77.3%) patients remaining
in the final database

28 of 128 sites of care excluded
because of inadequate data quality
(poor matching between laboratory tests and
laboratory results) 
15 632 patients (9.7%) excluded 

126 903 patients remaining after site
level exclusions

-

14 of 100 remaining sites of care only had 
complete data after a certain date
2284 patients (1.4%) excluded because they 
were only seen prior to that date

Fig. 1. Enrollment flowchart. INR, International Normalized Ratio.
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several months when the local laboratory results are not

captured by the national database, until the name change is

noted. We identified which sites had this issue by dividing the

data into 3-month periods; problematic sites had few or no

INR results in certain periods, whereas the number of INR

tests performed remained constant over time. In contrast, there

were 86 sites that had complete data for the entire 2-year study

period, and 14 sites that began to have complete data during

the period and continued to have it through to the end. Thus,

28 sites were excluded because of incomplete data, and 14 sites

were partially included.

Statistical analyses

We calculated TTR for each patient; for patients with both

inception and experienced data, we calculated TTR separately

for each period. We also analyzed the inception and experi-

enced data separately, in each case first examining the effect of

each variable upon TTR individually and then in a fully

adjustedmultivariablemodel.We used linear regression for our

adjusted models, employing a mixed model (SAS PROC MIXED)

with exchangeable correlation structure to account for the

correlation of patient outcomes by site of care. We performed

all analyses with SAS version 9.1 (SAS Corporation, Cary, NC,

USA).

Creation of a clinical prediction tool

When considering the initiation of warfarin therapy, clinicians

may find it useful to know which patients could be difficult to

control in the future. We therefore developed a clinical

prediction tool to help predict a patient�s future TTR at the

time of initiation of therapy. The predicted TTR during the

experienced period may be especially helpful, so the prediction

tool provides separate estimates for the first 6 months of

therapy (inception) and the 18 months after that (experienced).

The models underlying the tool were generally based on our

main results, but we re-derived the models using only data that

would be available to clinicians at the time of initiation.

To enable our model to predict TTR during the inception

period, we located all patients in our database who were new to

warfarin and remained on it for a full 6 months thereafter

(n = 25 788). To enable our model to predict TTR during the

experienced period, we located all patients who were managed

in the experienced period for at least 18 months (n = 86 731).

We assessed all the predictor variables at baseline, that is,

during the year prior to the patient�s first INR value in our

model. We divided each of these datasets into a larger (60%)

derivation set and a smaller (40%) validation set. We derived

and validated a somewhat simplifiedmodel to predict the mean

TTR over the first 6 months (inception) and the succeeding

18 months (experienced). The model was simplified as follows:

race was removed (because of our concern that keeping race in

the model might perpetuate racial disparities in care), poverty

and distance were removed (their effects were small, and

cliniciansmight not be able to assess them easily), and the list of

comorbid conditions was abbreviated to those that had

statistically significant effects in at least one time period. In

addition, only hospitalizations that occurred during the year

prior to warfarin initiation were considered as a predictor of

TTR. On the basis of the parameters of this simplified model,

we then created a clinical prediction tool in the form of a

spreadsheet.

Results

Enrollment and baseline characteristics

After exclusion of individual patients and sites of care with

missing data, there were 124 619 patients who received

anticoagulation from 100 sites of care. There were 163 144

total patient-years of observation in the database. TTR could

not be calculated during 34 963 of these 163 144 patient-years

(21.4% of all patient-time), because of hospitalizations or gaps

in therapy.

Details of the study sample are given in Table 1 (inception)

and Table 2 (experienced management). The following results

are for patient characteristics during the inception period;

experienced period results were similar. The sample was

overwhelmingly male. The age distribution reflects the fact

that the indications for anticoagulation are most common in

the elderly. A considerable number of minority patients were

enrolled (e.g. 11.3% non-Hispanic Black). Most patients were

anticoagulated for AF (55%), with the remainder being

anticoagulated for VTE (35%) or other indications (10%).

Patients had a considerable burden of comorbid illness. For

example, 80% had hypertension, 37% had diabetes, 26% had

heart failure, and 10% received a new diagnosis of cancer

during the study. Mental health and substance abuse condi-

tions were also common: 24% had major depression, 14%

abused alcohol, and 7% abused some other substance.

Medication and hospitalization data also reflect high levels of

comorbid illness: 61% received at least eight non-warfarin

chronic medications, and 22% were hospitalized at least once

during the 6-month inception period.

Predictors of TTR: inception period

We observed inception (first 6 months of therapy) for 39 447

patients (Table 1). Mean TTR during inception was 48%. In

the adjusted analysis, younger age predicted worse control;

patients under age 55 years had TTR 3.9% lower than the

reference category (age ‡ 75 years). Most racial minorities had

lower TTR during inception, although these relationships were

attenuated after multivariable adjustment. Poverty in the zip

code of residence predicted worse control, with residents of the

poorest areas having TTR 2.7% lower than the wealthiest.

Driving distance to the nearest VA had a small negative

influence upon inception-period TTR, but only when the

distance was 20 miles or greater () 1.3%). Most comorbid

conditions reduced inception-period TTR. Among the physical

illnesses that had the strongest adverse effects during inception
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Table 1 Patient characteristics and effects on percentage time in therapeutic International Normalized Ratio range during the inception period, that is, the

first 6 months of warfarin therapy (n = 39 447)

Variable Number (%) Unadjusted effect (95% CI) Adjusted effect (95% CI)

Intercept 52.4
Female sex 1046 (2.7) )0.6 ()1.3 to 0.1) +0.6 ()1.0 to 2.2)
Age group (years)
20–54 4993 (12.7) )6.0 ()6.4 to )5.6)** )3.9 ()4.9 to )2.9)**
55–59 6404 (16.2) )3.3 ()3.6 to )2.9)** )1.7 ()2.5 to )0.8)**
60–64 6599 (16.7) )1.7 ()2.0 to )1.3)** )0.8 ()1.6 to 0.1)
65–69 4335 (11.0) )1.2 ()1.6 to )0.8)** )0.6 ()1.6 to 0.3)
70–74 5404 (13.7) )0.7 ()1.1 to )0.4)** )0.3 ()1.2 to 0.5)
‡ 75 11 712 (29.7) – –

Race/ethnicity
Non-Hispanic White 29 137 (73.9) – –
Non-Hispanic Black 4459 (11.3) )5.6 ()5.9 to )5.2)** )2.9 ()3.8 to )2.0)**
Hispanic 1149 (2.9) )4.2 ()4.9 to )3.5)** )2.7 ()4.3 to )1.1)*
Asian 134 (0.3) )1.1 ()3.1 to 0.9)** )1.7 ()6.2 to 2.7)
Native American 148 (0.4) +2.8 (0.9 to 4.7)** +3.8 ()0.4 to 8.0)
Other/unknown 4420 (11.2) +3.1 (2.7 to 3.5)** +2.0 (1.2 to 2.9)**

Percentage poverty in zip code of residence (quintile)
Wealthiest (0–5.9) 7697 (19.5) – –
Wealthy (5.9–9.0) 7865 (19.9) )1.1 ()1.5 to )0.7)** )0.5 ()1.3 to 0.3)
Moderate (9.0–12.6) 7753 (19.7) )1.7 ()2.1 to )1.4)** )0.9 ()1.8 to )0.1)*
Poor (12.6–17.8) 7724 (19.6) )2.8 ()3.2 to )2.4)** )1.5 ()2.3 to )0.6)*
Poorest (17.8–100) 8408 (21.3) )5.3 ()5.7 to )5.0)** )2.7 ()3.6 to )1.9)**

Driving distance from nearest VA facility in miles (quintile)
Nearest (0–3.1) 8022 (20.3) – –
Near (3.1–6.0) 8167 (20.7) +0.5 (0.2 to 0.9)** +0.2 ()0.6 to 1.0)
Moderate (6.0–10.5) 8110 (20.6) +1.5 (1.2 to 1.9)** +0.4 ()0.4 to 1.2)
Far (10.5–20.3) 7811 (19.8) +1.3 (0.9 to 1.6)** +0.1 ()0.8 to 0.9)
Furthest (>20.3) 7337 (18.6) )0.5 ()0.9 to )0.1)** )1.3 ()2.1 to )0.4)*

Primary indication for warfarin�

Atrial fibrillation 21 584 (54.7) – –
Venous thromboembolism 13 951 (35.4) )0.8 ()1.1 to )0.6)** +1.4 (0.8 to 2.0)**
All others combined 3912 (9.9) )1.9 ()2.3 to )1.5)** )1.1 ()2.0 to )0.2)*

Physical comorbid conditions
Cancer (newly diagnosed) 3945 (10.0) )3.5 ()3.9 to )3.1)** )3.1 ()3.9 to )2.2)**
Chronic kidney disease 5233 (13.3) )2.8 ()3.2 to )2.5)** )0.9 ()1.7 to )0.1)*
Chronic liver disease 565 (1.4) )5.7 ()6.6 to )4.7)** )0.8 ()3.0 to 1.4)
Chronic lung disease 11 018 (27.9) )2.3 ()2.6 to )2.0)** )0.1 ()0.8 to 0.5)
Coronary artery disease 16 654 (42.2) )0.7 ()0.9 to )0.4)** )0.1 ()0.7 to 0.5)
Diabetes 14 433 (36.6) )2.0 ()2.2 to )1.7)** )1.3 ()1.9 to )0.7)**
Epilepsy 1091 (2.8) )3.6 ()4.3 to )2.9)** )1.0 ()2.6 to 0.5)
Heart failure 10 139 (25.7) )2.6 ()2.9 to )2.4)** )0.3 ()1.0 to 0.3)
Hyperlipidemia 26 983 (68.4) +2.1 (1.8 to 2.3)** +2.5 (1.9 to 3.1)**
Hypertension 31 368 (79.5) )0.4 ()0.7 to )0.1)* +0.5 ()0.2 to 1.2)
Pain disorders 28 281 (71.7) )2.3 ()2.6 to )2.1)** )0.3 ()0.9 to 0.3)
Peripheral arterial disease 6390 (16.2) )1.7 ()2.0 to )1.3)** )0.6 ()1.3 to 0.1)

Mental comorbid conditions
Alcohol abuse 5345 (13.5) )7.4 ()7.7 to )7.0)** )4.6 ()5.4 to )3.7)**
Anxiety 4369 (11.1) )1.9 ()2.3 to )1.6)** +0.8 ()0.1 to 1.7)
Bipolar disorder 1279 (3.2) )6.8 ()7.5 to )6.2)** )2.9 ()4.5 to )1.4)**
Dementia 1726 (4.4) )2.1 ()2.7 to )1.6)** )1.6 ()2.9 to )0.3)*
Major depression 9389 (23.8) )3.4 ()3.6 to )3.1)** )0.6 ()1.3 to 0.1)
PTSD 3718 (9.4) )3.1 ()3.5 to )2.7)** +0.3 ()0.7 to 1.2)
Schizophrenia 701 (1.8) )5.9 ()6.8 to )5.0)** )0.7 ()2.7 to 1.3)
Substance abuse (non-alcohol) 2677 (6.8) )8.7 ()9.2 to )8.2)** )2.4 ()3.5 to )1.2)**

Number of non-warfarin medications
0–7 15 416 (39.1) – –
8–11 12 231 (31.0) )2.5 ()2.8 to )2.3)** )1.7 ()2.4 to )1.0)**
12–15 7266 (18.4) )5.4 ()5.7 to )5.0)** )3.4 ()4.2 to )2.5)**
‡ 16 4534 (11.5) )7.6 ()8.0 to )7.2)** )4.3 ()5.4 to )3.3)**

Number of hospitalizations during inception period
None 30 675 (77.8) – –
1 5860 (14.9) )4.9 ()5.2 to )4.6)** )3.1 ()3.9 to )2.4)**
‡ 2 2912 (7.4) )10.1 ()10.6, )9.7)** )7.3 ()8.3, )6.2)**

CI, confidence interval; PTSD, post-traumatic stress disorder; VA, Veterans Health Administration. All b-coefficients are in units of percentage
time in therapeutic International Normalized Ratio range. All P-values account for the correlation of outcomes by site of care. Adjusted effects are
adjusted for all the other variables in the table.
*P < 0.05.
**P < 0.001.
�Patients whose main indication for anticoagulation was valvular heart disease or prosthetic heart valve were excluded from this study.

2186 A. J. Rose et al

� 2010 International Society on Thrombosis and Haemostasis



Table 2 Patient characteristics and effects on percentage time in therapeutic International Normalized Ratio range during the experienced period, that is,

any time after the first 6 months of warfarin therapy (n = 104 505)

Variable Number (%) Unadjusted effect (95 CI) Adjusted effect (95% CI)

Intercept 63.2

Female sex 1984 (1.9) )5.5 ()5.9 to )5.0)** )2.9 ()3.9 to )2.0)**
Age group (years)

20–54 7430 (7.1) )9.2 ()9.5 to )9.0)** )4.7 ()5.3 to )4.1)**
55–59 11 590 (11.1) )4.8 ()5.0 to )4.6)** )1.2 ()1.7 to )0.7)**
60–64 12 783 (12.2) )2.5 ()2.6 to )2.3)** +0.1 ()0.3 to 0.5)

65–69 11 705 (11.2) )0.1 ()0.3 to 0.1) +1.0 (0.6 to 1.5)**

70–74 17 046 (16.3) +0.5 (0.3 to 0.7)** +1.1 (0.7 to 1.4)**

‡ 75 43 951 (42.1) – –

Race/ethnicity

Non-Hispanic White 80 728 (77.2) – –

Non-Hispanic Black 8853 (8.5) )6.5 ()6.7 to )6.3)** )2.6 ()3.1 to )2.1)**
Hispanic 2977 (2.8) )2.0 ()2.3 to )1.6)** )0.6 ()1.4 to 0.2)

Asian 302 (0.3) )0.3 ()1.4 to 0.8) )0.5 ()2.9 to 1.9)

Native American 279 (0.3) )4.3 ()5.5 to )3.2)** )2.4 ()4.9 to 0.1)

Other/unknown 11 366 (10.9) +2.4 (2.3 to 2.6)** +0.3 ()0.2 to 0.7)

Percentage poverty (quintiles)

Wealthiest (0.0–5.9) 21 193 (20.3) – –

Wealthy (5.9–9.0) 20 933 (20.0) )0.5 ()0.7 to )0.3)** +0.1 ()0.3 to 0.5)

Moderate (9.0–12.6) 20 987 (20.1) )1.4 ()1.6 to )1.2)** )0.5 ()0.9 to )0.1)*
Poor (12.6–17.8) 20 910 (20.0) )2.0 ()2.2 to )1.8)** )0.8 ()1.3 to )0.4)**
Poorest (17.8–100.0) 20 482 (19.6) )4.0 ()4.2 to )3.8)** )1.5 ()2.0 to )1.1)**

Driving distance to nearest VA in miles (quintiles)

Nearest (3.1 or closer) 21 119 (20.2) – –

Near (3.1–6.0) 20 985 (20.1) +0.4 (0.2 to 0.6)** +0.1 ()0.3 to 0.5)

Moderate (6.0–10.5) 21 094 (20.2) +0.5 (0.3 to 0.7)** )0.4 ()0.8 to 0.0)

Far (10.5–20.3) 21 024 (20.1) +1.0 (0.8 to 1.2)** +0.0 ()0.4 to 0.4)

Furthest (20.3 or farther) 20 283 (19.4) +0.5 (0.3 to 0.7)** +0.0 ()0.4 to 0.4)

Date of warfarin inception

‡6 months before study inception 78 142 (74.8) – –

6 months before the study, first year of the study 8885 (8.5) )4.5 ()4.7 to )4.4)** )3.6 ()3.9 to )3.3)**
Second year of the study 3658 (3.5) )6.0 ()6.3 to )5.6)** )5.8 ()6.5 to )5.1)**

Primary indication for warfarin�

Atrial fibrillation 67 077 (64.2) – –

Venous thromboembolism 28 585 (27.4) )3.8 ()4.0 to )3.7)** )1.2 ()1.5 to )0.9)**
All others combined 8843 (8.5) )1.5 ()1.7 to )1.3)** )1.5 ()1.9 to )1.0)**

Physical comorbid conditions

Cancer (newly diagnosed) 7100 (6.8) )4.8 ()5.0 to )4.5)** )2.7 ()3.2 to )2.2)**
Chronic kidney disease 14 806 (14.2) )4.4 ()4.6 to )4.3)** )1.6 ()2.0 to )1.2)**
Chronic liver disease 1253 (1.2) )8.3 ()8.8 to )7.7)** )2.3 ()3.5 to )1.1)**
Chronic lung disease 30 687 (29.4) )3.8 ()3.9 to )3.7)** )0.7 ()1.0 to )0.4)**
Coronary artery disease 53 114 (50.8) )1.4 ()1.5 to )1.2)** )0.6 ()0.9 to )0.3)**
Diabetes 41 863 (40.1) )2.1 ()2.2 to )2.0)** )1.0 ()1.3 to )0.7)**
Epilepsy 2926 (2.8) )5.1 ()5.4 to )4.7)** )1.6 ()2.4 to )0.8)**
Heart failure 34 229 (32.8) )3.6 ()3.7 to )3.5)** )1.0 ()1.3 to )0.7)**
Hyperlipidemia 78 754 (75.4) +2.1 (2.0 to 2.2)** +2.0 (1.7 to 2.3)**

Hypertension 87 776 (84.0) +0.0 ()0.2 to 0.1) +1.0 (0.7 to 1.4)**

Pain disorders 76 159 (72.9) )3.4 ()3.5 to )3.3)** )0.3 ()0.6 to 0.0)

Peripheral arterial disease 20 746 (19.9) )2.3 ()2.5 to )2.2)** )0.5 ()0.8 to )0.1)*
Mental comorbid conditions

Alcohol abuse 9729 (9.3) )9.4 ()9.6 to )9.2)** )5.4 ()5.9 to )4.9)**
Anxiety 10 253 (9.8) )4.3 ()4.5 to )4.1)** )0.2 ()0.6 to 0.3)

Bipolar disorder 2386 (2.3) )8.4 ()8.8 to )8.0)** )1.8 ()2.7 to )1.0)**
Dementia 5517 (5.3) )4.2 ()4.4 to )3.9)** )2.6 ()3.2 to )2.0)**
Major depression 22 583 (21.6) )5.9 ()6.1 to )5.8)** )2.0 ()2.3 to )1.6)**
PTSD 8066 (7.7) )5.0 ()5.2 to )4.7)** +0.4 ()0.2 to 0.9)

Schizophrenia 1263 (1.2) )6.7 ()7.2 to )6.1)** +0.8 ()0.4 to 2.0)

Substance abuse (non-alcohol) 4233 (4.1) )11.8 ()12.1 to )11.5)** )2.4 ()3.2 )1.7)**
Number of non-warfarin medications

0–7 43 380 (41.5) – –

8–11 33 393 (32.0) )3.6 ()3.7 to )3.4)** )1.8 ()2.1 to )1.5)**
12–15 17 915 (17.1) )7.3 ()7.4 to )7.1)** )3.2 ()3.6 to )2.8)**
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were cancer () 3.1%), diabetes () 1.3%), and chronic kidney

disease () 0.9%). In general, mental illnesses exerted a stronger

effect than physical illnesses, especially alcohol abuse () 4.6%),

bipolar disorder () 2.9%), substance abuse () 2.4%), and

dementia () 1.6%). There were several conditions that had

paradoxical effects (associated with improved control), most

notably hyperlipidemia (+ 2.5%). The number of chronic

non-warfarin medications was inversely related to inception

TTR: those receiving the most medications had TTR 4.3%

lower than those receiving the least. Although inpatient INR

values were excluded from calculations of TTR, hospitaliza-

tions were still associated with lower TTR, with those

hospitalized two or more times having TTR 7.3% lower than

those not hospitalized.

Predictors of TTR: experienced period

We observed post-inception (�experienced period�) therapy for

104 505 patients (Table 2). Mean TTR during the experienced

period was 61%. In the adjusted analysis, women had lower

TTR () 2.9%), an effect not seen during inception. Similar to

what was found for the inception period, age less than 55 years

predicted lower TTR () 4.7%), and Black patients had lower

TTR () 2.6%) than Whites. Area poverty predicted lower

TTR, but the effect size in the experienced period (1.5% lower

in the poorest areas) was smaller than it had been during

inception. In contrast to what was found for the inception

period, driving distance was unrelated to TTR. Even during the

experienced period, further experience with warfarin was

associated with improved control: TTR was highest among

patients who began warfarin at least 6 months before the study

began.

As in the inception period, most comorbid conditions

predicted lower TTR. Medical conditions with the strongest

adverse effects included cancer () 2.7%), chronic liver disease

() 2.3%), epilepsy () 1.6%), chronic kidney disease () 1.6%),

diabetes () 1.0%), and heart failure () 1.0%). Mental health

conditions had stronger effects, particularly alcohol abuse

() 5.4%), dementia () 2.6%), substance abuse () 2.4%),

major depression () 2.0%), and bipolar disorder () 1.8%).

As was seen during inception, several conditions were some-

what surprisingly associated with improved control, especially

hyperlipidemia (+ 2.0%). Medications and hospitalizations

were powerful predictors of control, even after adjustment

for comorbid conditions. For example, patients hospitalized

four or more times had TTR 9.4% lower than those not

hospitalized.

Clinical prediction tool

We developed a tool to help clinicians to predict inception and

experienced TTR for each patient on the basis of patient-level

characteristics available at the time of initiation of therapy

(Appendix S3). The tool is available as an online-only supple-

ment to this article, and may be downloaded and used to

predict TTRon the basis of patient characteristics known at the

time of inception. The model parameters were generally quite

similar to those presented in Tables 1 and 2. R2 for inception

TTRwas 3.4% in the derivation set and 3.2% in the validation

set.R2 for experienced TTRwas 6.5% in the derivation set and

6.8% in the validation set.

Discussion

Using data from the VA, we examined patient-level factors

related to anticoagulation control with warfarin, measured

asTTR. Our study demonstrates that some patients are more

difficult to keep within the target INR range than others. We

estimated the effects of multiple patient-level characteristics

on TTR, clarifying the contributions of illness burden and

clinical complexity to poorer anticoagulation control. Alco-

hol abuse, substance abuse, cancer and dementia were

particularly strong predictors of poor control. The persistence

of hospitalizations as a strong predictor of TTR, even after

controlling for a broad range of comorbid conditions, bears

mention. Because we did not consider inpatient INR values,

this finding suggests that the period after a hospitalization is

also characterized by poorly controlled anticoagulation. A

hospitalization event entails numerous changes in diet,

lifestyle, and health status, which can perturb the manage-

ment of warfarin, as has been noted in earlier studies [18].

Patients who have been hospitalized require prompt and

Table 2 (Continued)

Variable Number (%) Unadjusted effect (95 CI) Adjusted effect (95% CI)

‡ 16 9817 (9.4) )11.7 ()11.9 to )11.5)** )5.1 ()5.6 to )4.5)**
Number of hospitalizations during experienced period

None 77 107 (73.8) – –

1 13 858 (13.3) )6.2 ()6.4 to )6.0)** )3.7 ()4.1 to )3.3)**
2 6261 (6.0) )8.5 ()8.8 to )8.3)** )5.1 ()5.7 to )4.5)**
3 3066 (2.9) )10.6 ()11.0 to )10.3)** )6.5 ()7.3 to )5.7)**
‡ 4 4213 (4.0) )14.9 ()15.2 to )14.6)** )9.4 ()10.1 to )8.7)**

CI, confidence interval; PTSD, post-traumatic stress disorder; VA, Veterans Health Administration. All b-coefficients are in units of percentage

time in therapeutic International Normalized Ratio range. All P-values account for the correlation of outcomes by site of care. Adjusted effects are

adjusted for all the other variables in the table.

*P < 0.05.
**P < 0.001.

�Patients whose main indication for anticoagulation was valvular heart disease or prosthetic heart valve were excluded from this study.
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vigilant follow-up after discharge to prevent such derange-

ments, which have now been seen in multiple studies

spanning multiple settings.

Several conditions were associated with improved TTR,

most notably hyperlipidemia. To explore this, we compared

patients receiving HMG-CoA reductase inhibitors (statins) for

hyperlipidemia to those receiving fibrates, hypothesizing that

statins themselves may improve TTR; however, the groups did

not differ. Another possibility is that the presence of a code for

hyperlipidemia (an asymptomatic risk factor) is a proxy for a

proactive patient–clinician health maintenance partnership.

This is supported by the similar positive effect for hypertension.

We found that achieving good control with warfarin is

harder during the inception period than during the experienced

period (mean TTR 48% vs. 61%), and that predictors of TTR

differ between the two periods. Our study also suggests that,

even within the VA, a system that provides comprehensive

coverage and access, disparities in anticoagulation control still

exist, with poorer, more distant, female and minority patients

all experiencing poorer control in one or both of our study

cohorts. In a previous non-VA study, our group also found

that women have lower TTR than men [6]. The reason for this

finding is unclear, but it is apparently not limited to the VA,

and should be investigated further. In addition, younger

patients experienced worse TTR. Although we cannot be

certain, it is possible that the demands of a full-time jobmay be

difficult to reconcile with the frequent follow-up expected of

anticoagulation patients. On the basis of this finding, the VA

may wish to consider improving access to care for working

patients receiving anticoagulation.

Previous studies have explored only a few possible predictors

of TTR, including inception status, race, and sex [5,6]. Other

studies have examined the effect of a single predictor in detail,

including cancer [17], non-white race [19–21], health literacy

[22], and the patient�s understanding of the reason why

warfarin was prescribed [23]. Although our study echoes some

of these earlier findings, we examined a much more compre-

hensive set of predictors and adjusted for confounding,

strengths not found in previous studies. In addition, the size

and scope of our database allowed us to examine relatively

uncommon predictors such as chronic liver disease and

epilepsy.

The primary purpose of the models presented here is risk

adjustment. Risk adjustment allows fair comparisons of

outcomes between sites of care, despite the fact that some sites

will havemore challenging patient populations than others [24].

Thus, these models may be used to compare sites of care on

risk-adjusted TTR, which could spur quality improvement and

improve patient outcomes [11]. The results reported here will

underpin a planned effort to improve anticoagulation control

for VA patients receiving warfarin.

Our findings can also be used to identify patients who may

require greater attention or innovative management strategies

to achieve acceptable levels of anticoagulation control. The

effect of each individual variable upon TTR in our study was

relatively small, and no single risk factor that we studied

establishes a patient as being too high-risk for anticoagulation

therapy to be contemplated. In combination, however, the

variables that we studied would indeed be useful for risk-

stratifying patients receiving oral anticoagulation. To facilitate

the use of this information to guide clinical practice, we have

offered, with this article, a simplified version of our models in

the form of a clinical prediction tool. This tool can help

clinicians to predict a patient�s eventual level of anticoagulation
control before starting therapy. Such information could be

helpful in determining which patients might require aggressive

interventions to help them achieve an acceptable level of

control, and which patients have such poor predicted control

that they might not be suitable candidates for warfarin.

Although warfarin is a superior therapy, aspirin is available as

a second-line agent, at least for patients with AF [25], and its

safety and effectiveness are unlikely to be compromised by

patient characteristics in the same way.

In addition, it seems likely that novel oral anticoagulants

may soon be approved for use, particularly dabigatran [26,27].

On the basis of studies of dabigatran and previous studies of

other similar drugs, novel anticoagulants are likely to offer

similar safety and effectiveness to warfarin, at a much higher

cost [28], but might be a superior choice for patients with poor

control on warfarin (although this has not yet been proven).

Models such as the ones presented here could possibly be used

prospectively to identify some patients who are likely to do well

with warfarin and others who are unlikely to do well andmight

be candidates for the novel agents. Restricting the use of these

agents to patients who are poor candidates for warfarin could

markedly improve their cost-effectiveness.

Although our study is unprecedented in the amount and

richness of the data collected to study anticoagulation, we do

acknowledge some important limitations. First, there are some

caveats regarding the clinical prediction tool. This tool is

intended to predict TTR at the time of initiation; after a patient

has receivedwarfarin for several months, his or her past control

will clearly be the best predictor of future control. In addition, a

clinical prediction tool should not only be validated in the

source population (�internal validation�), as ours was, but

should also be validated again in a separate population

(�external validation�). It is even more useful if the investigators

can demonstrate the impact of the tool on patient outcomes as

compared with usual practice [29,30]. Our rule has not yet been

externally validated, and nor has its impact on clinical care

been demonstrated. Clinicians should access this tool if they

find it useful, but should be aware that it has not yet achieved

these benchmarks for the highest-quality clinical prediction

tools. In future research, we hope to accomplish these tasks to

help this tool gain wider acceptance and increase its impact on

clinical management.

Second, VApatients aremostlymale and have a high burden

of physical and mental health conditions. It is unclear how our

results might have differed in a population of patients with

more women and a lesser degree of comorbidity. Third, we

studied an intermediate outcome of care (TTR) rather than

definitive outcomes such as stroke or major hemorrhage.
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However, TTR has been convincingly linked to definitive

outcomes [5,10], making higher TTR a good target for

improving health outcomes [11]. Fourth, our administrative

database did not contain information on some known deter-

minants of anticoagulation control, such as adherence to

therapy and dietary variation. Such data could only be

collected through expensive procedures such as frequent

questionnaires, which would greatly limit sample size. This

would have precluded a study of such size and scope. In

addition, the intended use of our models is to risk-adjust TTR,

a task that must be accomplished with administrative data

alone to be feasible. Fifth, our database did not contain

information on care received outside the VA, and there is no

comprehensive database of INR values obtained outside the

VA system. This precluded a consideration of INR values

obtained outside the VA. However, because we required at

least two between-test intervals of 56 days or fewer for study

entry, the great majority of the patients that we studied would

have been �VA users�, who are likely to visit the VA for most, if

not all, of their care.

Finally, although ICD-9 codes have been used in many

previous studies to identify comorbid conditions, we acknowl-

edge that this approach may lack sensitivity, particularly for

some conditions that are stigmatized or difficult to recognize,

such as alcohol abuse or dementia. We addressed this concern

in part by requiring only one ICD-9 code for these conditions

rather than two, a strategy that increased their frequency

somewhat and thus presumably improved sensitivity (see

Appendix S2 for details). Through this and other carefully

considered decisions, we have tried to improve the performance

of ICD-9 codes in identifying comorbid conditions as much as

possible.

In conclusion, we have collected a database of patients

receiving oral anticoagulation that is unprecedented in its size

and scope.Weused this database to identify the combined effect

of multiple patient-level predictors of anticoagulation control.

These data and models could enable the VA to measure and

improve the quality of its oral anticoagulation care.

Acknowledgements

The authors thank B. Bokhour for her contributions to this

study. The opinions expressed in this manuscript do not

necessarily represent the official views of the Department of

Veterans Affairs.

Disclosure of Conflict of Interests

A. J. Rose is supported by a Career Development Award from

the Veterans Affairs Health Services Research and Develop-

ment Service. E. M. Hylek has received research funding from

Bristol Myers Squibb. She also reports receiving honoraria

from Bayer and Bristol Myers Squibb, as well as serving on

advisory boards for Boehringer-Ingelheim, Bristol Myers

Squibb, and Sanofi Aventis. The other authors state that they

have no conflict of interest.

Supporting Information

Additional Supporting Informationmay be found in the online

version of this article:

Appendix S1. Codes to define indications for oral anticoagu-

lation therapy.

Appendix S2. Codes to define comorbid conditions.

Appendix S3. TTR calculator.

Please note: Wiley-Blackwell are not responsible for the

content or functionality of any supporting materials supplied

by the authors. Any queries (other than missing material)

should be directed to the corresponding author for the article.

References

1 Ansell J, Hirsh J, Hylek E, Jacobson A, Crowther M, Palareti G.

Pharmacology and management of the vitamin K antagonists:

American College of Chest Physicians Evidence-Based Clinical Prac-

tice Guidelines (8th Edition). Chest 2008; 133: 160S–98S.

2 Rose AJ, Ozonoff A, Grant RG, Henault LE, Hylek EM. The epi-

demiology of sub-therapeutic anticoagulation in the United States.

Circ Cardiovasc Qual Outcomes 2009; 2: 591–7.

3 Linkins LA, Choi PT, Douketis JD. Clinical impact of bleeding in

patients taking oral anticoagulant therapy for venous thromboembo-

lism: a meta-analysis. Ann Intern Med 2003; 139: 893–900.

4 Rosendaal FR, Cannegieter SC, van der Meer FJ, Briet E. A method

to determine the optimal intensity of oral anticoagulant therapy.

Thromb Haemost 1993; 69: 236–9.

5 White HD, Gruber M, Feyzi J, Kaatz S, Tse HF, Husted S, Albers

GW. Comparison of outcomes among patients randomized to

warfarin therapy according to anticoagulant control: results from

SPORTIF III and V. Arch Intern Med 2007; 167: 239–45.

6 Rose AJ, Ozonoff A, Henault LE, Hylek EM. Warfarin for atrial

fibrillation in community-based practice. J Thromb Haemost 2008; 6:

1647–54.

7 United States Department of Veterans Affairs. 2009 Annual Perfor-

mance and Accountability Report. www4.va.gov/budget/report. Ac-

cessed 25 May 2010.

8 United States Department of Veterans Affairs. VHA Directive 2009-

003. Anticoagulation Therapy Management. 2 February 2009.

9 Go AS, Hylek EM, Chang Y, Phillips KA, Henault LE, Capra AM,

JensvoldNG, Selby JV, SingerDE. Anticoagulation therapy for stroke

prevention in atrial fibrillation: howwell do randomized trials translate

into clinical practice? JAMA 2003; 290: 2685–92.

10 Connolly SJ, Pogue J, Eikelboom J, Flaker G, Commerford P,

Franzosi MG, Healey JS, Yusuf S. Benefit of oral anticoagulant over

antiplatelet therapy in atrial fibrillation depends on the quality of

international normalized ratio control achieved by centers and coun-

tries as measured by time in therapeutic range. Circulation 2008; 118:

2029–37.

11 Rose AJ, Berlowitz DR, Frayne SM, Hylek EM.Measuring quality of

oral anticoagulation care: extending quality measurement to a new

field. Jt Comm J Qual Patient Saf 2009; 35: 146–55.

12 Little RJA, Rubin DB. Statistical Analysis with Missing Data. Hobo-

ken, NJ: Wiley, 2002.

13 United States Census Bureau. United States Census 2000. http://

www.census.gov/main/www/cen2000.html. Accessed 20 November

2009.

14 Krieger N, Waterman PD, Chen JT, Rehkopf DH, Subramanian SV.

Geocoding and monitoring US socioeconomic inequalities in health:

an introduction to using area-based socioeconomic measures – The

2190 A. J. Rose et al

� 2010 International Society on Thrombosis and Haemostasis



Public Health Disparities Geocoding Project monograph. http://

www.hsph.harvard.edu/thegeocodingproject/. Accessed 1 April 2010.

15 Borzecki AM, Wong AT, Hickey EC, Ash AS, Berlowitz DR.

Identifying hypertension-related comorbidities from administrative

data: what�s the optimal approach? Am J Med Qual 2004; 19:

201–6.

16 Szeto HC, Coleman RK, Gholami P, Hoffman BB, Goldstein MK.

Accuracy of computerized outpatient diagnoses in a Veterans Affairs

general medicine clinic. Am J Manag Care 2002; 8: 37–43.

17 Rose AJ, Sharman JP, Ozonoff A, Henault LE, Hylek EM. Effec-

tiveness of warfarin among patients with cancer. J Gen Intern Med

2007; 22: 997–1002.

18 van Walraven C, Austin PC, Oake N, Wells P, Mamdani M, Forster

AJ. The effect of hospitalization on oral anticoagulation control: a

population-based study. Thromb Res 2007; 119: 705–14.

19 Bhandari VK, Wang F, Bindman AB, Schillinger D. Quality of anti-

coagulation control: do race and language matter? J Health Care Poor

Underserved 2008; 19: 41–55.

20 Birman-Deych E, Radford MJ, Nilasena DS, Gage BF. Use and

effectiveness of warfarin in Medicare beneficiaries with atrial fibrilla-

tion. Stroke 2006; 37: 1070–4.

21 Shen AY, Yao JF, Brar SS, JorgensenMB,Wang X, ChenW. Racial/

ethnic differences in ischemic stroke rates and the efficacy of warfarin

among patients with atrial fibrillation. Stroke 2008; 39: 2736–43.

22 FangMC,Machtinger EL,Wang F, Schillinger D. Health literacy and

anticoagulation-related outcomes among patients taking warfarin.

J Gen Intern Med 2006; 21: 841–6.

23 Palareti G, Legnani C, Guazzaloca G, Lelia V, Cosmi B, Lunghi B,

Marchetti G, Poli D, Pengo V. Risk factors for highly unstable re-

sponse to oral anticoagulation: a case-control study. Br J Haematol

2005; 129: 72–8.

24 Iezzoni LI. Risk Adjustment for Measuring Health Care Outcomes, 3rd

edn. Chicago, IL: Health Administration Press, 2003.

25 Hart RG, Pearce LA, Aguillar MI. Meta-analysis: antithrombotic

therapy to prevent stroke in patients who have nonvalvular atrial

fibrillation. Ann Intern Med 2007; 146: 857–67.

26 Connolly SJ, Ezekowitz MD, Yusuf S, Eikelboom J, Oldgren J,

Parekh A, Pogue J, Reilly PA, Themeles E, Varrone J, Wang S, Alings

M, Xavier D, Zhu J, Diaz R, Lewis BS, Darius H, Diener HC, Joyner

CD, Wallentin L. Dabigatran versus warfarin in patients with atrial

fibrillation. N Engl J Med 2009; 361: 1139–51.

27 Schulman S, Kearon C, Kakkar AK, Mismetti P, Schellong S, Eri-

ksson H, Baanstra D, Schnee J, Goldhaber SZ. Dabigatran versus

warfarin in the treatment of acute venous thromboembolism.NEngl J

Med 2009; 361: 2342–52.

28 O�Brien CL, Gage BF. Costs and effectiveness of ximelagatran for

stroke prophylaxis in chronic atrial fibrillation. JAMA 2005; 293: 699–

706.

29 Wasson JH, Sox HC, Neff RK, Goldman L. Clinical prediction rules.

Applications and methodological standards. N Engl J Med 1985; 313:

793–9.

30 Laupacis A, Sekar N, Stiell IG. Clinical prediction rules. A review and

suggested modifications of methodological standards. JAMA 1997;

277: 488–94.

Patient-level predictors of anticoagulation control 2191

� 2010 International Society on Thrombosis and Haemostasis



Blood Coagulation, Fibrinolysis and Cellular Haemostasis 

Anticoagulation for valvular heart disease in community-based 
practice 
Adam J. Rose1,2; Al Ozonoff1,3; Lori E. Henault2; Elaine M. Hylek2 
1Center for Health Quality, Outcomes and Economic Research, Bedford VA Medical Center, Bedford, Massachusetts, USA; 2Department of Medicine, Section of General Internal 
Medicine, Boston University School of Medicine, Boston, Massachusetts, USA; 3Department of Biostatistics, Boston University School of Public Health, Boston, Massachusetts, USA 

Summary 
Little is known about patients who receive oral anticoagulation for val-
vular heart disease (VHD) in community-based practice. It was this 
study’s objective to describe the characteristics, management, and out-
comes of patients anticoagulated for VHD, compared to patients antico-
agulated for atrial fibrillation (AF). We used a nationally-representative 
cohort of community-based anticoagulation care in the United States. 
Data collected included indications for therapy, demographics, selected 
comorbid conditions, international normalised ratio (INR) target 
ranges, INR control, and clinical outcomes. We identified 1,057 patients 
anticoagulated for VHD (15.6% of the overall cohort) and 3,396 pa-
tients anticoagulated for AF (50.2%). INR variability was similar be-
tween the two groups (0.64 vs. 0.69, p = 0.80). Among patients with 
aortic VHD, for whom a standard (2–3) target INR range is recom-
mended, 461 (84%) had a high target range (2.5–3.5), while 95 (16%) 
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had a standard target range. VHD patients had a higher rate of major 
haemorrhage compared to AF patients (3.57 vs. 1.78 events per 100 pa-
tient-years, incidence rate ratio 2.02, 95% CI 1.33 – 3.06). The rate of 
stroke/systemic embolus was similar between groups (0.67 vs. 0.97 
events per 100 patient-years, incidence rate ratio 0.71, 95% CI 0.32 – 
1.57). In our community-based study, approximately 15.6% of patients 
receiving warfarin were anticoagulated for VHD. VHD patients achieved 
similar anticoagulation control to patients with AF, as measured by INR 
variability. Nevertheless, the rate of major haemorrhage was elevated 
among VHD patients compared to AF patients; this finding requires 
further investigation. 
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Introduction 

The three major indications for long-term anticoagulation with 
warfarin are atrial fibrillation (AF) (1–2), venous thromboembol-
ism (3), and valvular heart disease (VHD)(4). Of these three cat-
egories, we know the least about patients who are anticoagulated 
for VHD, a heterogeneous category that includes bioprosthetic 
valve replacements, mechanical valve replacements, valve repairs, 
and various other kinds of VHD. There is evidence to support the 
efficacy of anticoagulation in preventing strokes in this popu-
lation, and considerable information about the expected rate of 
thromboembolic events with and without anticoagulation (5–23). 
For example, among patients with heart valve prosthesis not re-
ceiving anticoagulation, the yearly rate of thromboembolic events 
is approximately 12% with an aortic prosthesis and 22% with a mi-

tral prosthesis (23). Various studies have found that anticoagu-
lation lowers this rate to approximately 1–2% per year (4). Given 
this large effect size, prosthetic heart valves and other VHD con-
veying a similar risk of thromboembolism are considered a near-
absolute indication for long-term anticoagulation. 

However, previous studies have not elucidated the character-
istics of patients who receive anticoagulation for VHD in real-life 
clinical practice, including their demographics, comorbid con-
ditions, precise indications for therapy, target international nor-
malised ratio (INR) ranges, anticoagulation control, and out-
comes. One large cohort, the ATRIA study, only included patients 
with AF (24). Another cohort, the ISCOAT study (25), enrolled 479 
patients with VHD (17.5% of the cohort), but did not analyse them 
separately. Other important cohorts (26–27) did not explicitly re-
port the proportion of patients anticoagulated for VHD.  
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Our objective, therefore, was to characterise the care of patients 
anticoagulated for VHD in community-based practice using a 
large, nationally-representative database of anticoagulation care in 
the United States. This study can provide important information 
regarding the proportion of patients who receive anticoagulation 
for VHD, the relative proportion of sub-categories of VHD, the 
demographics and comorbid illnesses of VHD patients, the target 
INR ranges chosen for patients with VHD, the anticoagulation 
control achieved by patients with VHD, use of low-molecular-
weight heparin (LMWH) to “bridge” periods of low INR, and rates 
of thromboembolic and haemorrhagic events in routine clinical 
practice.  

Materials and methods 

Study enrolment 

Data collection for the Anticoagulation Consortium to Improve 
Outcomes Nationally (ACTION) study has been described in de-
tail elsewhere (28). The objective of ACTION was to collect a rep-
resentative cohort of anticoagulation patients managed in com-
munity-based settings, in order to facilitate outcomes research and 
health services research on important anticoagulation-related 
topics. Physician practices that were registered users of Couma-
Care® software (Bristol-Myers Squibb, Princeton, NJ, USA) were 
invited to participate. In total, 174 practices registered online to 
participate and 101 sites had the technologic capability and the re-
view board approval necessary to proceed. The 101 study sites were 
from diverse geographic regions, representing 34 states in the 
United States. All sites had at least one dedicated provider manag-
ing warfarin, usually within the setting of a community-based, 
physician group practice. 

Patients were invited to participate by letter, clinic flyer, or in 
person (at the time of a routine appointment). To be eligible, pa-
tients had to be 18 years of age or older and provide written in-
formed consent. Enrolment began in April 2000 and follow-up 
ended in March 2002. Encrypted data from the electronic patient 
anticoagulation record were downloaded to the data-coordinating 
centre weekly. Missing data fields and data entry errors were 
flagged and resolved directly with the sites by the data-coordinat-
ing centre before data were transferred to the study investigators. 
The study was approved by Western Institutional Review Board® 
(WIRB®) of Olympia, WA, USA and by local review boards where 
they existed.  

Study variables 

Data collected included patient demographics, the presence or ab-
sence of several important comorbid conditions (congestive heart 
failure, coronary artery disease, diabetes, hypertension, and prior 
stroke), INR target ranges, INR values, and patient management 

notes. We characterised INR control using the INR variability 
measure described by Fihn et al. (26, 29) This measure computes 
the mean INR value for each patient, and then uses the standard 
deviation (SD) around this mean as a measure of INR variability 
over time. We chose to use INR variability in this study because pa-
tients with VHD may have either standard (2 – 3) or high (2.5 – 
3.5) INR target ranges, and the calculation of INR variability is in-
dependent of the INR target range. However, we also calculated 
percent time in therapeutic range (TTR), as originally described by 
Rosendaal (30). For this calculation of TTR, patients were assigned 
a target INR range of 2.0 – 3.0 (“standard”) or 2.5 – 3.5 (“high”) ac-
cording to the target range indicated in the clinical record. 

Indications for anticoagulation 

Patients in the database had a recorded primary indication for 
therapy and in some cases a secondary indication as well. These 
were confirmed by review of the clinical notes. When a patient had 
VHD and another indication for therapy (e.g. AF), VHD was con-
sidered the primary indication. VHD patients were further subdi-
vided by the anatomic location and nature of the valvular abnor-
mality. When patients had both aortic and mitral valve disease, the 
mitral valve abnormality was considered the primary indication 
for therapy. In some cases, the anatomic location of the VHD (i.e. 
aortic vs. mitral position) could not be determined. We also com-
pared these patients with VHD to the 3,396 patients in the AC-
TION study anticoagulated for AF, who have been described in a 
previous report (28). Patients with AF form a useful comparison 
group, since the management and outcomes of anticoagulation for 
AF has been studied extensively and is comparatively well-under-
stood. 

Low INR values and bridging with LMWH 

We identified all INR values 1.5 or lower among patients anti-
coagulated for VHD, and used linear interpolation (30) to identify 
periods of time when the INR was ≤1.5. For each low INR value, we 
reviewed the clinical notes to determine whether clinicians em-
ployed “bridging” with heparin or LMWH as part of the manage-
ment of the low INR value, and to characterise the circumstances 
surrounding such episodes.  

Adverse events 

Ischaemic stroke, systemic arterial embolism, and major haemor-
rhage were the adverse outcomes of interest. All events were con-
firmed by manual review of the clinical notes in the database. 
Major haemorrhage was defined according to the International 
Society on Thrombosis and Haemostasis (ISTH) definition (31): a 



fatal event, an event requiring hospitalisation with transfusion of 
at least two units of packed red blood cells, or bleeding involving a 
critical anatomical site such as the cranium or the retroperi-
toneum. All patient progress notes were individually reviewed for 
evidence of adverse events; events were validated directly with the 
sites by the data coordinating centre. 

Statistical analyses 

We compared the VHD and AF groups with regard to demographics, 
comorbid conditions, frequency of INR testing, frequency of inten-
tional interruptions of warfarin therapy, INR variability, and percent 
time in the therapeutic INR range (TTR). Within the VHD group, we 
investigated patient-level factors associated with assignment to the 

standard or the high target INR range, using bivariate analyses. To 
account for intra-class correlation within clinical site, p-values for 
continuous variables were calculated using Generalized Estimating 
Equations (GEE), while p-values for nominal variables were calcu-
lated using 10,000 Monte Carlo simulations. We compared rates of 
bridging per 100 low INR values between the VHD and AF groups. 
We computed the rate of stroke/systemic embolus among VHD pa-
tients and estimated the proportion of these events attributable to 
periods of low INR. We computed the rate of major haemorrhage 
among VHD patients, and estimated the proportion of these events 
attributable to the use of bridging. When comparing rates of bridg-
ing or clinical events between the VHD and AF groups, we computed 
incidence rate ratios with 95% confidence intervals (CI) via boot-
strapping with 10,000 iterations.  

We compared the rates of these adverse events among our VHD 
cohort to the rates we previously described among a cohort of AF 
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 Valvular heart disease 
(n = 1057) 

Atrial fibrillation 
(n = 3396) 

P-value 

Mean age (SD)  67.2 (12.2)   74.1 (9.4) < 0.001 

Female gender 460 (44%) 1433 (42%) 0.44 

Race    

White 959 (91%) 3182 (94%) 0.04 

Black  23 (2%)   47 (1%)  

Other  75 (7%)  167 (5%)  

Comorbid conditions 

Congestive heart failure 216 (20%)  642 (19%) 0.37 

Coronary artery disease 247 (23%)  855 (25%) 0.80 

Percent time below target range  21.5 (18.9)   20.1 (18.8) 0.02 

Percent time in target range (TTR)  64.3 (19.6)   66.6 (19.7) 0.003 

Percent time above target range  14.5 (15.5)   13.3 (13.5) 0.22 

To account for intra-class correlation within clinical site, p-values for continuous variables were calculated 
using Generalized Estimating Equations (GEE), while p-values for nominal variables were calculated using 
10,000 Monte Carlo simulations. *Time in Range is calculated using a target INR range of 2.0 – 3.0 for pa-
tients with a standard target range and 2.5 – 3.5 for patients with a high target range. Some patients with 
valvular heart disease had a high target INR range, but no patients with atrial fibrillation had a high target 
range. 

Diabetes 139 (13%)  508 (15%) 0.14 

Hypertension 395 (37%) 1530 (45%) < 0.001 

Prior stroke 104 (10.0%)  359 (11%) 0.52 

Measures of warfarin management 

Mean days in database (SD) 358 (124)  328 (133) < 0.001 

Mean number of INR values (SD)  21 (11)   16 (8) < 0.001 

Mean INR values/month (SD)   1.79 (0.84)    1.65 (0.90) < 0.001 

Intentional interruptions of warfarin for 
procedures per patient-year (95% CI) 

  0.35 
(0.29, 0.39) 

   0.43 
(0.35, 0.44) 

0.001 

Anticoagulation control – INR variability 

Mean INR value   2.93    2.45 < 0.001 

Variability around mean value   0.64    0.69 0.80 

Anticoagulation control – time in range* 

Table 1: Comparison of patients anti-
coagulated for valvular heart disease 
(VHD) and for atrial fibrillation (AF).  



patients drawn from the same database (28), computing separate 
rates as well for periods when the INR was above, below, or within 
the target range. Within the VHD group, time within the target 
range was calculated according to whether the patient had a high 
(2.5 – 3.5) or normal (2 – 3) target range. Calculation of incidence 
rates and their confidence intervals were accomplished by Poisson 
regression for count data, run via GEEs in order to account for the 
correlation of data by site of care. Analyses were performed using 
the R statistical package, version 2.8 (R Foundation, 2009).  

Results 

Study cohort 

There were 1,116 patients anticoagulated for VHD in the ACTION 
database. Of these, 28 patients had bioprosthetic heart valves; such 
patients ordinarily require only a brief period of anticoagulation 
following surgery, unless there is another risk factor for stroke such 
as AF (4). Because these patients were so few, and were not repre-
sentative of most patients with VHD, they were excluded from our 
study. In addition, we excluded 31 patients with two or fewer INR 
values in the database, too few to characterise their care. After these 
exclusions, our final VHD cohort included 1,057 patients (15.6% 
of the entire cohort of 6,761 patients, and 94.7% of the original 
1,116 VHD patients). By comparison, there were 3,396 patients 
anticoagulated for AF in the ACTION cohort (50.2%). 

Among VHD patients, 556 (53%) had a disorder of the aortic 
valve, while 417 (39%) had a disorder of the mitral valve (with or 
without a concomitant aortic valve disorder). For 84 (8%), the 
anatomic location of the valvular heart condition was unclear 
from the clinical record. As to the valve pathology necessitating the 
anticoagulation, 952 (90%) had heart valve prostheses, while 105 
(10%) had other VHD. 

VHD patients compared to AF patients 

VHD patients were compared to AF patients, a group which has 
been well-characterised in previous studies (�Table 1). VHD pa-
tients were considerably younger than AF patients (mean age 67.2 
vs. 74.1, p < 0.001). The prevalence of several important comorbid 
conditions (congestive heart failure, coronary artery disease, dia-
betes, and prior stroke) was similar between the two groups. How-
ever, hypertension was somewhat more common in the AF group 
(45% vs. 37%, p < 0.001). 

Patients with VHD had their INR tested somewhat more often 
(1.79 vs. 1.65 tests/month, p < 0.001), and had fewer intentional in-
terruptions of warfarin therapy for procedures per patient-year 
(0.35 vs. 0.43, p = 0.001). The mean INR value was higher in the 
VHD group than the AF group (2.93 vs. 2.45, p < 0.001), reflecting 
the many VHD patients with a high target range. Patients with AF 
achieved a slightly higher percentage of time in therapeutic range 

(66.6% vs. 64.3%), a difference which was statistically significant 
due to the large sample size. However, the two groups had similar 
INR variability (0.64 vs. 0.69, p = 0.80), suggesting that the two 
groups experienced similar INR control. 

Standard vs. high target INR range among VHD 
patients 

Most VHD patients (84%) had a high target INR range (i.e. 2.5 – 
3.5), as opposed to a standard target range (i.e. 2.0 – 3.0). We com-
pared VHD patients with a standard target range to those with a 
high target range (�Table 2). The mean INR values achieved in the 
two groups (2.51 vs. 3.00, p < 0.001) suggest that the target ranges 
stated in the record were actually pursued in practice. Patients with 
a standard target range were older, a difference of marginal statis-
tical significance (mean age 69.6 vs. 66.7, p = 0.053), but the two 
groups were similar in terms of gender, race, and comorbid con-
ditions. Patients had a similar likelihood of assignment to a high 
target range regardless of whether their VHD was in the aortic or 
the mitral anatomic position (83% vs. 86%, p = 0.28).  

Low INR values and bridging in patients with VHD 

Bridging was more commonly employed among patients anti-
coagulated for VHD than for AF, although most episodes of low 
INR did not trigger bridging even in the VHD group. VHD patients 
had 8.1 episodes of bridging per 100 low INR values (95% CI 6.0 – 
10.5), while AF patients had a rate of 1.1 (95% CI 0.8 – 1.5, p < 
0.001 for a between-group difference). Of the 39 episodes of bridg-
ing that occurred among the VHD cohort, the great majority (34 
episodes) were in response to intentional interruptions of therapy 
for a procedure (“holds”), while only five were in response to rou-
tinely encountered (unplanned) low INR values. 

Sites differed widely in their practice regarding bridging. For 
example, with regard to VHD patients, of 79 sites that had at least 
one episode of low INR, there were 60 sites (76%) with no episodes 
of bridging. The rate among the 19 sites that did employ bridging 
was 15.0 episodes per 100 low INR values (95% CI 11.2 – 19.5).  

Rates of adverse events 

In the VHD cohort, there were seven ischaemic strokes (and no sys-
temic emboli) in 1038.2 patient-years of follow-up, an incidence 
rate of 0.67 events per 100 patient-years (95% CI 0.32 – 1.43). The 
overall rate of stroke/systemic emboli in the VHD cohort was simi-
lar to the rate of such events among AF patients in this database 
(0.97 events per 100 patient-years). The incidence rate ratio be-
tween the two groups (comparing VHD to AF) was 0.71 (95% CI 
0.32 – 1.57). 
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Among the VHD cohort, there were 37 major haemorrhagic 
events in 1038.2 patient-years of follow up (3.57 events per 100 pa-
tient-years, 95% CI 2.59 – 4.92). Three of these events (an intra-
peritoneal haemorrhage, a gastrointestinal haemorrhage, and a 
retroperitoneal haemorrhage) occurred during episodes of bridg-
ing. Among our AF cohort, the rate of major haemorrhage was 1.78 
events per 100 patient-years. The incidence rate ratio (comparing 
VHD to AF) was 2.02 (95% CI 1.33 – 3.06), a difference that was 
statistically significant at the 0.05 level.  

Rates of adverse events, stratified by indication for therapy and 
INR value at the time of the event, are given in �Table 3. The rate 
of major haemorrhage was higher among VHD patients than 
among AF patients only while the INR was below or within the tar-
get range, but not above. However, this finding should be consider-
ed in light of the fact that most patients in the VHD group had a 
high target range (2.5 – 3.5). Of the 13 major haemorrhagic events 
that occurred in the VHD cohort during time below the target 
range, 10 occurred while the INR was between 2 – 2.5. Similarly, of 
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 Standard target 
(2 – 3) 
(n = 174) 

High target 
(2.5 – 3.5) 
(n = 883) 

P-value 

Group mean INR value (SD)   2.51 (0.27)   3.00 (0.36) < 0.001 

Mean age (SD)  69.6 (12.2)  66.7 (12.1) 0.053 

Female gender  69 (40%) 391 (44%) 0.28 

Race 0.43 

White 156 (90%) 803 (91%)  

Black   2 (1%)  21 (2%)  

Other  16 (9%)  59 (7%)  

Comorbid conditions 

Congestive heart failure  34 (20%) 182 (21%) 0.88 

Percent time below target range  15.9 (18.4)  22.6 (18.8) <0.001 

Percent time in target range (TTR)  71.6 (19.4)  62.8 (19.3) <0.001 

Percent time above target range  12.5 (13.7)  14.9 (15.8) 0.03 

To account for intra-class correlation within clinical site, p-values for continuous variables were calculated 
using Generalized Estimating Equations (GEE), while p-values for nominal variables were calculated using 
10,000 Monte Carlo simulations. *Time in Range is calculated using a target INR range of 2.0 – 3.0 for pa-
tients with a standard target range and 2.5 – 3.5 for patients with a high target range. 

Coronary artery disease  49 (28%) 198 (22%) 0.36 

Diabetes  30 (17%) 109 (12%) 0.11 

Hypertension  77 (44%) 318 (36%) 0.38 

Prior stroke  11 (6%)  93 (10%) 0.09 

Anatomic valve location 0.02 

Mitral valve 
(with or without another) 

 58 (32%) 359 (40%)  

Aortic valve  95 (52%) 461 (51%)  

Unknown  21 (11%)  63 (7%)  

Type of valve < 0.001 

Prosthetic heart valve 111 (64%) 841 (95%)  

Other valve disorder or unknown  63 (36%)  42 (5%)  

Secondary indications for anticoagulation 0.02 

Atrial fibrillation  60 (34%) 206 (23%)  

Prior stroke or systemic embolus   2 (1%)  47 (5%)  

None 112 (64%) 630 (71%)  

Anticoagulation control – INR variability 

Group Mean INR Value   2.51 (0.27)   3.00 (0.36) < 0.001 

INR variability   0.48 (0.37)   0.67 (0.69) <0.001 

Anticoagulation control – time in range* 

Table 2: Correlates of high vs. standard 
target INR range in patients anticoagu-
lated for valvular heart disease (VHD). Also, 
a comparison of anticoagulation control be-
tween the two groups. 



the 19 major haemorrhagic events that occurred in the VHD co-
hort during time within the target range, seven occurred while the 
INR was between 3 – 3.5. 

Discussion 

To our knowledge, this is the first study to describe the patient 
population receiving long-term oral anticoagulation for VHD in 
community-based practice. VHD patients composed 15.6% of our 
community-based anticoagulation cohort, a similar proportion to 
that seen in a previous Italian anticoagulation cohort (25). We de-
scribe the different types of VHD represented in our VHD cohort. 
Most patients (90%) were anticoagulated because of a prosthetic 
valve, while only 10% of patients had other VHD. Compared to pa-
tients with AF, VHD patients were considerably younger, but 
otherwise similar in terms of demographics and most comorbid 
conditions. This younger age among VHD patients is probably due 
to the fact that older patients requiring valve replacement would 
have received bioprosthetic valves, which require only a brief peri-
od of anticoagulation after surgery (4). Despite the fact that most 
(84%) VHD patients had a high target INR range, their INR varia-
bility was similar to that of the AF group, suggesting that their INR 
was similarly well-controlled. 

Despite similar anticoagulation control in both groups, VHD 
patients experienced a higher rate of major haemorrhage than AF 
patients. Stratification of these events into those that occurred 
within different INR ranges (�Table 3) suggests that the use of a 
high target INR range for many of the VHD patients may have 
played a role in this between-group difference. Another possible 
reason for this finding is that clinical guidelines, both now (4) and 
at the time of the study (32–33), recommend adding low-dose as-
pirin to warfarin for many patients with prosthetic heart valves. 
This recommendation was based on several well-conducted trials 
and meta-analyses, which suggested that the addition of low-dose 
aspirin for patients already receiving warfarin could improve out-
comes like mortality with only a minimal increase in the rate of 
major haemorrhage (34–36). The guidelines caution, however, 
that patients at elevated risk for haemorrhage probably should not 
receive aspirin in addition to warfarin (4, 32–33), because the risk 
may outweigh the benefit. We searched the anticoagulation record 
of all VHD patients that experienced major haemorrhage for a 
mention of aspirin therapy. Four patients were clearly receiving as-
pirin at the time of a major haemorrhage, and a fifth patient was re-
ceiving clopridogrel at the time of her two major haemorrhagic 
events. The other charts contained no evidence of concomitant 
antiplatelet therapy. This is a limitation of our study, because the 
absence of documentation is not conclusive. 
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Table 3: Adverse events and relationship 
to anticoagulation control among patients 
anticoagulated for valvular heart disease 
(VHD) and atrial fibrillation (AF).

 Valvular heart disease 
(n = 1057) 

Atrial fibrillation 
(n = 3396) 

P-value 

Time below target range 

Patient-years 166.7  560.5 -- 

Stroke/systemic embolus events   4   11 -- 

Incidence Rate (95% CI)   2.91 (1.19, 7.12)    1.96 (1.07, 3.60) 0.71 

Major haemorrhage events  13   16 -- 

Incidence rate (95% CI)   7.78 (4.49, 13.51)    2.45 (1.26, 4.76) 0.03 

Time within target range 

Patient-years 537.9 1993.7 -- 

Stroke/systemic embolus events   2   18 -- 

Incidence rate (95% CI)   0.88 (0.13, 6.05)    0.00 NA 

Major haemorrhage events   5    18 -- 

Incidence rate (95% CI)   3.80 (1.42, 10.18)     4.66 (2.83, 7.66) 0.78 

Incidence rates are expressed as events per 100 patient-years. *Time in range is calculated using a target 
INR range of 2.0 – 3.0 for patients with a standard target range and 2.5 – 3.5 for patients with a high tar-
get range. Some patients with valvular heart disease had a high target INR range, but no patients with  
atrial fibrillation had a high target range. 

Incidence rate (95% CI)   0.37 (0.09, 1.48)    0.87 (0.52, 1.44) 0.25 

Major haemorrhage events  19   20 -- 

Incidence rate (95% CI)   3.76 (2.58, 5.47)    0.95 (0.58, 1.55) <0.001 

Time above target range 

Patient-years 115.7  379.4 -- 

Stroke/systemic embolus events   1    0 -- 



Regarding target INR ranges, the overwhelming majority of 
VHD patients in our sample (84%) had a high INR target range, 
whether their valve pathology was in the mitral or the aortic posi-
tion. This is surprising, because clinical guidelines both now (4) 
and at the time of the study (33, 37–39) would have recommended 
a standard target range for patients with aortic prosthetic valves, 
except for the three subgroups: those with concomitant AF, those 
with prior stroke despite adequate anticoagulation, and those with 
caged-ball prosthetic valves. Caged-ball valves, which were first 
implanted in the 1960s, were quickly supplanted after the intro-
duction of newer, less thrombogenic valves in the early 1970s (40). 
Since our study began in 2000, it is doubtful that many of our pa-
tients had these older caged-ball valves. 

However, it is possible that the other two subgroups accounted 
for some of our findings. Therefore, we identified all of the patients 
with aortic valve prostheses who had prior stroke/systemic embo-
lus and/or AF. For the purpose of this sensitivity analysis, we as-
sumed that all prior strokes had occurred while the patient was re-
ceiving warfarin and was within the therapeutic range. Of the 556 
patients with aortic valve prostheses, 130 had one or both of these 
possible reasons for a high target range. Of these 130 high-risk pa-
tients, 82% had a high target range, compared to 84% of the pa-
tients without these additional risk factors (p = 0.60 for compari-
son). This non-differential management suggests that clinicians in 
our study were unaware of or did not agree with clinical guideline 
recommendations regarding the recommended target INR range 
for patients with a prosthetic aortic valve (41). As discussed above, 
it is possible that this guideline-discordant use of a high target 
range contributed to the higher rate of major haemorrhage ob-
served in the VHD group in our study. The selection of target INR 
ranges for VHD patients might be improved through education 
and outreach. 

Regarding the management of low INR values, our study sug-
gests that “bridging” is employed much more often for VHD pa-
tients than AF patients, almost always in response to a planned in-
terruption of therapy. In a previous analysis of the ACTION data-
base, we characterised the use of bridging for intentional inter-
ruptions of therapy, as well as the risks of haemorrhage and throm-
boembolism with and without bridging (42). However, this pre-
vious study did not examine patients with VHD, who may have the 
highest risk of thromboembolism with therapy interruptions, and 
thus the strongest rationale for bridging. Another study, perform-
ed using a different database, examined the risk of thromboembol-
ism during the 90 days after a low INR value among patients with 
diverse indications for anticoagulation, although there were few 
VHD patients in that study (4%). That study suggested that the 
risk of thromboembolism attributable to a low INR value, com-
pared to patients who did not have a low INR, is minimal (43). 

In this study, we observed considerable variations in practice re-
garding bridging. Several sites in our sample used bridging 
relatively often for VHD patients, while most sites (78%) did not 
use it at all. This variation in practice reflects a lack of evidence and 
consensus regarding this difficult clinical decision (44), which 
requires clinicians to balance considerable risks and benefits in the 
absence of empiric evidence (1–2, 4, 45). An ongoing randomised 

trial of bridging is expected to help clarify the risks and benefits of 
bridging (46). However, this trial will only enroll patients anti-
coagulated for AF who have intentional interruptions of therapy, 
so it will not directly inform decisions for patients with VHD or pa-
tients with incidentally noted low INR values. 

This study has several important strengths. Our database was 
large and nationally-representative, drawn from 101 clinical sites 
in 38 states. It therefore provides a generalisable picture of VHD 
patients in community-based practice. Our database also con-
tained a degree of clinical detail that would not be possible with 
automated data alone.  

However, this study also had some limitations. First, most of the 
patients in the ACTION study were prevalent users of warfarin as 
opposed to an inception cohort. It is well-known that patients new 
to warfarin have poorer anticoagulation control and higher rates of 
complications than experienced users (28, 47). Therefore, the 
relatively good anticoagulation control and low rates of adverse 
events reported in this study may not be generalisable to patients 
new to warfarin. Second, we computed percent time in therapeutic 
range (TTR) for patients with different target INR ranges (2.0 – 3.0 
and 2.5 – 3.5), although TTR has not explicitly been demonstrated 
to mean the same thing in patients with different target ranges. 
However, the group that invented the TTR measure has used it to 
measure anticoagulation control in patients with varying target 
INR ranges (30, 48), so this assumption may be justified. Third, 
while our results suggest that many patients with aortic VHD were 
inappropriately treated with a high target range, we cannot fully 
exclude the possibility that some patients had a valid reason for a 
high target range which was not recorded in the clinical notes. 
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What is known about this topic? 
● Warfarin is indicated for the prevention of stroke in patients with 

valvular heart disease or prosthetic heart valves (VHD). 
● The risk of stroke is higher with VHD than with atrial fibrillation 

(AF). Therefore, VHD is considered an almost absolute indication 
for anticoagulation, while the decision to anticoagulate patients 
with AF is based on a risk-benefit analysis. 

● Previous studies of anticoagulation for VHD have been clinical 
trials conducted in academic medical centers. There have been no 
large cohort studies describing patients anticoagulated for VHD in 
community-based practice. 

What does this paper add? 
● This paper describes the care and outcomes of 1,057 patients anti-

coagulated for VHD at 101 community-based sites of care located 
in 31 states of the United States. Approximately 15.6% of patients 
receiving warfarin at these sites of care were anticoagulated for 
VHD.  

● Despite similar levels of anticoagulation control between the two 
groups, patients anticoagulated for VHD had a higher rate of major 
haemorrhage than patients anticoagulated for AF (incidence rate 
ratio 2.02, 95% CI 1.33 – 3.06). Further studies are needed to in-
vestigate the cause of this between-group difference in outcomes.



Similarly, there were some patients in our study whose VHD was 
not completely characterised regarding anatomic position and/or 
type of prosthetic valve. Furthermore, our database lacked explicit 
detail regarding the causes of valvular heart disease (rheumatic, 
etc.), the exact type of prosthesis (St. Jude, Bjork-Shiley, etc.), the 
exact date of cardiac surgery, and the exact date of initiation of 
anticoagulation. Finally, as noted earlier, we found few references 
to concomitant antiplatelet therapy in the charts of VHD patients 
with major haemorrhagic events, but the absence of documen-
tation is not conclusive. Complete data regarding antiplatelet ther-
apy might have allowed further elucidation of the elevated risk of 
major haemorrhage that we observed for VHD patients.  

In conclusion, 15.6% of patients taking warfarin in commu-
nity-based practice receive anticoagulation for VHD. VHD pa-
tients are considerably younger than AF patients, but the two 
groups are otherwise similar in many respects, including comorbid 
conditions and degree of anticoagulation control. Community 
practice regarding LMWH for patients with VHD for episodes of 
low INR (“bridging”) is highly variable, reflecting a lack of evi-
dence and clinical consensus. Finally, patients with VHD experi-
enced a greatly elevated risk of major haemorrhage in this study, 
compared to patients with AF. Further study will be necessary to 
confirm and explain this finding. 
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The Spread of Alcohol Consumption Behavior in a Large
Social Network
J. Niels Rosenquist, MD, PhD; Joanne Murabito, MD; James H. Fowler, PhD; and Nicholas A. Christakis, MD, PhD

Background: Alcohol consumption has important health-related
consequences and numerous biological and social determinants.

Objective: To explore quantitatively whether alcohol consumption
behavior spreads from person to person in a large social network of
friends, coworkers, siblings, spouses, and neighbors, followed for 32
years.

Design: Longitudinal network cohort study.

Setting: The Framingham Heart Study.

Participants: 12 067 persons assessed at several time points be-
tween 1971 and 2003.

Measurements: Self-reported alcohol consumption (number of
drinks per week on average over the past year and number of days
drinking within the past week) and social network ties, measured at
each time point.

Results: Clusters of drinkers and abstainers were present in the
network at all time points, and the clusters extended to 3 degrees
of separation. These clusters were not only due to selective forma-
tion of social ties among drinkers but also seem to reflect interper-

sonal influence. Changes in the alcohol consumption behavior of a
person’s social network had a statistically significant effect on that
person’s subsequent alcohol consumption behavior. The behaviors
of immediate neighbors and coworkers were not significantly asso-
ciated with a person’s drinking behavior, but the behavior of rela-
tives and friends was.

Limitations: A nonclinical measure of alcohol consumption was
used. Also, it is unclear whether the effects on long-term health are
positive or negative, because alcohol has been shown to be both
harmful and protective. Finally, not all network ties were observed.

Conclusion: Network phenomena seem to influence alcohol con-
sumption behavior. This has implications for clinical and public
health interventions and further supports group-level interventions
to reduce problematic drinking.

Primary Funding Source: National Institutes of Health and the
Robert Wood Johnson Foundation. The Framingham Heart Study is
supported by the National Heart, Lung, and Blood Institute.

Ann Intern Med. 2010;152:426-433. www.annals.org
For author affiliations, see end of text.

Alcohol use is common in the United States. In 2002,
55% of adults reported having had at least 1 drink

in the previous month, and the prevalence of past-
month alcohol consumption was somewhat higher for
men (62%) than for women (48%) (1). The lifetime
prevalence of alcohol use disorders has been measured at
14.6% (1). Excessive alcohol use, either in the form of
heavy drinking or binge drinking, increases the risk for nu-
merous health and social problems (2, 3), and approximately
75 000 deaths in 2001 were attributable to excessive alcohol
use, which makes it the third-leading lifestyle-related cause of
death (3).

Alcohol consumption behavior has many determi-
nants. Previous studies (3, 4) suggest that biological factors
have a significant effect on the progression from experi-
mentation to regular use and that social and cultural fac-

tors play a critical role in experimentation with alcohol and
the development of drinking patterns over time. Given the
social nature of this behavior, it is not surprising that pre-
vious work has identified interactions with friends and
family members as key factors (4–8). Although this liter-
ature primarily focused on cross-sectional panels, some
studies (6–8) have attempted to test whether social influences
act over time. These studies, which focused on peer influence
among college students, showed inconsistent results and
tended to focus just on pairs of connected persons.

The study of social influences on behavior has ex-
panded in recent years to the study of networks of linked
individuals over time (9). Recent work in this area has
shown that various health-related phenomena, ranging
from sexually transmitted diseases to obesity, smoking, and
even suicide, may travel along and within social networks
(10–15).

Using a longitudinal, dynamic network of 12 067 per-
sons, we analyzed the role of social networks in alcohol use,
focusing on 1) whether clusters of heavy drinkers and ab-
stainers existed within the network; 2) whether a person’s
alcohol consumption behavior was associated with that of
his or her social contacts; 3) the extent to which such
associations depended on the nature and direction of the
social ties (for example, friends of different kinds, sib-
lings, spouses, coworkers, or neighbors); and 4) whether
gender affected the spread of alcohol consumption
across social ties.
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METHODS

Source Data
We used data from participants in the Framingham

Heart Study (FHS). The FHS is a population-based, lon-
gitudinal, observational cohort study that was initiated in
1948 to prospectively investigate risk factors for cardiovas-
cular disease. Four cohorts, who mostly represent different
generations linked to an original cohort, are included in
the entire FHS. Participant data, collected every 2 to 4
years, includes physical examinations, laboratory tests,
noninvasive cardiac and vascular testing, battery testing
(such as the Mini-Mental State Examination), question-
naire results, and basic demographic information. For our
analyses, we aligned the examination waves for the original
cohort with those of the second-generation offspring co-
hort, which allowed us to treat all participants as having
been examined in 7 waves. The offspring cohort, initiated
in 1971, is the source of our study’s principals, or focal
individuals in the network (16). However, we included
other FHS participants whom the principals listed as social
contacts and refer to them here as “contacts.” Therefore,
even though principals come only from the offspring co-
hort, contacts are drawn from the entire set of both the
original and offspring cohorts.

To ascertain social network ties, we created a separate
data set that linked individuals through self-described so-
cial ties, collected in each of the 7 waves of the study. We
could then detect relationships between participants (for
example, spouse, sibling, friend, coworker, or neighbor)
and observe changes in these ties across time. Either party
to a link between 2 people might identify his or her link to
the other. This is most relevant to the “friend” link, which
could exist if A nominated B or B nominated A as a friend.
We also used complete records of participants’ and their
contacts’ address in each wave since 1971 in our analyses,
although we have no information about relationships that
participants did not report. For each wave, we could deter-
mine who is whose neighbor and the geographic distance
between persons (10, 17). Table 1 provides descriptive sta-
tistics for the 5124 principals in our sample.

Measures
Alcohol consumption was self-reported in all studied

waves, with participants reporting their average number of
drinks per week over the past year as well as the number of
days within the past week during which they consumed
alcohol (beer, wine, and liquor). Self-reported data are
generally considered a valid and reliable source when
assessing alcohol consumption, although recall mea-
sures, such as those used in this study, can be subject to
recall bias from participants (18).

We treated alcohol consumption as a continuous vari-
able in some analyses (for example, number of drinks per
day, calculated from participant responses) but conducted
others with dichotomous cut-points, defining heavy drink-
ers as those who averaged more than 1 (for women) or 2

(for men) drinks per day; moderate drinkers as those whose
alcohol consumption was less than the cutoff values for
heavy drinkers; and abstainers as those who reported no
alcohol consumption. We did not use self-reported num-
ber of days drinking in the past week as a measure in and
of itself but rather as a means to calculate average number
of drinks in a day. (These labels do not reflect clinical
definitions of alcohol abuse or dependence.) Table 2 shows
averages for the study population across time, including
age, alcohol consumption, and percentages of abstainers
and drinkers. Although the differences in how we mea-
sured heavy drinking made it difficult to compare our re-
sults with those for other population samples, the other
averages for the mean-age groups in each year of the given
waves are roughly similar to national averages of alcohol con-
sumption behavior (1, 19, 20).

Statistical Analysis
Our first goal was to evaluate whether a person’s alco-

hol consumption behavior was associated with that of his
or her social network ties at various degrees of separation.
To test this hypothesis, we took an observed clustering of
persons (and their alcohol consumption behavior) within
the whole network and compared them with 1000 simu-
lated networks with the same topology and overall preva-
lence of drinking as the observed network, but with the
incidence of drinking (for example, at least 1 drink per
day) randomly distributed across the nodes (“random
drinking networks”). If clustering occurs in drinking be-
havior, then the probability that a contact is a drinker
given that a principal is a drinker should be higher in the
observed network than in the random drinking networks
(21). We used the Kamada–Kawai algorithm, which itera-

Context

A person’s alcohol use might mirror that of his or her
social contacts.

Contribution

Using the same group of Framingham Heart Study partici-
pants who helped to define the associations between so-
cial networks and other health behaviors, the researchers
found that alcohol use was similar among individuals in a
social cluster. Furthermore, changes in a person’s alcohol
intake over time followed changes in the alcohol intake of
their social contacts.

Caution

Alcohol use was self-reported, and the researchers did not
have access to social contacts who were not participating
in the study.

Implication

Changing alcohol use may require intervening with social
groups as well as with individuals.

—The Editors
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tively repositions nodes to reduce the number of ties that
cross each other, to draw the networks (22).

Our second goal was to examine the possible determi-
nants of any clustering in alcohol consumption behavior.
We considered 3 explanations for nonrandom clustering of
alcohol consumption behavior in the network: principals
might choose to associate with like contacts (homophily)
(23, 24); principals and contacts might share attributes
or jointly experience unobserved contemporaneous events
that cause their alcohol consumption behavior to covary
(omitted variables or confounding); and contacts might
exert social influence or peer effects on principals (induc-
tion). The availability of dynamic, longitudinal data on
both network connections and drinking behavior allowed

us to distinguish between interpersonal induction of drink-
ing and homophily (25).

Our basic statistical approach involved specifying lon-
gitudinal logistic regression models in which a principal’s
drinking status at time t � 1 is a function of his or her
various attributes, such as age, sex, and education; his or
her drinking status at time t; and the drinking status of his
or her contacts at times t and t � 1 (25). We used gener-
alized estimating equation procedures to account for mul-
tiple observations of the same principal across both waves
and principal–contact pairings (26). We assumed an inde-
pendent working correlation structure for the clusters (27).

By using a time-lagged dependent variable (lagged to
the previous examination) for alcohol consumption, we

Table 1. Summary Statistics for Principals

Variables Principals, % Mean (SD) Minimum Lower
Quartile

Upper
Quartile

Maximum

All waves
Continuous

Drinks per day, n – 0.88 (1.29) 0 0 1 17
Close friends, n – 0.96 (0.88) 0 0 1 9
Family members, n – 3.07 (3.59) 0 0 5 29
Contacts, n – 2.70 (1.89) 1 1 4 19
Contacts who abstain, n – 0.79 (1.02) 0 0 1 10
Contacts who drink heavily, n – 0.56 (0.81) 0 0 1 7
Education, y – 13.70 (2.29) 2 12 16 17
Age, y – 50.87 (12.66) 21 42 60 90

Dichotomous, n
Abstainers 29 – – – – –
Heavy drinkers 18 – – – – –
Women 52 – – – – –

Wave 1
Continuous

Drinks per day, n – 1.06 (1.45) 0 0 1 14
Close friends, n – 1.07 (0.84) 0 1 1 7
Family members, n – 3.67 (3.96) 0 0 6 29
Contacts, n – 3.11 (2.17) 1 1 4 17
Contacts who abstain, n – 0.50 (0.80) 0 0 1 6
Contacts who drink heavily, n – 0.76 (0.95) 0 0 1 6
Education, y – 13.70 (2.29) 2 12 16 17
Age, y – 38.06 (9.50) 21 30 45 70

Dichotomous, n
Abstainers 15 – – – – –
Heavy drinkers 22 – – – – –
Women 52 – – – – –

Table 2. Average Age and Alcohol Consumption Behavior, by Examination

Examination Midpoint Year of
Examination

Age, y* Drinks per
Day, n

Abstainers,
%

Heavy
Drinkers, %†

1 1972 46.8 1.04 18.7 22.2
2 1981 53.0 0.99 30.1 21.8
3 1986 55.2 0.88 34.2 18.5
4 1989 57.5 0.76 35.8 15.6
5 1993 60.0 0.70 35.9 14.4
6 1997 63.1 0.63 42.5 12.7
7 2000 64.7 0.70 37.8 14.9

* Average age of principals across each examination wave.
† Defined as averaging more than 2 drinks per day for men and 1 drink per day for women.
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eliminated serial correlation in the errors (28) (evaluated
with a Lagrange multiplier test) and substantially con-
trolled for the principal’s genetic endowment and any in-
trinsic, stable predilection to drink. In addition, the lagged
independent variable for a contact’s drinking status sub-
stantially controlled for homophily (25, 29). The key vari-
able of interest is a contact’s alcohol consumption behavior
at time t � 1. A significant coefficient on this variable
would suggest either that a contact’s drinking affects a
principal’s drinking or that a principal and a contact expe-
rience contemporaneous events that affect both of their
alcohol consumption behaviors. We tested the possibility
that omitted variables or unobserved events could explain
the associations by examining how the type or direction of
the social relationship between contacts affected the asso-
ciation between principal and contact drinking.

To calculate risk ratios and 95% CIs, we simulated the
change in risk for principal drinking when contact contem-
poraneous drinking changes from 0 to 1 by using 1000
randomly drawn sets of estimates from the coefficient co-
variance matrix and assuming all other variables were held
at their means (30). All of these tests are 2-tailed. For
repeated tests that involved different types of social con-
tacts, we applied a Bonferroni correction to the CIs.

We assessed the sensitivity of the results with multiple
additional analyses (Appendix, available at www.annals
.org). For example, we considered the possible effect of
incomplete or biased network data. If people who drink
heavily are more likely to name people outside the study,
underestimation of the effect of one person’s alcohol con-
sumption behavior on another might occur. We found no
significant correlation between number of drinks per day
and number of ties to people outside the study (� � 0.01;
P � 0.15), which suggests that the network data genera-
tion procedure did not bias the analyses.

Role of the Funding Source
The study was supported by the National Institutes of

Health and the Robert Wood Johnson Foundation. The
funding sources played no role in the design, conduct, or
analysis of this study. Each researcher’s institutional review
board approved the study.

RESULTS

The Appendix Figure, available at www.annals.org,
shows the largest connected subcomponent of the social
network of friends, spouses, and siblings in the year 2000.
Clusters of drinkers and abstainers can be seen in the
network.

Figure 1 shows the correlation between principals and
contacts with regard to their drinking behavior (the
Appendix, available at www.annals.org, contains numerical
results for this and the other figures). Our results indicate
that principals are 50% (95% CI, 40% to 62%) more
likely to drink heavily if a person they are directly con-
nected to (1 degree of separation) drinks heavily. The size

of the effect is 36% (CI, 25% to 48%) for people at 2
degrees of separation (such as the friend of a friend) and
15% (CI, 8% to 25%) for people at 3 degrees of separation
(such as the friend of a friend of a friend). The effect
disappears at 4 degrees of separation (4% [CI, �2% to
10%]), which is consistent with the “3 degrees of influ-
ence” rule of social network contagion that has been shown
for obesity, smoking, happiness, depression, loneliness,
word-of-mouth advertising, and the spread of ideas among
inventors (10–14, 31). Analyses of the full network also
show that persons are 29% (CI, 23% to 36%) more likely
to abstain if someone they are directly connected to (1
degree of separation) abstains. The size of this effect is 21%
(CI, 16% to 27%) at 2 degrees of separation and 5% (CI,
1% to 10%) at 3 degrees of separation, and it disappears at
4 degrees of separation (2% [CI, �1% to 6%]).

Of note, the decline in effect size with social distance
in Figure 2 contrasts with a lack of decline in effect size as
people become more geographically distant from one an-
other. We confirmed this by testing an interaction between
distance and the effect size. Our results suggest that a friend or
family member who lives hundreds of miles away is associated
with as big an effect as one who lives next door.

The actual alcohol consumption behavior of social
contacts affects a person’s alcohol consumption behavior.
Figure 3 shows the smoothed bivariate relationship be-
tween the fraction of a principal’s friends and family who
drank heavily or abstained at one examination and the
average number of drinks per day that principal reported at
the next examination. Being surrounded by heavy drinkers
increased the reported alcohol consumption by about 70%
(CI, 35% to 142%) compared with those who were not
connected to any heavy drinkers. Conversely, being sur-
rounded by abstainers decreased reported alcohol con-
sumption by half.

When we controlled for age, sex, education, and ex-
amination and regressed each principal’s future alcohol
consumption behavior on the basis of number of contacts
who were heavy drinkers, moderate drinkers, or abstainers,
we found that each additional heavy drinker increased the
likelihood that a principal drank heavily by 18% (CI, 11%
to 25%; P � 0.001) and decreased the likelihood that a
principal abstained by 7% (CI, 2% to 12%; P � 0.009)
but had no effect on moderate alcohol consumption be-
havior (CI, �8% to 1%; P � 0.113). Conversely, each
additional abstainer significantly reduced the likelihood
that a principal drank heavily by 10% (CI, 4% to 15%;
P � 0.001), increased the likelihood that a principal ab-
stained by 22% (CI, 17% to 28%), and decreased the
likelihood that a principal drank moderately by 11% (CI,
8% to 14%). Finally, each additional moderate drinker
had no significant effect on whether a principal drank
heavily (CI, �2% to 7%; P � 0.214) but significantly
decreased the probability that he or she abstained by 5%
(CI, 2% to 9%) and increased the likelihood that he or she
drank moderately by 6% (CI, 2% to 9%).
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We next evaluated the extent of paired, interpersonal
association in alcohol consumption behavior. As discussed,
our models account for homophily by including a time-
lagged measure of a contact’s alcohol consumption behav-
ior. We evaluated the possible role of unobserved contem-
poraneous events by separately analyzing models on subsets
of the data that involved various principal–contact pair-
ings. Figure 3 summarizes the associations from the models
(the Appendix, available at www.annals.org, contains nu-
merical results). With respect to friends, we found signifi-
cant sex differences in the spread of heavy alcohol con-
sumption behavior. If a principal’s female friend started
drinking heavily, then the principal’s chances of drinking
heavily increased by 154% (CI, 30% to 354%). In con-
trast, a male friend’s heavy alcohol consumption behavior
seemed to have no significant effect on the principal. The
type of friendship also seemed to be important: A woman
did not seem to have a significant effect if she thought of
the principal as a friend, but not vice versa (a contact-
perceived friend), but the overlapping CIs indicate that the
difference in the effect size is not significant. Sex also played a
role among spouses. Heavy drinking by a wife increased the
likelihood that the husband drank heavily by 196% (CI, 91%
to 329%), whereas heavy drinking by a husband increased the

likelihood that a wife drank heavily by 126% (CI, 67% to
202%). Among siblings, the effect was significantly smaller
and did not differ whether the contact was a sister (37% [CI,
0% to 85%]) or a brother (34% [CI, 8% to 66%]). Immedi-
ate neighbors and coworkers had no significant effects on a
principal’s drinking behavior.

We repeated our analyses for abstention behavior and
found broadly similar results. The effect of female friends
abstaining was about the same size as that of male friends
abstaining (42% [CI, 9% to 84%] vs. 44% [CI, �3% to
106%]), although the latter was barely insignificant. Wives
who abstained seemed to have more influence than husbands
(74% [CI, 40% to 115%] vs. 56% [CI, 32% to 82%]), but
the effect of a sister was weaker than that of a brother (28%
[CI, 13% to 45%] vs. 39% [CI, 19% to 60%]). Once again,
immediate neighbors and coworkers had no effect on a prin-
cipal’s drinking behavior with respect to abstention.

DISCUSSION

Alcohol consumption behavior among persons and
those in their social networks is highly correlated. Interper-
sonal effects with respect to alcohol behavior vary in size
according to the type of relationship. Induction of these

Figure 1. Relationship of social and geographic distance to heavy drinking and abstaining in connected persons.
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We derived effects by comparing the conditional probability of drinking in the observed network with an identical network (with topology preserved) in
which the same number of heavy drinkers or abstainers were randomly distributed. “Contact social distance” refers to the closest social distance (or degree
of separation) between the contact and principal (for example, a direct friend � 1 and a friend’s friend � 2). For geographic distance, we ranked all
physical distances between the homes of directly connected principals and contacts (pairs at 1 degree of separation) and created 6 equally sized groups (1
� closest, 6 � farthest). The average distances for these groups are 0 miles (group 1), 0.26 mile (group 2), 1.5 miles (group 3), 3.4 miles (group 4), 9.3
miles (group 5), and 471 miles (group 6).
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effects may occur through social norms (10, 12, 32–35);
unfortunately, the study data include no measures of atti-
tudes toward alcohol consumption, and claims about the
underlying mechanisms for the network effects remain
speculative.

Our general findings correspond with previous litera-
ture on obesity, smoking, happiness, and depression (10–
14), although certain patterns of spread seem to be specific
to alcohol use. One unique pattern we found relates to the
bimodal nature of the social network effects. Whereas net-
work effects were found for smoking cessation (11) (a pos-
itive health outcome) and for gaining weight (10) (a neg-
ative health outcome), the effect seems to be bidirectional
in alcohol consumption with respect to both heavy drink-

ing and abstaining. This suggests that social network effects
may have both positive and negative health consequences
for alcohol consumption behavior, depending on the
circumstances.

Another important finding relates to the role of sex in
the spread of alcohol consumption behavior. Our findings
suggest that female contacts are significantly more likely

Figure 2. Effect of heavy drinking and abstaining contacts on
principals in the Framingham Heart Study social network.
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Solid lines are based on bivariate LOESS regression, and dotted lines
indicate 95% CIs. Top. Effect of contacts who drink heavily. Bottom.
Effect of contacts who abstain.

Figure 3. Contact type and drinking in the Framingham
Heart Study social network.
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Changes in principal alcohol consumption given contact alcohol con-
sumption are shown. Estimates are based on generalized estimating equa-
tion logit models of drinking in several subsamples of the Framingham
Heart Study social network. The dependent variable in each model is
principal drinking status. Independent variables include lagged principal
drinking status; contact drinking status; lagged contact drinking status;
principal age, sex, and education; and fixed effects for each wave. The
Appendix (available at www.annals.org) contains full models and equa-
tions. To calculate mean effect sizes and Bonferroni-corrected 95% CIs,
we simulated first difference in contact contemporaneous drinking
(changing from 0 to 1) by using 1000 randomly drawn sets of estimates
from the coefficient covariance matrix and assuming all other variables to
be held at their means. Top. Effects of heavy drinking. Bottom. Effects
of abstention.
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than male contacts to influence the spread of heavy alcohol
consumption behavior. Although differences may have
been expected in principals of different sex (men and
women perceiving peer influences and social norms about
alcohol differently [36, 37]), the effect of contact sex was
unexpected. One possible explanation is that significant
increases in drinking behavior among women are much less
common and more often associated with dramatic shifts in
roles and contexts in life, such as job changes and work
stress, which would reflect the effect of confounding factors
(38). A related possibility is that changes in perceived
norms toward drinking among women are more power-
fully transmitted along social networks, possibly because
women are usually perceived as sharing norms for less al-
cohol consumption (37, 38) and a woman who changes
her behavior would therefore be a stronger stimulus.

Although our results have several significant associa-
tions, it is important to revisit whether they represent the
spread of alcohol consumption behavior (induction) or re-
flect selection effects (homophily) or shared environmental
effects (confounding) (23, 39, 40). Although we cannot
completely rule out these alternative explanations, several
of our findings strongly suggest that induction plays an
important role (41). First, the directionality of friendship
ties is significant in predicting the spread of alcohol con-
sumption behavior. This provides some evidence for the
interpersonal induction of alcohol consumption behavior
and suggests that covariance in drinking between friends is
not the result of mutual unobserved contemporaneous ex-
posures. If it were, the influence should be equally strong
regardless of the directionality of friendship. Second, our
results show that neither immediate neighbors nor geo-
graphic distance modifies alcohol consumption behavior. If
shared exposure (such as proximity to liquor stores or local
economic hardship) were key, the effects would decay with
distance. Third, because our models control for a princi-
pal’s previous drinking status, we can account for sources
of confounding that are stable over time (such as childhood
exposures or genetic endowment). Finally, we can control
for a contact’s previous drinking status, thus accounting for
a possible tendency of drinkers to form ties among them-
selves. To further control for homophily and environmen-
tal exposures, we are currently pursuing follow-up studies
that use econometric and experimental methods.

Our study has limitations. First, our outcome measure
is not a clinical tool, so we cannot make any specific con-
clusions about the spread of alcohol-related disorders per se
in our sample. Second, we cannot estimate the relative
negative health effect of increasing alcohol use, because
alcohol use has been reported to have both positive and
negative health effects. For example, moderate alcohol use
is consistently associated with a lower risk for myocardial
infarction (relative to abstention) in prospective cohort
studies (42). This beneficial effect of moderate alcohol in-
take has been found to hold even for men with relatively
healthy lifestyles (43, 44). In addition to cardiovascular

effects, some evidence suggests that mild to moderate alco-
hol intake may be related to better cognitive functioning in
older adults (45). Therefore, network effects that increase
or decrease alcohol consumption could both have health
benefits. Third, our sample is ethnically (but not socioeco-
nomically) homogenous. Finally, all network ties were ob-
served in the data set, which means our estimates may be
biased.

Our results support the basic idea that because persons
are connected, their health is also connected. Network phe-
nomena might be exploited to spread positive health be-
haviors, a suggestion supported by numerous studies in the
domain of drinking. For example, drinking cessation pro-
grams that provide peer support—that modify the social
network of the target—are more successful (46–48). Of
note, the oldest peer social support network in the country,
Alcoholics Anonymous, is specifically designed to help fos-
ter social network connections, to encourage abstinence
among its members and establish ties between principals
and principal-identified contacts known as “sponsors.” Al-
coholics Anonymous reflects the creation of a kind of de-
liberate social network. Both good and bad behaviors may
spread across a range of social ties at some distance from
their origin. Our findings also reinforce the idea that
drinking is a public health and clinical problem that in-
volves groups of interconnected people who evince shared
behaviors, and targeting these behaviors would rightly in-
volve addressing groups and not just individuals.
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Appendix Figure. Drinking in the Framingham Heart Study social network in 2000.

A sample of the largest component of friends, spouses, and siblings at examination 7 (centered on the year 2000); 1073 individuals are shown. Each node
represents 1 person. The graph suggests clustering in abstention and heavy alcohol consumption behavior, both of which are confirmed by statistical
models.
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Candidate Performance Measures for Screening for, Assessing,
and Treating Unhealthy Substance Use in Hospitals: Advocacy or
Evidence-Based Practice?
Richard Saitz, MD, MPH

The Joint Commission recently proposed candidate performance
measures addressing unhealthy substance use in hospitalized pa-
tients. The proposed measures of screening and brief intervention
(SBI) assume that interventions that work in one setting (primary
care outpatient practice) would work in another (hospital); treat-
ment would have the same benefits for persons identified by
screening as for those with symptoms who seek help; treatments
that work for persons less severely affected by substance use would
also work for those with more severe illness; and an approach that
works for nondependent, unhealthy alcohol use would work for

drug use. However, these assumptions extrapolate evidence of the
effectiveness of SBI for primary care outpatients with nondepen-
dent, unhealthy alcohol use to the inpatient setting, persons with
dependence, and other substances. Although quality of care for
unhealthy substance use in all medical settings needs to improve,
the evidence base for SBI in the hospital is too limited for the
implementation of performance measures assessing this care.

Ann Intern Med. 2010;153:40-43. www.annals.org
For author affiliation, see end of text.

Unhealthy substance use is the spectrum from risky al-
cohol and other drug use (for example, marijuana,

stimulants, opioids) through dependence. A technical ad-
visory panel for the Joint Commission recently proposed
candidate performance measures for evaluating screening
and brief intervention (SBI) for unhealthy substance use in
hospitalized patients (Table) (1). The proposed measures
raise questions about the balance between advocacy and
evidence when considering policy.

Persons with unhealthy substance use in medical set-
tings are often unrecognized and do not receive minimally
acceptable management. Performance measurement makes
sense as part of a strategy to improve care; however, per-
formance measures must be evidence-based (2), and the
proposed practices are not.

The proposed measures have some technical limita-
tions that could be solved when final measures are devel-
oped. For example, measures should be separate for alcohol
and drug use because SBI tools and practices differ and
because specificity would provide information about which
practices to improve. In addition, the measures should
specify the frequency of screening. Reporting would not be
possible without that specification, but the conceptual
problem with the measures is of greater interest and is
worth broader discussion.

Several assumptions have been made in the develop-
ment of these measures: interventions that work in one
setting (primary care) would work in another (hospital);
treatment would have the same benefits for persons iden-
tified by screening as for those with symptoms who seek

help; treatments that work for persons less severely affected
would work for those with more severe illness; and an
approach that works for one condition would work for
another similar but distinct condition. Randomized trials
do not support these assumptions.

On the basis of 12 randomized trials in primary care
settings, the U.S. Preventive Services Task Force recom-
mended SBI for nondependent, unhealthy alcohol (but not
other drug) use in outpatient primary care settings (3, 4).
These studies have shown modest decreases in alcohol con-
sumption at 1 year (4). The proposed Joint Commission
measures (1) cite this evidence as supporting alcohol and
drug SBI in inpatients, yet these results may not translate
there. The best evidence for SBI efficacy is in primary care
(4), where screening is often done by a patient’s clinician
and in a context the patient knows and visits longitudinally
for preventive and comprehensive care.

Screening and brief intervention for drugs and alcohol
is a cornerstone of the Office of National Drug Control
Policy’s strategy (5). The Substance Abuse and Mental
Health Services Administration has spent several hundred
million dollars on SBI in diverse general health settings,
including emergency departments, trauma and primary
care centers, and hospitals. A pre–post, uncontrolled, ret-
rospective evaluation of self-reported data collected to meet
government administrative requirements reported dramatic
decreases in drug use after brief intervention in those set-
tings (6). Among patients identified as eligible for brief
intervention, treatment, or referral at 6 sites, 10% were
selected for follow-up, and 4% to 75% of the selected
patients across those sites were lost. This evidence was cited
to support the proposed hospital measures (1), but the
effect sizes observed are not plausible when one considers
the modest effects seen in meta-analysis of controlled trials
of SBI for alcohol use in primary care (4). Secular trend
and self-change are more likely explanations, with some
smaller contribution made by regression to the mean.
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To my knowledge, only 2 randomized trials of drug
SBI, in outpatient adults have been published. One reason
for this is the paucity of brief drug-screening tools vali-
dated in general health settings (7). The relatively low
prevalence of drug use is probably another reason. One
small published study was in Brazil, and it deserves repli-
cation (8). The other was a large outpatient study (urgent
care, homeless, and women’s clinic) that showed modest
benefits: Abstinence was greater by 9% for opioids and 5%
for cocaine compared with control participants (9). The
National Institute on Drug Abuse and the Substance
Abuse and Mental Health Services Administration have
funded trials of drug SBI in primary care, recognizing that
the evidence is insufficient, as has the U.S. Preventive Ser-
vices Task Force (2). To my knowledge, no randomized
trials of SBI for the spectrum of other drug use in inpa-
tients have been published.

Although cautious optimism may be warranted on the
basis of the 2 outpatient studies, we have good reason for
concern that brief intervention after drug screening will
not be efficacious. One reason is that the target condition
is heterogeneous. It is at least plausible that persons iden-
tified by screening with occasional marijuana use will have
a different response to brief intervention than persons who
inject heroin many times daily. Another reason for concern
is that the proportion of persons identified by drug screen-
ing who have dependence is higher than that of those with
unhealthy alcohol use identified by screening. Dependence

is probably not as responsive to brief intervention as non-
dependent use.

We also have good reason for concern that alcohol or
drug SBI will not be efficacious in the hospital. The prev-
alence of dependence is much higher among persons iden-
tified by screening in the hospital than in primary care
settings. Brief intervention in persons identified by screen-
ing has proven efficacy only for those without dependence.
Brief intervention could “work” for persons with depen-
dence even if it did not reduce use or consequences if it led
patients to enter addiction treatment. However, few studies
have addressed this outcome (10). In 1 trial, brief interven-
tion substantially increased linkage to alcohol treatment,
but participants with dependence were largely excluded,
even though most inpatients with unhealthy alcohol use
have dependence (11). A second trial reported no increase
in completed referrals for alcohol treatment (12).

A systematic review identified 11 alcohol SBI studies
of 2441 patients who received medical, surgical, orthope-
dic, and trauma inpatient services (10). Results were incon-
clusive. Brief intervention reduced weekly alcohol con-
sumption at 6 months in 3 studies with substantial
heterogeneity. Brief intervention did not reduce weekly
drinking at 1 year, laboratory markers, self-report of heavy
drinking or driving offenses, or death. Exclusion of 1 of the
studies that tested a not-so-brief 3-session intervention and
had nonblinded outcome assessments made the 6-month
weekly consumption results nonsignificant.

Table. The Joint Commission Candidate Performance Measures for Assessing and Treating Alcohol and Other Drug Use
and Dependence*

Name of Measure Proposed Numerator Proposed Denominator

Alcohol and other drug use screening The number of hospitalized inpatients 12 y or older who were
screened for alcohol and drug use by using validated
screening tools for unhealthy drinking and drug use

The number of hospitalized inpatients 12 y or
older

Alcohol and other drug use and
dependence—brief intervention or
treatment

The number of hospitalized inpatients 12 y or older who were
identified with unhealthy alcohol or drug use and received
a brief intervention or, if found to have dependence,
received substance use treatment as an inpatient or a
referral for treatment

The number of hospitalized inpatients 12 y or
older who were identified with unhealthy or
dependent alcohol or drug use, including
prescription drug misuse

Alcohol and other drug use and
dependence—treatment
management at discharge

The number of hospitalized inpatients 12 y or older who were
identified as dependent on alcohol or drugs who 1)
received/filled at discharge a prescription for medication
for alcohol or opioid dependence with follow-up
appointment(s) and 2) received a referral to an addictions
treatment program, addiction treatment specialist, or
mental health program or mental health specialist explicitly
for follow-up for substance use or addiction treatment or
3) received a referral to a medical or health professional
explicitly for follow-up for substance use or addiction

The number of hospitalized inpatients 12 y or
older who were identified with alcohol or drug
dependence or abuse disorders

Alcohol and other drug use and
dependence—follow-up for
unhealthy use and/or disorders

The number of discharged patients who were identified
during a hospital stay with unhealthy alcohol or drug use or
alcohol and/or drug use disorders who indicated they
decreased or stopped using alcohol or drugs or have
received follow-up addiction treatment from a specialty
substance use treatment program, behavioral health
specialist, or medical professional

The number of discharged patients 12 y or older
who screened positive for unhealthy alcohol or
drug use or dependence who received a
follow-up call within 2 wk after hospital
discharge

* Candidate measures were posted for public comment in September 2009 at www.jointcommission.org/NR/rdonlyres/05904E01-E5F7-49F1-8AD2-EC5058D91794
/0/CandidateFinalMIFTADD8.doc. Tobacco measures were included in that posting but are not shown because they are not the subject of this article. A notice accompa-
nying the candidate measures states, “All candidate measures are subject to change and may be eliminated from future consideration.”
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Of interest, alcohol screening is now a requirement for
accreditation of trauma centers (13). This standard was
largely based on 1 single-site study that had 54% follow-up
for the self-report consumption outcome that improved
with brief intervention. The study found a nonsignificant
reduction in reinjury in administrative data for the whole
sample (hazard ratio, 0.52 [95% CI, 0.21 to 1.29]) (14).
Four other randomized trials inform the question of effi-
cacy of alcohol SBI in hospitalized trauma patients. In a
study of 126 patients, a brief intervention-associated de-
crease in driving while intoxicated was not significant (15).
The decrease became significant in multivariable analyses
despite the absence of baseline differences between groups.
Another study of 120 trauma patients was not an alcohol
SBI study per se; patients were not identified by alcohol
screening, nor did they have to have unhealthy alcohol use
(16). A collaborative care intervention that addressed post-
traumatic stress disorder, depressive symptoms, and alcohol
use prevented a 1-year increase in the proportion of pa-
tients with an alcohol use disorder; no differences at 6
months occurred, and drinking was not an outcome. Re-
sults from the 2 other studies were negative (17, 18). These
5 studies are not conclusive about the effect of universal
alcohol SBI in trauma centers: 1 had limited follow-up and
a nonsignificant main result; 1 was small, with positive
results only in a secondary analysis; 1 showed benefits of a
disease management intervention; and 2 had negative
results.

The proposed measures go beyond SBI to address
treatment and follow-up (Table). Treatment and follow-up
for persons with recognized substance dependence make
sense if patients are ready and willing, particularly for those
who ask for help, but giving it to all persons identified by
screening is of unknown effectiveness and may be counter-
productive if patients perceive that they are being pushed
into treatment. Behavior-change counseling can help (4),
but effectiveness probably varies by context (10).

The Joint Commission should be commended for try-
ing to address the poor quality of care that patients with
unhealthy substance use receive in hospitals, but perfor-
mance measures for universal alcohol and drug SBI in hos-
pitals risk misdirecting efforts to ineffective practices and
may divert attention from currently fixable problems.

Screening and brief intervention for inpatients seem to
be simple, logical, and inexpensive. Hospitalization could
be a teachable moment—and SBI dissemination could
highlight the problem—and in theory improve care. These
reasons could justify demonstration projects but not per-
formance measures. Performance measures should assess
evidence-based practices, and SBI in hospitals is not
evidence-based. In addition, SBI is not simple, inexpensive,
or obviously effective. Adding validated questionnaires to
busy hospital routines is not simple, particularly because of
the need to address positive results. Many institutions have
hired staff to implement SBI (6). These complexities and
costs and the potential harms of breaches of confidentiality,

stigma, discrimination, and unpredictable effects on sub-
stance use could be justifiable, but only if hospital SBI has
proven health benefits.

Patients with addictions who are in hospitals and seek
help have great difficulty receiving addiction-specialty
treatment. The first step toward improving quality of care
should be taking care of these patients. Performance mea-
sures could address evidence-based care, such as pharmaco-
therapy for opioid and alcohol dependence and counseling.
Hospitals should also have addiction treatment referral re-
sources available for care after discharge. Routine practice
should include asking about and documenting substance
use, as clinicians do for medications. The purpose of iden-
tifying substance use is to consider it when making medical
diagnoses and implementing treatments, such as prescrip-
tions for addictive medications for treating pain. However,
asking should not be confused with SBI, the use of a vali-
dated questionnaire, and counseling aimed at substance use.

In primary care, performance measures (19) and other
strategies should be implemented to improve low rates of
alcohol SBI. The Joint Commission measures could be
developed for alcohol SBI in primary care settings that
would be evidence-based. Research and demonstration
projects should begin to address the growing problem of
prescription drug abuse and the integration of behavioral
health issues, including substance use and medical care.
However, the evidence is insufficient to develop and im-
plement performance measures for practices that may not
improve outcomes. Unhealthy substance use is common
and the cause of suffering for many. Although advocacy
and policy play very important roles in getting good care to
patients, this is not the time to allow them to trump the
need for evidence to support best practices for patients.
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Alcohol screening and brief intervention in primary care:
Absence of evidence for efficacy in people with dependence or very
heavy drinkingdar_217 631..640

RICHARD SAITZ

Boston University Schools of Medicine and Public Health and Boston Medical Center, Boston, USA

Abstract
Issues. Although screening and brief intervention (BI) in the primary-care setting reduces unhealthy alcohol use, its efficacy
among patients with dependence has not been established.This systematic review sought to determine whether evidence exists
for BI efficacy among patients with alcohol dependence identified by screening in primary-care settings. Approach. We
included randomised controlled trials (RCTs) extracted from eight systematic reviews and electronic database searches published
through September 2009.These RCTs compared outcomes among adults with unhealthy alcohol use identified by screening who
received BI in a primary-care setting with those who received no intervention. Key Findings. Sixteen RCTs, including 6839
patients, met the inclusion criteria. Of these, 14 excluded some or all persons with very heavy alcohol use or dependence; one
in which 35% of 175 patients had dependence found no difference in an alcohol severity score between groups; and one in which
58% of 24 female patients had dependence showed no efficacy. Conclusion and Implications. Alcohol screening and BI
has efficacy in primary care for patients with unhealthy alcohol use, but there is no evidence for efficacy among those with very
heavy use or dependence. As alcohol screening identifies both dependent and non-dependent unhealthy use, the absence of
evidence for the efficacy of BI among primary-care patients with screening-identified alcohol dependence raises questions
regarding the efficiency of screening and BI, particularly in settings where dependence is common.The finding also highlights
the need to develop new approaches to help such patients, particularly if screening and BI are to be disseminated widely. [Saitz
R. Alcohol screening and brief intervention in primary care: Absence of evidence for efficacy in people with
dependence or very heavy drinking. Drug Alcohol Rev 2010;29;631–640]

Key words: alcohol, alcohol dependence, primary care, brief intervention, systematic review.

Background

Alcohol brief intervention (BI) has proven efficacy in
primary-care patients with non-dependent unhealthy
alcohol use identified by screening [1–4]. Systematic
reviews of controlled trials have found a reduction in
alcohol consumption of 38 g per week [2] and a 12%
reduction in the proportion of patients drinking risky
amounts [1] among patients receiving BI compared
with those receiving no intervention. However, screen-
ing identifies people with the range of unhealthy alcohol
use, from risky use without consequences through
dependence, and the efficacy of BI for patients with
very heavy use or dependence, particularly those
identified by screening, has not been established. This

observation is important, as 20% of primary-care
patients with unhealthy alcohol use identified by
screening have dependence [5].

Furthermore, readiness to change and effectiveness
of treatment should not be assumed to be the same for
people seeking help versus those identified by screen-
ing. People with non-dependent unhealthy use may
simply be unaware of the consumption amounts that
risk health consequences or may have experienced few,
if any, consequences related to drinking. As a result,
they often are not seeking help or advice. In that cir-
cumstance, and without loss of control over their
drinking, one would expect them to respond to brief
advice from their physician, whom they see for preven-
tive and primary care, when it is offered appropriately.
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On the other hand, people with dependence who seek
help often do benefit from treatment, including BI [6].
In such cases, the patient has already taken the first
steps towards change, unlike the patient identified by
screening. Although patients with dependence often
report high readiness to change [7], by definition
(i.e. dependence criteria), they have great difficulty
doing so. Those identified through screening are not
actively seeking help and therefore are less likely to be
amenable to change. Thus, the literature on efficacy of
treatment for people with alcohol dependence may
not apply to those identified by screening. The wide-
spread and continued existence of (not brief) specialty
care for alcoholism confirms that experts have not
concluded that BI is sufficient treatment for depen-
dence. Furthermore, some believe that severity of
unhealthy use is an explanation for negative studies of
alcohol BI [8].

In clinical practice, the severity of alcohol use is not
known until after screening, and clinicians need some-
thing efficacious to offer all patients identified as having
unhealthy use, including those with greater severity or
with dependence.The solution has been to perform BI
among patients with dependence with a goal of moti-
vating change, including referral and treatment. Yet it
remains unknown whether BI in such patients leads to
a decrease in use or alcohol-related consequences or to
linkage with treatment. This systematic review of
randomised controlled trials (RCTs) sought to find
evidence to determine whether BI among patients
identified by screening in primary-care settings as
having alcohol dependence decreases consumption or
alcohol-related consequences or increases initiation of,
or engagement in, further alcohol treatment.

Methods

Inclusion criteria

This analysis included RCTs published in English in
the peer-reviewed literature through September 2009
that compared primary-care patients with unhealthy
alcohol use identified by screening who received BI
with patients who received no intervention. BIs were
conducted in-person (not by telephone, mail or com-
puter). Each could include up to four follow-up ses-
sions. The goal of the BI could be to reduce drinking
and/or alcohol consequences or to provide a referral to
additional care.

Exclusion criteria

Studies conducted among hospital inpatients or in
emergency departments, trauma centres or other set-
tings not considered primary care per the US Institute

of Medicine definition (i.e. integrated, accessible health
care by clinicians who are accountable for addressing a
large majority of personal health-care needs, who
develop a sustained partnership with patients, and who
practice in the context of family and community [9])
were excluded, as were studies including patients with
comorbid conditions (e.g. gastrointestinal disease,
hypertension or pregnancy). Studies that compared BI
with another active treatment (vs. usual care or no
intervention) were also excluded, as were studies
among patients not identified by screening, as motiva-
tion for change and severity of use can be substantially
different in such patients. Additional exclusions were
duplicate reports of results from the same study and
studies with methodological flaws as defined in Whit-
lock et al. [4]. They used internal-validity [10] and
quality [11] criteria to exclude trials of poor quality.
Major quality problems were non-random assignment,
non-comparable baseline conditions, attrition greater
than 30%, inadequate or unavailable consumption
data, or lack of data on alcohol-related consequences or
treatment linkage outcomes [4].

Search strategy

Studies were selected from two recent exhaustive, high-
quality systematic reviews by Kaner et al. [3] and Whit-
lock et al. [4], which identified RCTs of alcohol BI
among primary-care patients through 2006. References
from six other systematic reviews of alcohol BI in
primary care were examined to identify additional
studies [1,2,12–15]. Other systematic reviews may exist
but were not identified and therefore were not included
in this review. Finally, an electronic literature search
was conducted to identify RCTs published from 2006
through September 2009 using an inclusive search
strategy that combined relevant keywords and medical
subject headings (MeSH) across five relevant and com-
prehensive online databases (Appendix 1).

Study selection

Thirty-three studies were identified by Whitlock et al.
[4] and Kaner et al. [3]. Of these, 19 were excluded
from this analysis, the reasons for which are listed in
Appendix 2. The remaining 14 studies [16–29] were
included in this analysis. Examination of the six addi-
tional systematic reviews [1,2,12–15] identified one
RCT [30] meeting inclusion criteria (found in
Bertholet et al. [2]), which was also included in this
analysis.

The electronic search of Medline and the Cochrane
Database of Systematic Reviews identified 227 poten-
tial articles published between 2006 and September
2009, of which eight were studies of alcohol BI. Seven
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of the eight studies did not meet inclusion criteria.The
reasons for exclusion are listed in Appendix 2. Searches
of four additional relevant databases yielded a number
of potential additions, but no additional studies
meeting inclusion criteria. Thus, one study [31] was
included from this search. Combined with the RCTs
identified in the previously published systematic
reviews, a total of 16 studies (N = 6839 patients) were
included in this analysis (Table 1).

Findings

Of the 16 RCTs meeting inclusion criteria, 14 excluded
some or all subjects with very heavy alcohol use or
dependence, the definitions of which were specific to
each study (Table 2). Only two studies included
patients with dependence or did not exclude people
based on an upper limit of consumption (Table 3). In
the study by Burge et al. [30], 10–15 min BI by resident
family physicians was compared with six weekly 90 min
educational sessions, receipt of both interventions or
receipt of no intervention among 175 Mexican Ameri-
cans (75% of whom were men, 35% of whom had
dependence and 65% of whom had abuse). Follow up
occurred over 18 months. No difference was found
between groups on drinks per week or Addiction Sever-
ity Index (ASI) alcohol scores. An interaction between
BI and ASI alcohol score was not significant, suggesting
a similar lack of response to intervention across the
range of severity. The ASI family scale score improved
among all subjects at 12 months, but at 18 months, BI
was associated with a loss of this initial improvement
among women. All groups showed improvement in the
ASI medical score at 12 months, but only those in
either intervention group continued to improve at
18 months, while those who received both inter-
ventions or no intervention did not. There were no
group outcome differences in employment, legal
problem severity, psychiatric severity or laboratory test
results (mean corpuscular volume, gamma-glutamyl-
transferase or alanine or aspartate aminotransferase
levels). In the study by Chang et al. [17], including 24
women (58% of whom had dependence, 8% of whom
had abuse and 21% of whom had a past alcohol use
disorder), no difference in alcohol consumption was
observed between groups, the BI was done by an expe-
rienced addiction psychiatrist, and duration was not
specified. Both study samples were recruited from
single clinic sites. Neither study addressed treatment
linkage as a goal of BI, although in Chang et al. referral
to treatment was the control condition. Despite this, no
control patients followed through on the referral in that
study, and linkage to treatment was not reported for the
BI group.

Conclusions

Results of the two studies identified in this systematic
review offer no evidence to support alcohol screening
and BI efficacy among primary-care patients with very
heavy drinking or dependence. Furthermore, the
studies were of limited generalisability. Patient samples
were small in both studies; one study included only
women, and the other included only Mexican Ameri-
cans; results were not specifically analysed by depen-
dence; the range of outcome measures could have been
greater; and, in one of the studies, the intervention was
conducted by an expert.

Other evidence in the literature suggests that screen-
ing and BI has efficacy for those who drink too much
but do not have dependence. It may turn out to have
efficacy for those with more severe unhealthy use, but
evidence to date is not available to support this. There
is a difference between an absence of evidence and
evidence for absence of effect: the circumstance here is
the former. Regardless, it is clear that we cannot con-
clude, on the basis of high-quality evidence in the sci-
entific literature, that BI among those identified by
alcohol screening in primary care works for people with
very heavy drinking or dependence.

This study had several limitations. Ideally, systematic
reviews are conducted by at least two independent
raters, and interrater reliability is reported. Such a
process might have strengthened this paper. Second,
the findings relied largely on prior systematic reviews,
exclusion criteria in original articles were sometimes
not clearly specified, and non-English language studies
were not included. However, of the four non-English
studies included in the prior systematic reviews, two
excluded patients with dependence and patients who
had received treatment for alcohol problems [32,33],
one excluded patients who had received treatment [34],
and one excluded people with heavy drinking (�95
units per week) and failed to provide clear data on
randomisation methods [35]. As such, these studies
would have either been excluded from the current
review based on criteria other than language or, if
included, would have appeared among the studies that
excluded patients with very heavy use or dependence
(and thus would not have contributed information on
efficacy of BI in such patients).

One might wonder whether the BI literature beyond
primary care might inform the question asked in this
review. However, the context of care appears to be quite
important for BI. In the literature on BI in emergency
departments, most studies found no impact of BI on
drinking [36–38]. Severity may be an explanation for
inconsistent results on BI efficacy in other settings,
such as hospitals [39]. For example, one of the few BI
studies in any setting that did not exclude people with
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Table 1. Summary of alcohol screening and BI trials included in the systematic review

Author (year) Setting Participants (age) Intervention

Anderson & Scott
(1992) [16]

8 primary-care group
practices in England

154 men (17–69 years) 10 min BI, including advice and feedback
from usual physician provider

Burge et al. (1997)
[30]

US family practice
outpatient clinic

175 Mexican-American
adult men and women
(18+ years)

10–15 min BI from physician and 6 group
psychoeducational sessions (90 min
each)

Chang et al. (1997)
[17]

US general internal
medicine clinic

24 women (average age,
39 years)

BI with psychiatrist (duration not
reported)

Curry et al. (2003)
[18]

US urban primary-care
clinic

307 men and women
(mean, 47 years)

BI from usual physician provider plus and
up to 3 telephone follow-up sessions
and self-help booklet

Fleming et al. (1997)
[19]

17 US primary-care
practices

774 men and women
(18–30 years)

2 15 min BI from usual physician
provider 1 month apart plus follow-up
phone call from nurse 2 weeks after
each visit and self-help booklet

Fleming et al. (1999)
[20]

24 US primary-care
practices

158 men and women
(65–75 years)

2 10–15 min BI from usual physician
provider 1 month apart plus follow-up
phone call from nurse 2 weeks after
each visit and self-help booklet

Lock et al. (2006)
[21]

40 UK primary-care
practices

127 men and women
(mean, 44 years)

5–10 min BI from nurse and self-help
booklet

Maisto et al. (2001)
[22]

12 US primary-care
clinics

301 men and women
(mean, 46 years)

Intervention 1: 30–45 min BI from staff
with motivational enhancement plus 2
15–20 min follow-up sessions and
self-help booklet;

Intervention 2: 10–15 min BI from staff
and self-help booklet

Nilssen (1991) [23] University
community-health
centre in Norway

290 men and 48 women
(12–62 years)

Intervention 1: single BI from physician
and self-help booklet plus follow-up
letter;

Intervention 2: more extensive
intervention from physician plus
self-help booklet and offer of follow-up
consultations

Ockene et al. (1999)
[24]

4 primary-care
academic medical
centres in the USA

530 men and women
(mean, 44 years)

5–10 min BI from trained interventionist
and self-help booklet

Richmond et al.
(1995) [25]

40 primary-care
practices in Australia

378 men and women
(mean, 38 years)

Intervention 1: 5 min session from
physician and self-help booklet plus
additional 15–20 min BI 1 week later,
additional 5–25 min BI 1 month later
and 2 additional 5 min follow-up
sessions;

Intervention 2: 5 min BI from physician
and self-help booklet

Schaus et al. (2009)
[31]

College student health
centre

363 men and women
(mean, 20 years)

2 20 min BI sessions from trained
providers

Scott & Anderson
(1991) [26]

8 primary-care practices
in England

226 men and women
(mean, 45 years)

10 min BI from physician and self-help
booklet

Senft et al. (1997)
[27]

3 primary-care group
practices in the USA

516 men and women
(mean, 42 years)

30 s advice from physician, physician’s
assistant or nurse immediately followed
by 15 min BI from health counsellor
plus self-help booklet

Wallace et al. (1988)
[28]

47 primary-care group
practices in the UK

909 men and women
(17–69 years)

BI from physician plus 1–4 follow-up
sessions and self-help booklet

WHO Brief
Intervention Study
Group (1996) [29]

10 primary-care settings
in 8 countries

1260 men (average,
37 years) and 299
women (average,
36 years)

Intervention 1: 5 min BI
Intervention 2: 15 min BI with

behavioural techniques plus up to 3
follow-up visits

BI, brief intervention.
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dependence found no efficacy for BI in hospitalised
patients; 77% of patients in the sample had depen-
dence, because that was the nature of the population
found in the hospital [7,40]. A subgroup analysis from
the same study found there may have been an impact of
BI on drinking among those without dependence only
[41]. Another hospital study that excluded patients with
dependence or alcohol-related conditions found the
effectiveness of BI for decreasing consumption was
comparable to that achieved by providing a self-help
booklet compared with controls who received no inter-
vention [42]. An additional analysis of BI in the hospital
setting by Freyer-Adam et al. [43] found no difference
in consumption or alcohol-related consequences
among the 45% of patients with dependence. Studies
that compare BI with more extensive interventions
could theoretically be informative, but they have gen-
erally not included people identified by screening [6].
In such studies, BI has similar efficacy to longer inter-

ventions among those seeking help. It is not known how
such results would translate to BI among people with
dependence who are not necessarily seeking help.

One might consider the use of categorisation of
patients as having dependence a simplification of what
is likely a spectrum of severity. Although it is probably
true that severity of unhealthy use is on a spectrum
rather than a dichotomous phenomenon, it also
remains likely that, when patients are categorised as
‘dependent’, such categorisation includes patients with
greater severity. Continuous measures of severity could
be used in future studies to better identify those
patients for whom BI does or does not have efficacy,
but, generally speaking, studies to date have not
done so.

This review has methodological strengths as well.
Many systematic reviews of BI in primary care have
preceded this one, making it likely that few, if any,
studies have been missed. Experts in systematic review

Table 2. Alcohol screening and brief intervention trials included in the systematic review that excluded patients with very heavy alcohol use
or dependence

Author (year) Exclusion criteria

Anderson & Scott (1992) [16] Heavy use (>105 drinks per week) or advice to cut down in past year
Curry et al. (2003) [18] AUDIT score >15
Fleming et al. (1997) [19] Heavy use (>50 drinks per week), past year alcohol treatment or withdrawal, receipt of

physician advice to reduce alcohol use
Fleming et al. (1999) [20] Heavy use (>50 drinks per week), past year alcohol treatment or withdrawal, receipt of

physician advice to reduce alcohol use
Lock et al. (2006) [21] AUDIT score >15 for men or >13 for women, or severe dependence
Maisto et al. (2001) [22] Acute dependence symptoms or recent substance abuse treatment
Nilssen (1991) [23] Dependence
Ockene et al. (1999) [24] In an alcohol treatment program
Richmond et al. (1995) [25] Severe dependence, alcohol-related problems, any past alcohol treatment
Schaus et al. (2009) [31] Consumption of >200 drinks in the last 30 days
Scott & Anderson (1991) [26] Consumption of >71 drinks per week and/or past year advice to cut down or abstain
Senft et al. (1997) [27] AUDIT score >21
Wallace et al. (1988) [28] Recent health professional advice to reduce drinking and/or gamma-glutamyl-transferase

level of 150 IU L-1

WHO Brief Intervention
Study Group (1996) [29]

Known or suspected dependence or very high daily consumption, liver damage, prior
alcohol treatment, prior health professional warning to abstain

AUDIT, Alcohol Use Disorders Identification Test.

Table 3. Alcohol screening and brief intervention trials included in the systematic review that did not exclude subjects with very heavy
alcohol use or dependence

Author (year) Description

Burge et al. (1997) [30] Sample: N = 175 Mexican-American men and women; 65% had abuse and 35% had dependence.
Results: no difference in alcohol severity scores by intervention group

Chang et al. (1997) [17] Sample: N = 24 women; 71% had lifetime dependence (58% with current dependence) and 8%
had abuse (8% with current abuse); past alcohol treatment was an exclusion.

Results: brief intervention not associated with reduced alcohol consumption
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methodology have recently encouraged the appropriate
inclusion of prior systematic reviews in those that
follow [44]. This review focused on the primary-care
setting as defined by the US Institute of Medicine and
used a wide range of electronic databases. It also
excluded studies with substantial methodological
limitations.

Based on this review, it is clear that most randomised
trials of alcohol BI for screen-identified patients in
primary-care settings published to date have excluded
patients with very heavy alcohol use or dependence. In
the two studies that did include patients with depen-
dence, the efficacy of BI for such patients remains
unknown.

Implications

In clinical practice, most do not advocate BI for
patients with alcohol dependence, recognising it will
likely be insufficient to address this more complex and
severe condition. Yet such patients often receive no
intervention, whether BI or more extensive treatment.
Although BI is expected to lead to referral, treatment
initiation, and reductions in alcohol consumption and
related problems, these results and those of other
studies in other settings suggest this is unlikely. In a
study of hospitalised patients by Elvy et al. [45], BI
decreased alcohol-related consequences and increased
treatment enrolment (14% of patients in the BI group
enrolled in treatment vs. 4% of patients who got no BI);
however, most participants did not have dependence.
In a study by Saitz et al. involving general hospital
patients, no differences in treatment entry were seen,
although hypothesis-generating subgroup analyses
showed some promise for women and younger men
with dependence [40].

Bischof et al. [46] compared computerised feedback
and telephone-based care with no intervention among
primary-care patients with unhealthy alcohol use,
including dependence. They found a decrease in heavy
drinking only among those with risky use or abuse, but
no other outcome differences were observed, and no
benefits were observed among patients with depen-
dence. (Specifically, BI did not increase help seeking.)
D’onofrio et al. [47] conducted a study among emer-
gency department patients without dependence and
found no difference in substance abuse or mental
health treatment utilisation among those receiving BI
versus those receiving no intervention. Finally, although
success of drug and alcohol treatment varies depending
on rapid availability of treatment, the nature of treat-
ment (e.g. opioid agonist treatment for opioid depen-
dence vs. naltrexone for alcohol dependence) and the
availability of support services (e.g. transportation), US
programs that provide alcohol screening, BI and refer-

ral to treatment (SBIRT) [48] report that most patients
with dependence referred to treatment do not accept
the referral and, thus, do not enter treatment (Alford D
and Smith J, 2009, Personal Communication).

In sum, screening, even when the goal is BI for
people with non-dependent unhealthy use, identifies
patients with dependence, and the rationale for imple-
menting BI universally among such patients is ques-
tionable considering the lack of evidence for its efficacy.
We should not ‘throw the baby out with the bathwater’,
however. Clearly, BI has efficacy for primary-care
patients with less severe unhealthy alcohol use, and that
should continue. The question is whether such screen-
ing should be universal if evidence for benefit in an
important subgroup is lacking. Some might conclude
that it should, because BI will eventually be proven to
have efficacy among those with dependence. Others
will disagree. Nonetheless, research is needed to deter-
mine what, if anything, may have efficacy for patients
with alcohol dependence identified by screening in
primary care as well as in other health-care settings.
Such studies of BI should assess subjects with continu-
ous measures of unhealthy alcohol use severity; be
widely generalisable, with few exclusion criteria; and
measure important clinical outcomes (e.g. consump-
tion, consequences, cost, referral completion and other
health-care utilisation).

The absence of evidence for the efficacy of BI among
primary-care patients with screening-identified alcohol
dependence raises questions regarding the efficiency of
screening and BI, particularly in settings where depen-
dence is common. The finding also highlights the need
for developing new approaches to help such patients,
particularly if screening and BI are to be disseminated
widely.
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Appendix 1

All searches were limited to English language con-
trolled clinical trials or randomised controlled trials
published within a date range of all of 2006 through
September 2009.

Databases searched

‘New’ indicates studies not identified and included in
prior systematic reviews.

1. Database of Abstracts of Reviews of Effects (66
studies identified, no new studies included).

2. Cumulative Index to Nursing and Allied Health
Literature (21 studies identified, no new studies
included).

3. Medline/Cochrane Database of Systematic
Reviews (227 studies identified, 8 new studies
included).

4. ISI Web of Knowledge (Web of Science) Science
Citation Index Expanded/Social Science Citation
Index (234 studies identified, no new studies
included).

5. PsycINFO (25 studies identified, no new studies
included).

Search terms for SCI/SSCI

1. alcohol
2. primary care

Search terms for Medline/Cochrane Database, DARE

1. Settings (combined by ‘OR’)
a. family pract$
b. general pract$
c. primary care
d. primary health
e. family
f. community
g. shared care

2. Interventions (combined by ‘OR’)
a. brief intervention
b. alcohol reduction
c. early intervention
d. minimal intervention
e. screening
f. alcohol therapy
g. alcohol treatment
h. harm reduction
i. counselling
j. counseling
k. controlled drinking
l. brief counselling

m. brief counseling
n. physician-based intervention
o. general practice intervention
p. secondary prevention
q. general practitioner’s advice
r. brief physician-delivered counseling
s. brief nurse-delivered counseling
t. identification
u. intervention

3. Topics (combined by ‘OR’)
a. alcohol
b. alcohol (subject heading)
c. drinking (subject heading)
d. ethanol (subject heading)
e. alcohol$ or alcohol consumption

The three categories of search terms were then com-
bined using ‘AND’.

Search terms for CINAHL, PsychINFO (combined
by ‘OR’)

1. (‘alcohol’)
2. (MH ‘Alcohol, Ethyl’)
3. [MH ‘Alcohol Abuse (Saba CCC)’]
4. [MH ‘Alcohol Abuse Control (Saba CCC)’]
5. (MH ‘Alcohol Drinking’)
6. (MH ‘Alcohol-Related Disorders’)
7. (MH ‘Alcoholic Beverages’)
8. (MH ‘Alcoholism’)
9. (MH ‘Alcohol Abuse’)

10. (MH ‘Alcoholics’)
11. [MH ‘Risk Control: Alcohol Use (Iowa NOC)’]
12. (MH ‘Substance Abuse Detection’)

The results were then combined with the term ‘Primary
Care’ using ‘AND’.
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Appendix 2

Studies excluded from the systematic review and reasons for exclusion.

Author (year) Reason for exclusion

Aalto et al. (2000) [49] Quality: inadequate allocation concealment, >30% of patients lost to follow up,
important baseline differences between groups, unclear blinding in outcome
assessment

Aalto et al. (2001) [50] Quality: inadequate allocation concealment, >30% of patients lost to follow up,
important differences in baseline characteristics between groups, unclear
blinding in outcome assessment

Altisent et al. (1997) [32] Language: not published in English
Bischof et al. (2008) [46] Setting: intervention conducted by telephone and via World Wide Web
Cordoba et al. (1998) [51] Quality: 270 of 546 subjects (49%) excluded from analysis because they were

lost to follow up or did not adhere to protocol; no intent-to-treat analysis;
practice was unit of randomisation, patient was unit of analysis

Crawford et al. (2004) [52] Setting: intervention conducted in an emergency department
Diez et al. (2002) [35] Quality/language: not published in English; randomisation unclear
Fernandez San Martin et al. (1997) [34] Language: not published in English
Fleming et al. (2004) [53] Co-occurring condition: subjects had hypertension or diabetes
Gentilello et al. (1999) [54] Setting: intervention conducted in a trauma centre
Guth et al. (2008) [55] Quality: study lacked a control group
Heather et al. (1987) [56] Quality: post-randomisation exclusions of which the numbers were not reported;

less than half of subjects received the full intervention
Huas et al. (2002) [33] Language: not published in English
Israel et al. (1996) [57] Quality: 30% of subjects lost to follow up; baseline comparisons unclear
Kuchipudi et al. (1990) [58] Co-occurring condition: subjects had gastrointestinal disease
Kunz et al. (2004) [59] Setting: intervention conducted in the emergency department
Kypri et al. (2008) [60] Setting: screening and intervention conducted via World Wide Web
Lee et al. (2009) [61] Type: subgroup analysis of Oslin et al. (2006) [66]
Longabaugh et al. (2001) [62] Quality/setting: intervention conducted in the emergency department;

randomisation unclear; inadequate allocation concealment
Maheswaran et al. (1992) [63] Co-occurring condition: subjects had hypertension
Manwell et al. (2000) [64] Type: subgroup analysis of Fleming et al. (1997) [19]
McIntosh et al. (1997) [65] Quality: unclear allocation concealment; baseline characteristic differences

between groups; inadequate power
Oslin et al. (2006) [66] Type: compared two interventions, with both groups in active treatment
Pal et al. (2007) [67] Quality: lacked randomisation (alternate group assignment)
Persson & Magnusson (1989) [68] Quality: consumption measures reported for intervention group but not controls;

31% attrition rate; blinding of participants and outcome assessors unclear
Reinhardt et al. (2008) [69] Type: subgroup analysis by gender of Bischof et al. (2008) [46]
Rodriguez-Martos et al. (2005) [70] Language/setting: not published in English; intervention conducted in the

emergency department
Romelsjo et al. (1989) [71] Quality: no statistical analysis of results; 151 of 258 patients excluded post

randomisation; no intent-to-treat analysis; no adjustment for important
differences between groups at baseline

Rose et al. (2008) [72] Quality/co-occurring condition: practice-level intervention lacked randomisation;
subjects had hypertension

Salaspuro (2003) [73] Quality: not peer-reviewed; methodology not adequately reported
Seppä (1992) [74] Quality/co-occurring condition: randomisation methods unclear; poor follow-up

attendance; subjects had macrocytosis
Tomson et al. (1998) [75] Quality: 50%–62% attrition rates; unequal randomisation results (100 in the

intervention group, 122 controls); control group not assessed for consumption
amounts at baseline; analyses not adjusted for baseline differences
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Evidence-based medicine: time for transition and translation 
(to practice)

Richard Saitz

It is a time of change for evidence-based medicine (EBM, 
the fi eld) and for EBM (the journal). With this issue of 
EBM I become its new Editor; I have assembled an edito-
rial board consisting of primary care and internal medi-
cine practitioners with expertise in both critical appraisal 
and clinical practice (general practice, family medicine, 
internal medicine, paediatrics and obstetrics and gynae-
cology). The main purpose of the journal remains the 
same: to briefl y summarise and critically appraise articles 
that appear in the peer-reviewed health literature and are 
likely to be valid and relevant for clinical practice. The 
world of healthcare, however, has changed since EBM 
arrived on the scene.

The past 20 years have seen the birth of EBM1 and 
its adolescence, during which grown-ups in medicine 
either seemed skeptical about the upstart movement or 
described it as nothing new. I witnessed this develop-
ment and took on a role that included its teaching and 
practice. Journal club during my residency (postgradu-
ate training) usually involved an article that was cho-
sen for little apparent reason (not because of a question 
it was likely to address). The article was then shredded 
(at least fi guratively) by a resident, and then specialist 
commentary based on clinical experience and expertise 
was sprinkled in. When the concept of EBM appeared 
in the literature, and I had attended a teaching-EBM 
workshop at McMaster University, my eyes were opened 
to how much more useful the medical literature could 
be. The need to handle the information explosion in an 
organised fashion was great. EBM served as a framework 
for selecting and evaluating articles. It became a useful 
tool for keeping up with the literature and a solid basis 
for practicing medicine.

That science is now mature, EBM fi rmly in middle age, 
with experts in searching and critical appraisal all around. 
And research methodology has advanced, perhaps even 
outstripping its clinical utility at times. But many chal-
lenges remain for EBM on using it to its fullest potential.2 
It is still diffi cult to keep up with the literature, and for 
many, critical appraisal is an elusive skill. EBM (the jour-
nal) helps with these issues. But the real challenges are 
how to translate evidence into policy and practice. Such 
translation involves values and preferences. Recent con-
troversies about breast cancer screening and vaccines do 
not appear to have been as much about evidence as they 
were about values, preferences, beliefs and translation of 
evidence into practice and policy (including issues of cost 
and payment).3 4 Decisions about what care to pay for vary 
based on data beyond effi cacy, as I recently was reminded 
during a visit to meet with British Medical Journal Group 
editors in the UK where the news was about how varicella 
vaccine was not paid for by the National Health Service; 
in contrast, the vaccine is widely disseminated, consid-
ered to be the standard of care and covered by health 

insurance in the USA. Clinicians and patients (and policy-
makers) want good evidence, but they also want to know 
what to do with it. Critical appraisal of an article seems 
simple in comparison, and practice guidelines help only a 
little bit in the clinic with individuals.

A few more examples are in order. In this issue of 
EBM, the reader will fi nd a commentary on the results of 
a randomised trial of dutasteride for preventing prostate 
cancer.5 The study found effi cacy for men 50–75 years 
of age who had had a recent negative prostate biopsy 
and prostate specifi c antigen (PSA) level of 2.5 (3.0 if age 
≥60) to 10.0 ng/ml. The commentator concludes that the 
effects of the medication are clinically relevant and that 
drugs in this class should be considered for men at high 
risk (eg, like those in the trial). I come to different conclu-
sions from the same evidence. I would emphasise that 
the effect of dutasteride was limited to low grade can-
cers, and that we don’t know whether prevention of such 
cancers (often the focus of over-identifi cation and over-
treatment) will improve morbidity or reduce mortality. 
In that context the 5% absolute risk reduction seems of 
unclear clinical relevance (follow-up biopsies were part 
of the protocol, not based on symptoms or PSA level). An 
editorialist wrote that the drug did not prevent prostate 
cancers; rather it temporarily shrank tumours with low 
potential for being lethal.6 He also pointed out that the 
suppressed PSA levels might delay diagnosis and treat-
ment until the development of high-grade disease. The 
interpretation of such results depends on much beyond 
the evidence per se.

I hope international readers will forgive me for a paro-
chial example. I use it because it illustrates the challenges 
for EBM well. Jacoby Ellsbury is a popular baseball player 
with the Boston Red Sox. In April this year, another player 
slammed into him knee fi rst, and a plain radiograph was 
negative.7 He was put on the ‘disabled list’ because of 
pain in his chest to return when better. Eleven days after 
the injury he had a CT scan, which he said was done at 
his request. The CT scan found non-displaced hairline rib 
fractures, leading a sportswriter to write that “it wasn’t 
just a contusion, as the team discovered yesterday.” The 
team physician pointed out that the test hadn’t changed 
anything – the treatment was the same (rest) – and the 
player could return when the symptoms subsided. We 
know a CT scan can identify fractures not seen on plain 
fi lms. But what is the value of that information? It was 
of no value to the team physician, but the player (and 
his fans) felt it was valuable in explaining the duration 
of symptoms. In fact they seemed surprised that a physi-
cian would withhold such testing. Ellsbury said “I’m glad 
I went about it and did it just to kind of get some closure 
in what’s going on.”

What will we do here at EBM to help readers keep up 
and to address the transition of EBM into middle age? 
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they are ready, and readers will be able to receive alerts 
and read them in smaller boluses more frequently if that 
is their preference.

EBM is at a crossroads, a transition from searching, 
fi nding, appraising and keeping up, to translating evi-
dence into policy and practice. It is time to enter the sec-
ond 20 years during which we will no doubt see EBM 
fulfi l even more of its promise. Hopefully EBM will con-
tinue to be a useful tool and home for all of you during 
this next phase. Our plans should help with that as should 
your comments and recommendations.
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Here is my plan, and I hope to hear from you about it, and 
whether or not it is meeting your needs.
1. From among the numerous potentially valid peer-

reviewed studies published, we will summarise and 
comment on those most likely to have clinical rele-
vance for medicine practiced by general practitioners, 
family physicians and internists.

2. We will combine a summary of the original article along 
with commentary. Original article abstracts can be found 
online through the link provided. We will summarise 
the context, key methodological features and results in 
a structured commentary with subheadings that allow 
readers to go directly to the section they seek. Experts 
will provide their view on implications for practice. Our 
editorial board will peer-review these commentaries.

3. We will include occasional EBM-relevant editorials 
and perspectives either about articles summarised or 
about broader issues.

4. EBM intends to be a home for ‘EBM-ers’, those who 
teach, study and practice EBM. To that end we invite 
systematic reviews, EBM teaching and research meth-
ods articles, ‘primer’ articles focusing on EBM tools 
and concepts and an occasional review of what has 
appeared elsewhere in the literature relevant to EBM 
(an EBM Roundup).
In addition to this content, I also recognise that, while 

the paper journal is certainly endearing and has its many 
fans and users (it will continue), electronic publishing 
makes it even easier to keep up with the literature through 
EBM. We will make commentaries available online when 
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Most inpatients with unhealthy alcohol use have an alcohol use
disorder
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I read the paper by Bischof et al. (2010) with interest

because it addresses an important question with implica-

tions for screening and brief intervention. They concluded

that at-risk drinkers without alcohol use disorders are ‘‘the

largest group of unhealthy alcohol consumers’’ in both

hospitals and general practices. They state that our prior

study that concluded most inpatients with unhealthy alco-

hol use had dependence was flawed. I believe they have not

interpreted their data and this prior study correctly.

In our hospital study, 81% of those who screened

positive had an alcohol disorder (Saitz et al. 2006). Bischof

et al. (2010) question these results because (1) they are

from one hospital, (2) from a subsample in an intervention

study, (3) because of a change in entry criteria during the

study, and (4) insurance differences in the US. These are

unlikely to explain differences in our findings. In a study in

Germany, over half of those who screened positive in the

hospital had dependence (after excluding false positives)

(Freyer-Adam et al. 2008). In another general hospital

study, 66% of those who screened positive in a Barcelona

hospital had dependence (Martinez et al. 2007). In our

study (Saitz et al. 2006), we were able to screen 99% of

5,813 inpatients who agreed to be screened and 17% were

positive. Although compared to those who did not enroll in

the clinical trial, those who enrolled (and had diagnostic

interviews) were more likely to have Alcohol Use Disor-

ders Identification Test (AUDIT) scores 8 or greater (86 vs.

82%), differences were not statistically significant.

Although we did change entry criteria during the study,

only one-fifth of subjects were enrolled when the criterion

was an AUDIT score of 8 that Bischof et al. (2010) state

may have been responsible for discrepant results. In addi-

tion, before and after entry criteria changed, the prevalence

of unhealthy alcohol use was similar, 19 and 17%,

respectively. While lack of insurance was common during

this study, our urban safety-net hospital provided care

regardless of ability to pay and most admissions are

through the emergency department, hospitalizations less

sensitive to insurance.

Perhaps more important, the data presented by Bischof

et al. (2010) are actually consistent with findings in the

literature that suggest that the majority of those who screen

positive in hospitals have dependence. In their hospital

sample, 15% had unhealthy alcohol use [similar to our and

prior studies (Saitz et al. 2006; Roche et al. 2006)], 5.5%

had dependence, 2.8% abuse, and 6.2% drank risky

amounts; thus, 57% of those with unhealthy use had an

alcohol use disorder. This figure is substantially higher than

the 33% reported in general practices in their study.

Bischof et al. (2010) are correct that the number of

risky drinkers in hospitals is high, and there may be

opportunity to intervene, although studies in these settings

have been inconclusive, and severity may be part of the

explanation, though efficacy has yet to be proven even

among those without dependence (Freyer-Adam et al.

2008; McQueen et al. 2009). The literature to date is clear

that the majority of patients identified by alcohol

screening in hospitals have more severe unhealthy use (an

alcohol disorder) than in general practice settings where

alcohol brief intervention is known to have efficacy for

those without dependence. At a minimum, if screening is

implemented in hospitals, clinicians need to be prepared

to address substantial numbers of patients they will find

with dependence.
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Screening and Brief Intervention for Unhealthy Drug Use
in Primary Care Settings: Randomized Clinical Trials

Are Needed

Richard Saitz, MD, MPH, Daniel P. Alford, MD, MPH, Judith Bernstein, PhD, ADN, MSN,
Debbie M. Cheng, ScD, Jeffrey Samet, MD, MA, MPH, and Tibor Palfai, PhD

Abstract: The efficacy of screening and brief intervention (SBI) for
drug use in primary care patients is largely unknown. Because of this
lack of evidence, US professional organizations do not recommend
it. Yet, a strong theoretical case can be made for drug SBI. Drug use
is common and associated with numerous health consequences,
patients usually do not seek help for drug abuse and dependence, and
SBI has proven efficacy for unhealthy alcohol use. On the other
hand, the diversity of drugs of abuse and the high prevalence of
abuse and dependence among those who use them raise concerns
that drug SBI may have limited or no efficacy. Federal efforts to
disseminate SBI for drug use are underway, and reimbursement
codes to compensate clinicians for these activities have been devel-
oped. However, the discrepancies between science and policy de-
velopments underscore the need for evidence-based research regard-
ing the efficacy of SBI for drug use. This article discusses the
rationale for drug SBI and existing research on its potential to
improve drug-use outcomes and makes the argument that random-
ized controlled trials to determine its efficacy are urgently needed to
bridge the gap between research, policy, and clinical practice.

Key Words: addiction, drug use, primary care, drug screening, brief
intervention

(J Addict Med 2010;4: 123–130)

Unhealthy drug use is the spectrum from use that risks
health consequences (also known as “at-risk use” or

“risky use”) through dependence. It could be argued that all

illicit drug use is unhealthy, because any drug use risks some
health or legal consequences. Unhealthy drug use is prevalent
in the United States and is associated with numerous health
consequences. About 20.4 million Americans (8.3%) aged 12
years and older report past-month illicit drug use, and 2%
have a current clinical disorder (ie, abuse or dependence)
(Compton et al., 2007; Substance Abuse and Mental Health
Services Administration, 2007a). Drug use costs the United
States $181 billion per year, primarily because of productiv-
ity loss, healthcare costs, and crime (Office of National Drug
Control Policy, 2004).

Not all drug use is associated with substance depen-
dence, the most severe disorder. However, for those who
develop it, similar to other chronic illnesses, substance de-
pendence is associated with long-term physiologic changes, a
relapsing course, variable adherence to care, and the need for
ongoing care (McLellan et al., 2000, 2002). In addition to
social and legal consequences, co-occurring medical and
psychiatric disorders such as depression are common and can
trigger relapse (Regier et al., 1990; Kessler et al., 1994;
Brindis et al., 1995; Brooner et al., 1997; Ziedonis and Brady,
1997; Friedmann et al., 1998; McLellan et al., 1999; Hasin
et al., 2002). Patients with substance dependence are more
likely than those without this diagnosis to have myriad condi-
tions including injury, anxiety, psychosis, back pain, headache,
arthritis, asthma, peptic disorders, chronic obstructive pulmo-
nary disease, hepatitis C, hypertension, alcoholic gastritis, dis-
eases of the pancreas, and cirrhosis (Mertens et al., 2003;
Compton et al., 2007). In addition, the treatment of co-occurring
medical and psychiatric conditions in patients with substance
dependence is complicated by their risk of poor adherence to
medication and other self-care (Golin et al., 2002).

Drug use that does not meet criteria for abuse or
dependence can also put people at risk for health conse-
quences. They can not only develop dependence but other
medical complications (eg, pneumothorax, myocardial infarc-
tion, accidents, and trauma) can also result from such use.
Unsafe sex practices and injection drug use are major routes
of transmission for human immunodeficiency virus (HIV)
(Hudgins et al., 1995; Raj et al., 2007). Mechanisms for
increased risk include impaired judgment, increased sex
drive, unsafe injection practices, and exchange of sex for
drugs. Although risk-reduction interventions in addiction
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treatment settings and sexually transmitted disease clinics
have been effective in decreasing these behaviors (Kamb et
al., 1998; Lubelczyk et al., 2002; Woody et al., 2003), many
people at risk, including those in primary care settings, do not
receive such interventions (Wenrich et al., 1997).

However, it is worth noting here that a number of
studies have failed to demonstrate health risks associated with
drug use in some circumstances. One study found no associ-
ation between marijuana use and declines in pulmonary
function (Tetrault et al., 2007), another found no association
between cocaine use and a marker of coronary artery disease
(Pletcher et al., 2005), and a third found little evidence of
psychological harm associated with drug use among young
adults (Macleod et al., 2004). In circumstances in which the
risks associated with drug use are small or nonexistent,
risk-reduction interventions have had no effect on outcomes.

Clearly, early detection and treatment of drug use that
does risk harms could be important if efficacious, yet oppor-
tunities for early intervention are limited. To date, the pri-
mary focus of treatment has been on persons with more
severe unhealthy use; ie, those who meet criteria for sub-
stance abuse or dependence. Furthermore, most people with
dependence do not seek treatment (Olfson et al., 2000;
Compton et al., 2007), and detection and treatment efforts in
medical care settings are limited. Thus, reliable methods to
screen and treat people who use drugs in the primary care
setting have the potential to dramatically improve care and
patient outcomes.

SCREENING AND BRIEF INTERVENTION
Screening and brief intervention (SBI) is a comprehen-

sive, integrated, public-health approach to the delivery of
early intervention and treatment services for people with the
full spectrum of unhealthy substance use. Screening identifies
people with unhealthy use and, when followed by an assess-
ment of the severity of substance use, can identify the
treatment goal (ie, cutting down or abstinence). Brief inter-
vention (BI) generally involves 1 or 2 counseling sessions of
10 to 30 minutes each, although sessions may be as short as
5 minutes (generally referred to as brief advice) or as long as
1 hour for 4 sessions. Referral may be provided for those
identified as needing more extensive specialized treatment.

Primary care centers, hospital emergency departments,
and other community health settings see the broadest number
and range of patients and thus provide ideal opportunities to
screen for and address drug use before more severe conse-
quences occur. Primary care settings provide the best context
and opportunities for change over time, because patients have
an expectation of preventive care and often have a longitu-
dinal trusting relationship with a clinician.

Conceptual Framework
Although BI includes clear directive advice, focus is

primarily on increasing patient insight and awareness regard-
ing substance use and encouraging behavioral change through
motivational interviewing (MI) and self-management ap-
proaches (Miller, 1983; Miller and Rollnick, 1991; Heather,
1995). MI is based on psychological theories of attitude and
behavior change (Rogers, 1957; Becker, 1974; Bandura,

1977; Miller, 1983; Prochaska and DiClemente, 1986; Miller
and Rollnick, 1991), addressing the fact that patients fre-
quently neither recognize their health behaviors as hazardous
nor acknowledge a desire to change (Rollnick et al., 1992).
Factors that enhance willingness and ability for behavior
change have roots in self-management (Mahoney, 1979), self-
control (Carver and Scheier, 1982), and self-regulation (Kanfer,
1986) theories that describe how individuals plan, guide, and
monitor behavior. A number of these factors have been used
successfully in interventions for unhealthy alcohol use, such as
altering norms and standards (Dimeff et al., 1999) specifying
change plans (Sobell and Sobell, 1983), and increasing the
probability of action by helping the patient take the first step,
such as facilitating referral to treatment (Heather, 1995).

Elements of effective BIs include Feedback on personal
risk, emphasis on Responsibility, clear Advice, a Menu of
change options, clinician Empathy, and facilitation of patient
Self-efficacy (FRAMES) (Bien et al., 1993). BI models tested
in primary care have been delivered by physicians, nurses,
health educators, advocates, computer, or pamphlet. Each
involved feedback, advice, goal setting, and follow-up. Mod-
els may differ by how, by whom, and in what context they are
delivered; therefore, different training, supervision, and qual-
ity monitoring are required (Miller et al., 2005). Although
patient and interventionist characteristics are important, fea-
sibility and cost are particularly relevant to effective imple-
mentation in (usually) busy general health settings with
numerous other priorities.

SBI for Unhealthy Alcohol Use
SBI for unhealthy alcohol use has been described in the

scientific literature for nearly 50 years. In 1961, Chafetz
(1961) found that subjects with alcoholism in an emergency
department were significantly more likely to follow-up in an
alcohol clinic after brief advice from a psychiatrist than after
no advice (42% vs 1%). Later studies (Edwards et al., 1977,
1983) found that BI was as efficacious as more intensive
treatment (although this finding was likely attributable to
studying treatment-seeking patients rather than those identi-
fied by screening—a critical distinction). Thirty years after
Chafetz published his findings, Bien et al. (1993) reviewed 32
studies that showed BI effectively reduced unhealthy alcohol
use, and meta-analyses have confirmed its efficacy for non-
dependent unhealthy alcohol use in primary care settings
leading to a universal screening practice guideline in the
United States (Wilk et al., 1997; Moyer et al., 2002; Beich et
al., 2003; Ballesteros et al., 2004; US Preventive Services
Task Force, 2004; Bertholet et al., 2005; Kaner et al., 2009).

Such evidence-based guidelines, as is appropriate for
universal preventive services, only appeared after random-
ized trials provided supportive evidence. These trials most
often involved primary care clinicians delivering BIs, al-
though in some cases, interventions were conducted by other
healthcare professionals hired specifically to deliver them.
Some of the most notable studies found that more than 1
contact improved efficacy (Fleming et al., 1997; Longabaugh
et al., 2001; McKay et al., 2005; Brown et al., 2007).

Despite this relatively robust evidence, several studies
show that BI was not effective in hospitalized patients (Em-
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men et al., 2004; McQueen et al., 2009), in largely alcohol-
dependent patients with prevalent use of other drugs (Saitz et
al., 2007), in emergency departments (Daeppen et al., 2007;
D’Onofrio et al., 2008; Havard et al., 2008; Nilsen et al.,
2008), and in some general practice settings (Richmond et al.,
1995; Beich et al., 2007). Factors such as sex, age, home-
lessness, and cognitive status influence effectiveness (Saitz et
al., 2006), and SBI has not been effective in linking medical
inpatients with treatment for alcohol dependence after discharge
(Saitz et al., 2007). The best evidence for alcohol BI is for
reductions in consumption (in contradistinction to conse-
quences) among patients in the primary care setting who have
unhealthy use that is not severe (Kaner et al., 2009).

SBI for Unhealthy Drug Use
Although randomized controlled trials have proven the

efficacy of SBI for nondependent unhealthy alcohol use in
primary care settings (US Preventive Services Task Force,
2004; Kaner et al., 2009), the evidence is much more limited
regarding its effectiveness for other drug use. Although the
prevalence of drug use in primary care is variable, it is much
lower than that of unhealthy alcohol use. Estimates range
from 3% of adults reporting past-year use in a Health Main-
tenance Organization setting (Mertens et al., 2005), to 5%
reporting past 90-day use in practices in Wisconsin (Manwell
et al., 1998), to 8% reporting past-year use in an urban
practice (among whom only 22% received treatment) (Olfson
et al., 2000). Marijuana use is especially common: in 1 study,
8% of young women used marijuana monthly (Rose et al.,
2007); in another, 9% to 17% of adults report past 6-month
use (Pasternak and Fleming, 1999).

Because most US adults (83%) report having an out-
patient visit in the past year (Pleis and Lethbridge-Çejku,
2007), primary care settings provide a natural setting to
pursue health behavior change, including unhealthy drug use.
Because of this, US policymakers have sought to make SBI,
referral, and treatment (Substance Abuse and Mental Health
Services Administration, 2007b) an important part of ad-
dressing the nation’s drug problems, and reimbursement
codes for insurers to compensate clinicians for these activities
have been approved by the American Medical Association
(Anonymous, 2006). However, scarcity of evidence from
controlled clinical trials in the primary care setting (or in any
setting among those identified by screening in contradistinc-
tion to those seeking help) has prevented the inclusion of drug
SBI in preventive service recommendations (US Preventive
Services Task Force, 2008). No major professional organiza-
tions recommend universal drug SBI in primary care settings,
and its dissemination has been limited mainly to externally
funded programs that specifically support the activity. To
date, few randomized trials have addressed the question of
whether SBI reduces illicit drug use and its consequences
when identifying patients who need treatment before they
seek it. They have also not adequately explored whether the
benefits of SBI outweigh potential harms such as increased
use, consequences of breached confidentiality, or stigma.

Screening Tools for Unhealthy Drug Use
One reason for the scarcity of SBI research in primary

care may be the lack (perhaps until recently) of brief and
valid screening instruments for substances other than alcohol
or tobacco. Screening tests have been used for unhealthy drug
use, however, most have been alcohol tests modified for drug
use, have focused on dependence, or have not been validated
extensively. For example, the Drug Abuse Screening Test
(DAST) detects drug use problems and has been widely used
in federal SBI programs, but it was not validated in primary
care until recently ( Skinner, 1982; Smith et al., 2010).

In recent years, screening instruments for drug use have
been developed and validated in primary care settings. The
Alcohol Smoking and Substance Involvement Screening Test
(ASSIST) (Humeniuk et al., 2008a) is used for tobacco,
alcohol, cannabis, cocaine, stimulants, sedatives, hallucino-
gens, opioids, and several other drugs. Although it does not
directly identify risky amounts of alcohol consumption (a
substantial clinical limitation), it has excellent concurrent
validity compared with the Addiction Severity Index-Lite
version, the Severity of Dependence Scale, and the Alcohol
Use Disorders Identification Test (Humeniuk et al., 2008b) as
well as construct validity, test-retest reliability, discrimina-
tion of severity, and sensitivity and specificity for a drug use
disorder and, in some cases, any drug use (cocaine, amphet-
amine, benzodiazepines, and opioids) (Newcombe et al.,
2005; Humeniuk et al., 2008b). In a Brazilian study of the
ASSIST that included 99 patients from mostly primary care
settings and 48 patients in drug treatment, sensitivity and
specificity were 84% and 98%, respectively, for a cocaine use
disorder, and 87% and 95%, respectively, for a marijuana
disorder (Henrique et al., 2004). However, an important
drawback of the ASSIST is that it may be too lengthy to be
feasible in busy primary care settings.

In addition to the ASSIST, Smith et al. (2010) evalu-
ated a single-item screening tool—“How many times in the
past year have you used an illegal drug or used a prescription
medication for nonmedical reasons?”—among 286 primary
care patients in a large urban hospital-based setting. Thirty-
five percent screened positive for any drug use, and 13%
(more than one-third of those who screened positive) met
criteria for a current drug use disorder. A response of “1 or
more” was 100% sensitive and 74% specific for a drug use
disorder, 94% sensitive and 91% specific for use with con-
sequences, and 93% sensitive and 94% specific for any drug
use. This single-item tool has promise, although it has been
validated in only 1 primary care practice. Other brief tools
with limited validation have generally focused on disorders
and not the spectrum of unhealthy use (Brown and Rounds,
1995; Brown et al., 2001) and often combine both alcohol and
drugs. The availability of brief validated screening tools is an
important foundation for increased research on the effective-
ness of SBI for drug use in primary care.

EFFICACY OF DRUG SBI: CURRENT EVIDENCE
Substantial evidence in nonprimary healthcare settings

and under different circumstances (eg, among people actively
seeking help) informs the question of whether drug SBI has
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efficacy in primary care but does not establish definitive
answers (Bashir et al., 1994; Cormack et al., 1994; Stephens
et al., 2000; Copeland et al., 2001; Babor, 2004; McCam-
bridge and Strang, 2004, 2005; Baker et al., 2005; Denis et
al., 2006; Carroll et al., 2006; Voshaar et al., 2006; Ball et al.,
2007). To our knowledge, no randomized controlled trials of
drug SBI in adult primary care settings have been published
in the peer-reviewed literature.

Madras et al. (2009) conducted a before/after retrospec-
tive uncontrolled study to evaluate the 6-state SBI referral
and treatment initiative of the Center for Substance Abuse
Treatment. Settings were diverse, including trauma centers,
emergency departments, primary and specialty care sites, and
hospitals. Of the 459,599 patients screened for the study, 23%
tested positive for risky or problematic alcohol or drug use.
Of these, 70% had screening results that suggested BI would
be a reasonable course of action, 14% were recommended for
brief treatment, and 16% had screening results that suggested
they should be referred to specialty substance dependence
treatment. How many patients actually received intervention
or treatment is unknown. Ten percent of patients who
screened positive were randomly selected for reassessment 6
months later, at which time self-reported rates of heavy
alcohol use and illicit drug use had decreased by 39% and
68%, respectively. Self-reported rates of overall health, em-
ployment, housing status, and criminality among persons who
were in categories in which they should have been offered
brief treatment or referral had also improved significantly.

In a landmark randomized controlled study of BI in
adult outpatients with cocaine or heroin use identified by
screening, Bernstein et al. (2005) screened 23,660 patients
from women’s health, homeless, and urgent care clinics and
randomized those who screened positive for risky cocaine or
heroin use (N � 1175) to a brief negotiated interview (BNI)
or to receipt of a referral list and written advice. Although a
homeless clinic and women’s health clinics could be consid-
ered primary care settings, urgent care settings are different
from primary care, and subgroup analyses by site are not
available. Ninety-five percent of eligible subjects were en-
rolled in the study, and 82% were available for follow-up.
Post hoc, 19% of those followed up were excluded because
baseline drug use was not confirmed biochemically. At 6
months, abstinence was documented among 40% of the inter-
vention subjects and 31% of control subjects who used opiates at
baseline, and 22% of the intervention subjects and 17% of the
control subjects who used cocaine at baseline (statistically sig-
nificant differences). No difference in receipt of help (90% of
which was detoxification) was observed between groups.

In an uncontrolled study by Bernstein et al. (1997), pa-
tients who screened positive for substance problems in the
emergency department were given a BNI. At 60 to 90 day
follow-up (completed by 8% of those who screened positive for
alcohol or drugs), patients who received the BNI had significant
reductions in substance use, including a 45% reduction in drug-
problem severity. The number of referrals and receipt of addic-
tion treatment also quadrupled from 6% to 23% after a BNI.

The Health Evaluation and Linkage to Primary Care
study linked 470 drug and alcohol abusers at a detoxification

unit to primary medical care and assessed the effect during a
2-year period, during which 85% completed at least 1 fol-
low-up assessment (Samet et al., 1996, 2003). Results
showed that a brief multidisciplinary intervention could link
people with primary medical care and that primary care
exposure was associated with greater drug abstinence (Saitz
et al., 2005). What component led to improvement, and
whether BI was a factor, is not known.

Finally, a number of studies have suggested that BI
may decrease substance use among teens. In a randomized
trial of adolescents with recent drug use (N � 59) in a
primary care setting in Brazil, BI decreased ecstasy and
marijuana use and related drug problems (De Micheli et al.,
2004). In the United States, Project CHAT examined the
effect of a brief MI intervention on alcohol consumption and
drug use for high-risk teens in a primary care clinic (D’Amico
et al., 2008). Teens who screened positive for negative conse-
quences related to substance use were randomized to receive
either a brief MI intervention or to a control group (care as
usual). Participants in the intervention group reported less mar-
ijuana use, lower perceived prevalence of marijuana use, fewer
friends who used marijuana, and decreased intent to use mari-
juana in the next 6 months compared with controls.

In 2 randomized controlled trials by Tait et al. (2004,
2005), BI among adolescents in an emergency department
increased drug-treatment attendance and reduced return visits
for consequences related to substance use. In another study, a
single MI-style feedback session decreased some drug use
(but not alcohol or marijuana use) among homeless adoles-
cents (Peterson et al., 2006), and additional studies have
shown its efficacy for youth in mandated treatment and in
high schools (White et al., 2006; Srisurapanont et al., 2007;
Winters and Leitten, 2007). In a pediatric emergency depart-
ment, BI for marijuana use resulted in greater levels of absti-
nence at 1 year compared with controls who received only
written advice (Bernstein et al., 2009). A randomized trial in a
hospital assessed effects of 2 counseling sessions on psychoac-
tive prescription drug use and found that intervention was
associated with decreased use. However, some of the subjects
had regular use but not abuse, and it is not clear whether the
decrease was beneficial because some patients were taking pain
medication regularly for pain (Zahradnik et al., 2009).

Reasons for Caution
Although SBI has proven efficacy for nondependent

unhealthy alcohol and drug use in some healthcare settings
and populations, this benefit may not translate to drug users
identified by screening in primary care (or elsewhere) due to
a number of clinical concerns and challenges. In a general
health setting, BI for drug use is likely to be more compli-
cated than BI for alcohol use and is likely to involve a greater
proportion of patients with dependence than is BI for screen-
identified unhealthy alcohol use.

The many patients who use more than 1 drug or use
alcohol and another drug make BI more complicated than it
is for alcohol alone (Falk et al., 2006; McCabe et al., 2008).
These drugs have variable forms, costs, risks, consequences,
and ways for clinicians to identify use. For example, in our
experience implementing drug SBI clinically, a BI for depen-
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dent injection heroin use, with its attendant risks of overdose
and HIV infection, is different from a BI for occasional users
of marijuana who perceive their use to be without risk or even
beneficial to their health. Most abused drugs are illegal or used
illegally, which can complicate addressing their use in medical
settings by raising patient and physician concerns about confi-
dentiality and medical record documentation. Prescription drug
abuse presents additional challenges as clinicians struggle to
distinguish between appropriate and inappropriate use.

Another clinical concern is that a larger proportion of
patients with drug use identified by screening will have
dependence compared with those identified as having un-
healthy alcohol use (Substance Abuse and Mental Health
Services Administration, 2007b). BI, even with a goal of
referral, has not been proven even for alcohol in such circum-
stances, and is not widely recommended as the sole intervention
for dependence (Moyer et al., 2002; McQueen et al., 2009).

In addition to the aforementioned clinical concerns, the
state of the evidence regarding screening is an additional
reason for caution. Limited availability of feasible brief
screening tools presents a significant barrier to implementa-
tion. Few validation studies have been conducted in general
health settings on the screening tools discussed herein, and
the DAST and ASSIST cannot be considered brief, having 10
to 80 or more items. Given the known challenges to imple-
ment SBI for alcohol with 1- to 3-item screening tests, the
DAST and ASSIST are not likely to be disseminated widely,
even if extensively validated. Although the single-item screen-
ing tool discussed earlier has the potential to minimize this
barrier to implementing drug BI, further validation is needed.

With regard to BI, the lack of randomized trial evidence
along with the inability to generalize results among treatment
seekers compared with those identified by screening are
additional concerns surrounding universal drug SBI. The
assumption that drug-treatment efficacy among those seeking
help will apply to people identified by screening and not
necessarily seeking treatment is likely inaccurate. Assessing
whether BI has efficacy among people identified by screen-
ing—the common situation in primary care—is important,
because these patients present with varying levels of readi-
ness to change and a range of drug-use severity. Unfortu-
nately, this distinction is challenging to test empirically
because randomizing these 2 patient populations to the same
treatment and control groups and comparing the effects
would prove difficult, and people with less severe unhealthy
use are not likely to be well represented in treatment-seeking
populations. For a condition such as drug use in which
motivation plays an important role, it seems logical that BI
(ie, counseling that addresses motivation to change) would
have different outcomes among those seeking help versus
those not seeking it.

Aside from the challenge of translating study results
from patients seeking help to those identified by screening,
the absence of randomized trial evidence for drug SBI among
adults in the primary care setting is a major concern. Obser-
vational studies and uncontrolled trials have limited ability to
establish causality and thus cannot provide sufficient evi-
dence to support recommendations for universal implemen-

tation of drug SBI. Improvements in the range of 40% to 70%
seen in such studies (Bernstein et al., 1997; Madras et al.,
2009) may be the result of many factors besides BI, including
regression to the mean, natural history of drug use after a
patient-initiated voluntary healthcare contact, and confound-
ing by prognostic factors that change across time. Effects
seen in randomized trials are much more modest (about
one-tenth of the magnitude).

In the only randomized controlled trial of SBI in a
primary care setting (aside from the Brazilian study involving
adolescents described earlier [De Micheli et al., 2004]),
World Health Organization researchers who developed the
ASSIST conducted a 5-country Phase III randomized trial of
BI among 731 persons who screened positive on the ASSIST
for risky cannabis, cocaine, amphetamine, or opioid use. The
results appear in a technical report (Humeniuk et al., 2008a)
not yet published in a peer-reviewed journal. Patients re-
cruited from sexually transmitted disease clinics, walk-in
clinics, a dental clinic, and community medical care sites
(only some of which could be considered primary care) were
randomly assigned to either BI or no counseling. Although BI
reduced substance-use scores in a preliminary single-site
subgroup in the study (Newcombe et al., 2005), results of the
larger trial were less conclusive (Humeniuk et al., 2008a).
Differences between the 2 groups were small and of unknown
clinical importance (3 points on a scale with a maximum
value of 336 points), effects were seen for cannabis and
stimulants but not for opioids, and substance use was not
significantly impacted at the US site. Although the authors
speculate that the lack of efficacy in the US was due to
informed-consent procedures having an intervention effect,
numerous alcohol SBI studies in the United States that had
informed-consent procedures have found SBI effects (Whit-
lock et al., 2004). In summary, intervention effects in this
study were not convincingly significant, nor were most pa-
tients recruited from settings that could be considered pri-
mary care (ie, longitudinal, continuous, comprehensive care).
As such, the study does not settle the question of whether SBI
for drug use is of clinical benefit in primary care.

In addition, effects seen in trials that involve substantial
training and effort to maintain intervention fidelity may not
translate into real-world clinical practice. Effects in practice
are likely to be smaller than those seen in research studies,
which are small to begin with. BI for alcohol, a less complex
clinical problem than drug use, among those identified by
screening is associated with a 10% to 12% absolute decrease
in risky use (Whitlock et al., 2004; Bertholet et al., 2005;
Kaner et al., 2009). In the randomized trial by Bernstein et al.
(2005) among outpatients who screened positive for cocaine
or heroin use, BI was associated with a 5% to 9% increase in
abstinence. These small effects could be wiped out in practice
if training and fidelity maintenance are not as good as in
controlled trials in which clinicians or other interventionists
are trained by study personnel for study purposes. The issue
of translating efficacious interventions into practice also
raises feasibility concerns if the commitment of clinical staff
to delivering BI is uneven or inadequate.
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Conversely, results in controlled research settings could
be smaller than those observed in clinical practice because of
assessment effects (ie, the notion that research assessments
alone may lead to behavioral change much as an intervention
might) among control group patients. However, assessment
effects are unlikely to explain the large improvements shown
in some nonrandomized studies for such a recalcitrant clinical
condition as a drug use disorder. In fact, no assessment
effects were found in at least some BI studies that tested for
them (Daeppen et al., 2007).

CONCLUSION
Although SBI can occur in many settings and can target

alcohol, drugs, or both, determining its efficacy and feasibil-
ity in primary care requires rigorous testing of brief screening
tools and of different models of SBI. This issue, at a key
clinical and policy crossroads, is of great importance given
the severity and cost of the drug problem in the United States.
The discrepancy between policy developments (reimburse-
ment codes for drug SBI and a large federal SBI grant-funded
program that includes drugs) and the existing evidence base
for drug SBI underscore the need for randomized clinical
trials to determine its effectiveness in primary care. Taking
into consideration the perspectives of national professional
societies, quality measurement groups, and practice guideline
developers (none of which has come out in support of drug
SBI), current policy and practice—at least as part of federally
funded SBI programs—have gone well beyond the evidence
base. Existing studies are insufficient to justify changes in
clinical practice, just as decades of alcohol SBI data did not
move practice guidelines in the United States until the comple-
tion of 2 large randomized controlled trials (Fleming et al., 1997;
Ockene et al., 1999; US Preventive Services Task Force, 2004).
Validated screening tools exist and can be further tested, and
most adults visit primary medical care settings in which drug
problems can be identified and BI can be conducted.

Although randomized clinical trials are challenging to
implement, particularly with drug-using persons and those of
lower socioeconomic status, including homelessness, high
follow-up rates can be achieved (Samet et al., 1996, 2003;
Saitz et al., 2003, 2005; Bernstein et al., 2005). Findings from
a pragmatic trial in primary care, enrolling people who use
drugs and who are at risk for or have experienced related
consequences, are necessary to determine whether BI should
be widely disseminated to reduce the national burden of
drug-related illness and other negative effects, including the
spread of HIV. Efficacious BI models with favorable economic
characteristics have the potential to significantly reduce the
national burden of drug use and consequences. Conversely, lack
of efficacy or excessive cost would force reconsideration of drug
SBI as a broadly applicable strategy and would, appropriately,
redirect efforts to address the problem.

Given that even proven strategies of SBI (eg, SBI for
alcohol in primary care settings) have not been widely imple-
mented in practice, efficacy studies should include elements that
can inform real-world effectiveness and implementation. Fea-
tures might include minimizing restrictive entry criteria, re-
cruiting subjects from diverse populations, minimizing inten-

sity of study procedures to improve retention, and testing
strategies that can be reproduced and financed in clinical
practice settings. It is time for US efficacy studies of drug SBI
in primary care settings that test models feasible in the real
world and consider costs, sustainability, and outcomes.
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Adolescent Alcohol Use and Violence
Are Brief Interventions the Answer?
Richard Saitz, MD, MPH
Timothy S. Naimi, MD, MPH

VIOLENCE AND ALCOHOL USE ARE RISK FACTORS

for the 3 leading causes of death among indi-
viduals aged 12 to 20 years: unintentional inju-
ries, homicide, and suicide.1 Thus, the devastat-

ing health effects of alcohol and violence on youth lead to
an appropriately overwhelming desire to intervene in
clinical practice.

Brief counseling could be an answer. In adults, such
interventions reduce drinking among those with nonde-
pendent unhealthy alcohol use who are identified by
screening in primary care settings.2 These brief counsel-
ing interventions are among the most cost-effective but
least performed preventive services; are recommended by
professional groups, including those that require the
highest levels of evidence; and are now reimbursable ser-
vices.2,3

However, the effects of alcohol brief interventions in other
settings (eg, emergency departments, hospitals), among ado-
lescents, and on any outcomes besides consumption are less
certain.2,4,5 The US Preventive Services Task Force has found
insufficient evidence to recommend for or against screen-
ing and counseling to prevent or reduce alcohol misuse by
adolescents. Even less evidence is available to support screen-
ing and intervention for violence, and results in adults are
not promising.6

Systematic reviews of studies of alcohol brief interven-
tions for adults in emergency departments find substan-
tial heterogeneity in designs and results, with only about
half of studies finding beneficial effects on consumption
or consequences.4,5 Although level I trauma centers are
required by accreditation standards to provide alcohol
screening and brief intervention, the evidence for efficacy
in that setting is limited. One randomized trial had sub-
stantial loss to follow-up and a nonsignificant effect on
the primary outcome of reinjury. Of 3 subsequent ran-

domized trials, 2 were negative and 1 was positive for
reducing the incidence of any arrest for driving under the
influence of alcohol in secondary adjusted analyses, but
not in primary unadjusted analyses.4,5,7

Even less convincing evidence is available for the ben-
efits of brief interventions for alcohol use or violence
among youth. For alcohol, 3 randomized trials have
tested brief intervention after screening in emergency
departments among young people, and results have been
inconsistent. One trial found a decrease in drinking but
not alcohol consequences, while another found a de-
crease in consequences but not in drinking.8,9 A third
trial (http://www.clinicaltrials.gov; identifier: NCT00183157)
has recently been completed, but the results have not yet
been published. The prevention of youth violence has not
been sufficiently studied in emergency settings,10 and the
results of the few available studies have been mixed. One
trial reported a reduction in self-reported (but not trauma
registry–documented) reinjury,11 suggesting that self-
reported outcomes for violence may be biased in this popu-
lation.

Despite the lack of evidence for the effectiveness of
interventions to reduce alcohol use and violence sepa-
rately, it does seem logical to address these risky behav-
iors together, because they so often co-occur. This was
the approach taken by Walton et al in this issue of
JAMA.12 Adolescents receiving emergency services for
illness or injury who reported both alcohol use and
physical aggression were randomized to receive a bro-
chure, a 35-minute motivational intervention delivered
by a therapist, or a self-administered animated computer
intervention.

Overall, positive results were noted for few outcomes,
effect sizes were small, and none of the observed
3-month benefits were sustained at 6 months. The 24
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comparisons of binary outcomes (2 intervention groups
compared with controls, 2 outcome time points, 3 alco-
hol and 3 violence outcomes) did not show statistically
significant group differences in “alcohol misuse” (ie,
unhealthy alcohol use) or “binge drinking” (ie, �5
drinks) at 3 or 6 months; however, both intervention
groups had significantly larger (by 6%-8%) decreases in
alcohol-related consequences vs the control group at 6
(but not 3) months. Computer-delivered interventions
did not affect any of the violence-related outcomes except
being the recipient of peer violence at 6 months. Thera-
pist counseling had a modest effect (eg, 13% absolute
reduction in peer aggression compared with controls) for
all 3 violence-related outcomes at 3 months but not at 6
months. Of the additional 24 comparisons of frequency-
based outcomes, only 1 was statistically significant: a
lower number of violence consequences at 3 months in
the therapist group.

In addition to the mixed results and modest effects, the
study’s trial registration suggests that additional primary
outcomes were measured, such as drug use, injury, delin-
quency, and weapon carrying,13 raising the concerns that
type I error in the setting of multiple comparisons (7 of
48 reported comparisons were statistically significant at a
1-tailed P � .05) or a focus on more positive outcome
domains might explain the results. If this study had mea-
sured more objective outcomes such as physician-
documented injury events or school-based reports of vio-
lent incidents, rather than self-reported risk behaviors,
the findings might have been more convincing. Although
the authors used validated survey instruments, social
desirability bias is of concern with self-reported out-
comes, because study participants in the counseling
groups might be less likely to report behaviors in
follow-up that they were told were unsafe or undesirable.
This might be a greater concern for study participants
who received the therapist intervention than those
who received the computer intervention or the brochure.
Violence and alcohol consequences might be seen by
adolescents as most embarrassing, and these accounted
for the observed differences, whereas behaviors that were
possibly perceived as less embarrassing, such as alcohol
use, were not less reported in the intervention groups.
Taken together, these concerns support the authors’ rec-
ommendation that their study should be replicated in
other settings.

Even a modest benefit of a relatively inexpensive inter-
vention for common health problems might be worth
pursuing on a large scale. However, there are barriers to
the widespread implementation of screening and brief
intervention programs in clinical settings. Although brief
intervention for alcohol has been recommended for
decades in primary care settings, levels of implementa-
tion have been dismal for a variety of reasons, such as
inadequate training, lack of clinician time, and inad-

equate reimbursement.3 Although computerized inter-
vention seems more likely to be disseminated success-
fully than a 35-minute expert therapist–delivered session,
the computer intervention used in the study by Walton et
al12 affected only 1 secondary violence outcome (a
decrease in being a recipient of peer violence) at 1 time
point. However, the computer intervention was associ-
ated with a decrease in alcohol consequences, which is a
potentially promising use for this intervention.

The most proven and effective method to reduce youth
drinking, and likely alcohol-related violence, is to imple-
ment population-based strategies such as raising alcohol
excise taxes and enforcing minimum legal drinking
age laws.14 These strategies have been neglected. For
example, the federal beer tax, which is based on a fixed
amount per volume, has eroded by almost 40% in real
terms since it was last adjusted in 1991. Until the find-
ings of Walton et al12 can be replicated (and hopefully
improved), brief interventions for violence prevention in
emergency departments do not seem promising. How-
ever, existing evidence supports the implementation of
screening and brief intervention for unhealthy alcohol
use in adult primary care settings, especially for young
adults in whom the prevalence of this risky behavior is
greatest.

For adolescents, alcohol screening is currently recom-
mended by the American Academy of Pediatrics.15 While spe-
cific screening strategies for underage youth have not been
fully elucidated, the focus of screening should be on any use
of alcohol (with appropriate assessment of those screening
positive), irrespective of their experience with violence, be-
cause any use of alcohol by adolescents, not just binge drink-
ing, is associated with a variety of adverse outcomes.16 How-
ever, the ultimate benefit of such screening remains
dependent on the development, testing, and implementa-
tion of effective clinical strategies to reduce youth alcohol
consumption and violence and their adverse conse-
quences.
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Intimate Partner Violence Against Women
What Outcomes Are Meaningful?
Angela J. Taft, PhD
Kelsey L. Hegarty, MBBS, PhD

INTIMATE PARTNER VIOLENCE (IPV) IS ESTIMATED TO BE

the leading contributor to the global burden of mental
health problems among women of reproductive age.1

There is an increasing urgency for rigorous, good-
quality evidence about what is effective in preventing or ame-
liorating such harm in community and health care set-
tings.2 A recent Cochrane review of partner violence advocacy
trials found only 2 trials conducted in community settings
and overall concluded that evidence of health benefit is scarce
in any setting.3

In this issue of JAMA, Tiwari and colleagues4 report a
study in which Chinese women survivors of IPV attend-
ing a Hong Kong multipurpose community center were
randomly assigned to receive a 12-week advocacy inter-
vention to reduce depression and IPV compared with
usual community services. The intervention consisted of
a 30-minute empowerment session delivered by a regis-
tered social worker (trained to implement a social sup-
port and empowerment protocol) followed by weekly
telephone social support from the same social worker.
The empowerment session involved a focus on enhanced
choice making and problem solving, combined with
safety assessment and planning. Staff providing telephone
support reminded women that help was available and
aimed to respond flexibly to the expressed stressors and
needs in women’s lives at the time.

The 200 women participating in this study were mar-
ried, in their late 30s, and living in secure housing in a stable
community in which they remained for the duration of the
study. Their abuse status was assessed with the Chinese ver-
sion of the Revised Conflict Tactics Scale (C-CTS2) and their
depressive symptoms with the Chinese version of the Beck
Depression Inventory II (C-BDI-II), with measurements ob-
tained at baseline, at 3 months (when the intervention ended),
and at 9 months.4 Although mean scores for partner psy-
chological aggression as measured by the C-CTS2 (eg,
shouted at, stomped out of room) were elevated at base-
line, mean scores for physical assault and sexual coercion
were low and remained low throughout the study. With the
exception of 2 women, none had disclosed any abuse pre-
viously or sought help from health or social services. Women
in both study groups reported mean rates of severe depres-
sion at baseline, moderate depression at 3 months, and mild
depression at 9 months. Women in both groups reported
an initial increase in mean rates of partner psychological ag-
gression and then low rates at study completion. The re-
ported mean differences between the study groups on both
measures were modest but did reach statistical signifi-
cance. However, the difference of −2.7 units in depression
scores did not reach the clinically meaningful level of 5 units
that is recommended for the C-BDI-II.5 In the follow-up tele-
phone support calls, women’s expressed needs focused on
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Alcohol use is common among people infected with HIV and may contribute to adverse consequences 
such as reduced adherence to treatment regimens and increased likelihood of risky sexual behaviors. 
Therefore, researchers and clinicians are looking for treatment approaches to reduce harmful alcohol 
consumption in this population. However, clinical trials of existing treatment models are scarce. A 
literature review identified only 11 studies that included HIVinfected patients with past or current 
risky alcohol use and which targeted alcohol use and other health behaviors. Four studies focusing on 
HIVinfected participants with alcohol problems found mixed effects on adherence and on alcohol use. 
Five clinical trials included at least 10 percent of HIVinfected subjects who use alcohol; of these, only 
one reported significant evidence of a favorable impact on alcohol consumption. Finally, two trials 
targeting alcohol users at high risk for HIV infection identified treatment effects that were not 
sustained. Taken together, these findings provide limited evidence of the benefit of behavioral 
interventions in this population. Nevertheless, these studies give some guidance for future 
interventions in HIVinfected patients with alcohol problems. KEY WORDS: Alcohol and other drug use; 
alcohol consumption; alcohol use disorder; human immunodeficiency virus; HIVinfected patients; sexually 
transmitted disease; unsafe sex; treatment method; treatment outcome; intervention; clinical trial; literature review 

In the United States, people infected 
with the human immunodeficiency 
virus (HIV) drink more alcohol 

than people in the general population. 
Specifically, a higher proportion drink 
risky amounts1 or have an alcohol use 
disorder (i.e., abuse or dependence) 
(Conigliaro et al. 2003; Galvan et al. 
2002; Lefevre et al. 1995; Samet et 
al. 2003a,b, 2004). Risky alcohol 
use in HIVinfected people has been 
associated with the following range 
of adverse effects: 

•	 Reduced adherence to medication 
regimens for treatment of HIV 
infection (Chander et al. 2006; 
Conen et al. 2009; Cook et al. 
2001; Golin et al. 2002; Halkitis 
et al. 2003; Samet et al. 2004); 

• Lack of a health care provider for the 
HIV infection (Metsch et al. 2009); 

• Delayed linkage to HIV medical 
care (Samet et al. 1998); 

• Increase in risky sexual behaviors 
(Kalichman et al. 2002; Metsch 
et al. 2009); 

• Increased transmission of sexually 
transmitted infections (Kalichman 
et al. 2000); and 

• Progression of HIV disease 
(Conigliaro et al. 2003; Miguez 
et al. 2003; Samet et al. 2007). 

Given the spectrum of problems 
associated with such alcohol use among
 
HIVinfected patients, one important
 
avenue to improving the health of this
 
population is to develop interventions
 

1 According to the National Institute on Alcohol Abuse and 
Alcoholism (2007), women who drink more than 3 drinks per 
day or more than 7 drinks per week and men who drink more 
than 4 drinks per day or more than 14 drinks per week are at 
increased risk for alcoholrelated problems. Alcohol consumption 
levels above these limits are considered risky drinking. 
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that target alcohol use and its associated 
consequences. Accordingly, interventions 
have been designed to both decrease 
alcohol consumption and address the 
specific adverse health consequences. 
The concept that negative conse

quences of alcohol use can be reduced 
in patients with HIV infection is 
based on research demonstrating the 
impact of clinical interventions on 
alcohol consumption and associated 
negative consequences in patients 
without HIV infection (Institute of 
Medicine 1990; Kristenson et al. 1983). 
Alcohol research over the past three 
decades has demonstrated that behav
ioral interventions can be effective, 
with benefits varying based on setting, 
severity of alcohol problems, and 
patient characteristics. For example, 
metaanalyses of randomized controlled 
trials (RCTs)2 of interventions to 
reduce risky alcohol use demonstrated 
decreased drinking for patients in pri
mary care settings (Beich et al. 2003; 
Kaner et al. 2007). However, no such 
effects were found in metaanalyses of 
interventions delivered in hospital 
settings (Emmen et al. 2004), possi
bly because inpatients typically have 
greater severity of alcohol problems 
(i.e., most are alcohol dependent) (Saitz 
et al. 2007, 2008). Several highquality 
RCTs of brief interventions delivered 
in emergency departments also detected 
no or limited benefit (D’Onofrio and 
Degutis 2002; Daeppen et al. 2007; 
Longabaugh et al. 2001; Monti et al. 
1999). The influence of the patient’s 
consumption levels also was demon
strated in several studies. For example, 
in two separate RCTs in the primary
care setting (Fleming et al. 1997; 
Ockene et al. 1999), where patients 
were seeking medical care but not 
necessarily for an alcohol problem, 
implementation of a 5 to 15minute 
discussion reduced alcohol consump
tion in patients who met the criteria 
for risky drinking. Studies of such 
brief interventions among patients who 
met the criteria for alcohol dependence, 
however, have shown no benefit 
(Kaner et al. 2007; Whitlock et al. 
2004; Wutzke et al. 2002). 
For alcoholdependent patients, 

more extensive behavioral interventions 

(e.g., cognitive–behavioral coping 
skills, motivational enhancement, 
12step facilitation) can be effective 
(Project MATCH Research Group 
1997). In addition, several medica
tions (i.e., disulfiram, naltrexone, and 
acamprosate) are approved for the 
treatment of alcohol dependence, and 
other medications (e.g., topiramate) 
are being further evaluated (Anton et 
al. 2006; Garbutt et al. 2005; Kranzler 
and Van Kirk 2001; Olmsted and 
Kockler 2008; Rubio et al. 2001). 
Given the strong evidence that 

alcohol consumption is an important 
health issue for many people with 
HIV infection, efforts to potentially 
ameliorate these problems by addressing 
alcohol use are of great interest. The 
studies in non–HIVinfected people 
reviewed above suggest that interven
tions among HIVinfected people with 
alcohol problems could be beneficial. 
However, the wide range of results 
in these intervention studies based on 
setting and disease severity argues for 
the need to carefully assess efforts to 
mitigate alcohol’s deleterious impact on 
health in HIVinfected patients. As 
an important step in this direction, this 
article summarizes the findings of a 
review of the clinical trial literature on 
interventions addressing alcohol con
sumption and its consequences among 
HIVinfected patients. After describing 
the design of the literature search and 
evaluation, the article reviews the findings 
of the studies identified and discusses 
the implications of those findings. 

Design of the Literature 
Review 

The literature review sought to identify 
clinical trials of interventions among 
HIVinfected people with past or current 
unhealthy alcohol use (i.e., the spectrum 
from risky drinking to alcohol dependence 
[Saitz 2005]) that reported effects on 
any of the following outcomes: 

•	 HIV disease progression; 

•	 Receipt of HIV treatment; 

•	 HIV medication adherence; 

•	 HIV risk behaviors; 

•	 Acquisition of sexually transmitted 
infections; and 

•	 Alcohol use. 

To be included in the review, the 
studies had to report alcoholspecific 
outcomes. Beyond that, the studies 
were classified into three categories of 
specificity. The most specific category 
comprised clinical trials that included 
only HIVinfected people with past 
or current unhealthy alcohol use. The 
second category comprised clinical 
trials that included only HIVinfected 
people but in which not all of the 
participants exhibited unhealthy alcohol 
use. For a study to be included in this 
category, at least 10 percent of partic
ipants had to report current alcohol 
use. The third category of studies 
comprised trials that were aimed at 
preventing alcohol use and sexual 
behaviors that put people at risk of 
HIV infection among alcoholusing 
people. Although these studies did 
not include HIVinfected participants 
or did not report the HIV status of 
the participants, they were reviewed 
because they may inform future research 
on people at risk of HIV transmission 
in the setting of alcohol use. 
Initially, the review intended to 

include only RCTs. However, very 
few studies were identified that met 
this criterion in the first two categories. 
Therefore, the search was expanded 
to include nonrandomized and non
controlled clinical intervention trials 
in categories 1 and 2. 
To identify relevant studies, the 

literature database MEDLINE was 
searched through September 30, 
2009, using the search terms “HIV, 
alcohol, hazardous drinking, risky 
drinking, problem drinking, counseling, 
brief intervention, 12 step, pharma
cotherapy, naltrexone, acamprosate, 
disulfiram, topiramate, and clinical 
trial.” For all articles identified using 
this approach, the reference lists also 

2 RCTs are clinical studies in which patients randomly are 
assigned to either one or more groups receiving the treatment 
under investigation or to a control group receiving no treatment 
or a treatment of known efficacy. 
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were scanned, as were related articles 
identified by the search engine for 
the MEDLINE data base to look for 
additional studies. Reference lists for 
articles that were closely related, but 
did not meet the criteria, also were 
reviewed. Finally, articles referenced in 
relevant review articles were examined. 
Titles of all articles were reviewed to 
determine if the articles met the selec
tion criteria. If the nature of the study 
could not be discerned through the 
title, the abstract and/or full text of 
the article was retrieved and reviewed. 
For all studies that met the criteria 

for one of the three categories, infor
mation on the setting, study design, 
methodological quality, type of inter
vention, outcomes reported, period 
of followup, and results was extracted. 
The following sections summarize the 
findings of these analyses. They are 
presented as a descriptive narrative 
synthesis because studies were too 
few and heterogeneous to perform 
a standard metaanalysis. 

Results of the Literature 
Review 

The search strategy described above 
identified 241 potentially relevant studies 
that were evaluated further. Of these, 
four studies including a total of 578 
patients (Aharonovich et al. 2006; 
Parsons et al. 2007; Samet et al. 2005; 
Velasquez et al. 2009) met the selection 
criteria for the first category (see table 
1). Another five clinical trials that 
included 1,311 patients (Gilbert et al. 
2008; NaarKing et al. 2006, 2008; 
RotheramBorus et al. 2001, 2009; 
Sorensen et al. 2003) fell into the second 
category. In addition, two informative 
studies of interventions among people 
at highrisk for HIV reported outcomes 
specific to alcohol use (Kalichman et al. 
2008; Morgenstern et al. 2007). All of 
these studies are reviewed below. Some 
other studies that involved alcohol
using, HIVinfected patients, but were 
excluded from this discussion because 
of serious design or methodological 
limitations, are listed in Table 2 because 
they may inform additional research. 
Interestingly, no controlled trials of 

the four medications recommended 
by NIAAA (2007) for the treatment 
of alcohol dependence (i.e., disulfiram, 
naltrexone, acamprosate, and topira
mate) have been conducted in HIV
infected patients. 

Clinical Trials Among HIV
Infected People With Past 
or Current Unhealthy 
Alcohol Use 

Velasquez and Colleagues (2009) 
Study. These investigators conducted 
an RCT among 253 HIVinfected men 
who had had sex with men in the pre
vious 3 months and who scored more 
than eight points on the AUDIT ques
tionnaire (Babor et al. 2001). The 
intervention group received four manual
guided individual sessions and four 
manualguided peer education and 
support group sessions that utilized 
motivational interviewing (MI) coun
seling strategies (Miller and Rollnick 
2002) to guide participants through 
the stages of change of Prochaska and 
DiClemente’s TransTheoretical Model3 

(Prochaska and DiClemente 1982). In 
contrast, the control group received 
educational materials on HIV and 
alcohol, referral information, and advice 
to stop or cut back on their alcohol 
use. At the 12month followup, the 
investigators determined some benefits 
of the intervention on some of the 
measures evaluated. For example, the 
control group had 1.4 times the num
ber of drinks per 30 days and 1.5 times 
the number of heavydrinking days per 
30 days compared with the interven
tion group. For other measures (e.g., 
having anal sex without a condom, 
number of drinking days, or number 
of days on which both drinking and 
sex occurred), however, no significant 
difference existed between the two 
groups. Only when the analysis of 
sameday drinking and sex was restricted 
to participants who had shown this 
behavior at baseline, did those in the 
control group have significantly (i.e., 
2.19 times) more days on which drink
ing and sex occurred than the interven
tion group. The interpretation of these 

findings is limited by the fact that there 
was differential loss to followup—that 
is, the analyses included only 81 percent 
of participants randomized to the 
intervention group and 90 percent of 
subjects randomized to the control group. 
Thus, one cannot exclude the possibility 
that particularly in the intervention group, 
participants with worse outcomes were 
not included in the analysis. 

Aharonovich and Colleagues (2006) 
Study. In this pilot study, 31 HIV
infected primarycare patients with 
heavy alcohol use received one session 
of MI from a trained counselor, fol
lowed by daily telephonebased interac
tive voice response (IVR) assessments 
of drinking amounts and graphic feed
back of changes in drinking at 30 and 
60 days. This intervention resulted in a 
decrease in the number of drinks per 
day at 30 and 60 days (from 3.2 drinks 
per day at baseline to 1.7 drinks at 30 
days and 1.2 drinks at 60 days). The 
IVR system was utilized; 77 percent of 
all possible daily calls were completed 
at 30 days. However, these improve
ments can not be attributed to the 
intervention with confidence because 
there was no control group. 

Parsons and Colleagues (2007) 
Study. These investigators conducted 
an RCT among 143 HIVinfected peo
ple with “hazardous drinking” (defined 
as more than 16 standard drinks per 
week for men or more than 12 standard 
drinks per week for women), assessing 
treatment effects on HIV medication 
adherence and alcohol outcomes. The 
intervention involved eight 1hour 
individual sessions of MI and cognitive 
behavioral skills training over 3 months 
and was compared with a time and 
contentequivalent control.4 Over the 

3 The transtheoretical model (TTM) is a health behavior theory 
that assesses the individual’s readiness to change a particular 
behavior in order to facilitate the desired behavior change. 
The stages of change are: precontemplation, contemplation, 
preparation, action, and maintenance. 

4 With a time and contentequivalent control group, participants 
in that group spend the same amount of time with a health care 
provider/therapist as the intervention group, and they receive the 
same type of information. The only difference between the inter
vention and control groups is the method used to deliver the 
information, allowing researchers to determine whether one 
approach is more effective than the other. 
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followup period (3 and 6 months), 
both groups exhibited substantial 
improvement for both total alcohol 
drinks over 14 days or drinks per 
drinking day, although no significant 
differences existed between the inter
vention and the control group. However, 
compared with the control group, the 

intervention did improve medication 
adherence, number of virus particles 
detectable in the blood (i.e., viral load), 
and CD4 cell 5 counts at 3 months. 
These statistically significant improve
ments were not sustained at 6 months. 
5 CD4 cells are a type of white blood cell that is the main target of the 
HIV virus; accordingly, levels of these cells in the blood decline with 
progressing HIV infection and are a marker for disease progression. 

Samet and Colleagues (2005) Study. 
This RCT included 151 HIVinfected 
patients on antiretroviral therapy (ART) 
who had a history of alcohol problems. 
The participants received either four 
nursedelivered, 30 to 60minute sessions 
focusing on HIV medication adherence 
and alcohol counseling, both in a clinic 

Table 1 Studies Identified During a Literature Search on Interventions to Decrease Alcohol Use and Related Behaviors among 
HIVInfected People and Alcohol Users at High Risk for Infection 

Study Population/Setting Design Outcomes/Results Comments 

Category 1: Clinical trials among HIVinfected people with past or current unhealthy alcohol use 

Velasquez Population: 253 
HIVinfected men 
who had sex with men 
(MSM) in the previous 3 
months and an AUDIT 
score of more than 8. 
Setting: Recruited from 
HIV organizations, 
advertising, and 
social venues 
between 1999 and 
2003. 

Intervention: Randomized 
Controlled Trial (RCT) of four 
sessions of motivational 
interviewing (MI)based 
individual counseling and 
four sessions of transtheoretical 
model–based peergroup 
education/support. 
Control: HIV and alcohol 
educational materials, 
resource referrals, and advice 
to stop or reduce drinking. 
Assessment: Baseline, 3, 
6, 9, and 12 months. 

Alcohol use: Control group Alcohol measures: 
AUDIT, 90day timeline 
followback (TLFB) at 
followup assessments. 

Differential loss to follow
up at 12 months (34% 
in intervention group and 
26% in control group). Only 
95 of 118 (81%) of the 
intervention group and 
121 of 135 (90%) of the 
control group were included 
in the analyses. 

et al. 2009 had 1.38 times the number 
of drinks per 30 days and 
1.50 times the number of 
heavy drinking days per 30 
days compared with the 
intervention group. 
Sex risk: No significant 
effect was demonstrated 
for anal sex without a 
condom or number of days 
on which drinking and sex 
occurred. 

Aharonovich Population: 31 
HIVinfected men and 
women engaged in 
HIV primary care. 
Alcohol use: All had 
four or more drinks 
at least once in the 
past 30 days, 55% 
had five or more 
drinks in the last 
week. 
Setting: HIV primary 
care clinic. 

Intervention: 30minute MI 
session on reducing alcohol 
use by counselor trained in 
MI plus an automated daily 
telephone selfmonitoring 
interactive voice response 
(IVR) system with graphical 
feedback at 30day followup 
meetings. 
Control: No control group. 
Assessment: Baseline, 30, 
60, and 90 days. 

Drinks per day: Using 7day 
recall, mean drinks per 
day was 3.2 at baseline, 
1.7 at 30 days, and 1.2 at 
60 days. Mean highest 
drinks per day was 8.4, 4.1, 
and 3.8, respectively. 
Cocaine use: Decreased 
significantly at 60 days. 

Alcohol measures: 
Quantity and frequency in 
past week and past month. 

Qualitative assessment of 
the program demonstrated 
satisfaction with daily 
calling and the feedback 
graph. 

Not a randomized 
controlled trial. 

et al. 2006 

Parsons Population: 143 
HIVinfected subjects 
on antiretroviral therapy 
(ART) with hazardous 
drinking (more than 16 
drinks per week for 
men, more than 12 
drinks per week for 
women) recruited 
through HIV clinics and 
advertising from 2002 
to 2005. 
Setting: Behavioral 
research center. 

Intervention: RCT of eight 
60minute MI plus cognitive 
behavioral skills training (CBST) 
session by Masterslevel 
counselors. 
Control: Eight 60minute 
time and contentequivalent 
education sessions by health 
educators. 

All sessions delivered 
individually in private office 
over 12 weeks. 
Assessment: Baseline, 3 
and 6 months. 

Alcohol use: No significant 
effects on total drinks over 
14 days or drinks per drinking 
day. Decreases in both 
groups from baseline to 3 
and 6 months for these two 
drinking outcomes. 
Medication adherence: 
Significant improvement in 
dose and day adherence 
at 3 months, but difference 
not retained at 6 months. 
HIV viral load/CD4 cell 
count: Significant 
improvement at 3 months 
but not at 6 months. 

Alcohol measure: 
Selfreport 14day TLFB 
to calculate total drinks 
and drinks per drinking day. 
Adherence measures: 
Selfreport dose 
adherence = number of 
doses taken/number of 
doses scheduled over 14 
days. Selfreport day 
adherence = number of 
days with perfect 
adherence/14 days. 

et al. 2007 
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and at home, or no intervention. 
The study found no significant differ
ences between groups upon examina
tion of the following outcomes: 3day 
medication adherence, 30day adher
ence, CD4 cell count, viral load, drinks 
per day, percent reporting drinking, 
or percent reporting hazardous drink
ing. Study limitations were that not 
all participants were nonadherent to 
their HIV medication at baseline and 
a substantial percentage were not in 
the riskydrinking range of unhealthy 
alcohol use, the group most amenable 
to brief interventions. 

Clinical Trials Among 
HIVInfected People of 
Whom at Least 10 Percent 
Currently Use Alcohol 

Five studies identified in the literature 
review fell into this category, and only 
one of these (RotheramBorus et al. 
2009) demonstrated significant treat
ment effects on alcohol use (see table 
1). This study was a subanalysis of a 
parent RCT among 936 HIVinfected 
people who were sexually active with
out a condom with at least one HIV
negative partner or two HIVinfected 

partners (Wong et al. 2008). The par
ticipants received either 15 90minute 
individual sessions of cognitive–behavioral 
therapy (CBT) delivered over 15 
months or usual care. The subanalysis 
by RotheramBorus and colleagues 
(2009) was limited to 270 HIVinfected 
participants who were homeless or 
without stable housing. In this group, 
the intervention was found to reduce 
alcohol or marijuana use from 36 to 28 
days in the prior 90 days, whereas in 
the control group the frequency of 
alcohol or marijuana use was unchanged 
at 35 of the last 90 days. However, this 

Table 1 con’t 

Study Population/Setting Design Outcomes/Results Comments 

Samet 
et al. 2005 

Population: 151 
HIVinfected patients 
on ART, with current 
or lifetime alcohol 
problems, determined 
by two or more 
positive responses on 
CAGE questionnaire 
or clinical diagnosis of 
alcohol disorder 
recruited from 1997 
to 2000. 
Setting: Hospital 
(patients receiving 
HIV medical care). 

Intervention: RCT of four 15
to 60minute sessions over 
3 months with MItrained 
nurse who (1) addressed 
alcohol problems, (2) educated 
about ART efficacy, and 
(3) delivered tailored 
adherence advice including a 
reminder watch and a home visit. 
Control: Standard care 
Assessment: Baseline, 6, 
and 12 months. 

Alcohol use: No significant 
effects on drinks per day, 
percent reporting any 
drinking, percent reporting 
hazardous drinking. 
Medication adherence: 
No significant effects on 
3day or 30day adherence. 
HIV viral load/ CD4 cell 
count: No significant 
effects on mean CD4 cell 
count or mean log HIV RNA. 

Alcohol measures: 
Selfreport 30day alcohol 
use from the Addiction 
Severity Index. 
Adherence measures: 
Selfreported AIDS Clinical 
Trial Group scale with 
100% and 95% or more 
thresholds at 3day and 
30day adherence, 
respectively. 

Category 2: Clinical trials among HIVinfected people of whom at least 10% have current alcohol use 

Rotheram
Borus et al. 
2009 

Population: 270 
HIVinfected people 
sexually active without 
a condom with at least 
one HIVnegative 
partner or two 
HIVinfected partners 
who were marginally 
housed and had four 
or more assessments; 
recruited from 2000 
to 2002. 
Alcohol use: Mean 

Intervention: RCT of 15 
90minute individual counseling 
sessions, organized in three 
modules (“Coping” at 0–5 
months, “Act Safe” at 5–10 
months, and “Stay Healthy” 
at 10–15 months). 
Control: No intervention, only 
assessments 
Assessment: Baseline, 15, 20, 
and 25 months. 

Alcohol    or marijuana use
in the last 3 months: At 25 
months, the intervention 
group reduced its use 
from 36 to 28 days in the 
prior 90 days, whereas 
the control group was 
unchanged at 35 days of 
the last 90. 

Number of HIV negative 
partners and risky sexual 
acts also was reduced. 

Subanalysis    of a clinical
trial (Wong et al. 2008): 
5% used alcohol/ 
marijuana in the parent 
study. Proportion of 
alcohol users at baseline 
not presented in this study. 

Parent study reported only 
transmission act outcomes 
and demonstrated an 
effect that was not 
maintained at 25 months. 

number of days using 
alcohol or marijuana 
in the last 90 was 37. 

Imbalance in transmission 
risk acts at baseline 

Setting: Recruited from 
community agencies, 
medical clinics, and 
advertisements. 

resulted in ineffective 
randomization, thus 
propensity scores were 
used to adjust for 
imbalances. 
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Table 1 con’t 

Study Population/Setting Design Outcomes/Results Comments 

NaarKing Population: 65 Intervention: RCT of four No significant effects at Alcohol and drug 
et al. 2006, HIVinfected patients, 60minute sessions of 9month followup. measures: Timeline 
2008 aged 16–25 regardless motivational enhancement. Alcohol use: Borderline followback, though time 

of alcohol use or risk Therapy focused on two of significant reduction in window is not stated. 
behaviors. three areas: substance use, number of drinks in the Sex risk measure: 
Alcohol use: 77% sexual risk, or medication week containing the Total number of 
lifetime, 39% had used adherence over 10 weeks. maximum number of drinks unprotected intercourse 
alcohol in last 30 days Control: Wait list and standard (–9.65 vs. –1.3) at 3 months acts without a condom. 
at study entry. care. (n = 51). 
Setting: Adolescent Assessment: Baseline, 3, 6, Marijuana use: Borderline Note: 3month outcomes 
HIV care clinic within and 9 months. significant reduction in on 51 subjects were 
a tertiary care children’s number of times marijuana published in 2006 and 6
hospital. was used (n = 65). and 9month outcomes 

Sexual risk: Borderline on 65 subjects published 
significant reduction in total in 2008. 
number of intercourse acts 
without a condom at 6 
months (n = 65). 
HIV viral load: Significant 
reduction in log viral load at 
6 months (n = 65). 

Gilbert et al. Population: 476 Intervention: RCT of two Alcohol use: No significant Alcohol measures: 
2008 patients with alcohol sessions of tailored risk effects on any risky drinking Selfreported NIAAA risky 

risk (38%), defined reduction counseling at study or number of drinks per drinking over 3 months. 
as exceeding NIAAA entry and 3 months using a week. Drug use measures: 
safe drinking limits MI “Video Doctor” via laptop Drug use: Significantly Selfreported drug use 
or drug risk (42%), computer, printed educational decreased 30day illicit over 30 days included any 
or sex risk (60%), worksheet, and delivery of drug use at 3 and 6 months cocaine, methamphetamine, 
were recruited a cueing sheet on reported and fewer days of illicit or heroin or 3 or more days 
between 2003 and risks to clinic care providers. drug use at 6 months. of barbiturates, prescription 
2006. Control: Standard care. Sex risk: Significantly opiates, hallucinogens, 
Setting: Outpatient Assessment: Baseline, 3, decreased 3month inhalants, or methylene
HIV clinics. and 6 months. unprotected sex at 3 and dioxymethamphetamine 

6 months and fewer casual (MDMA). 
sex partners at 6 months. 
No effects on condom use. 

Sorensen Population: 190 Intervention: RCT of 12 No outcomes showed Summary/index 
et al. 2003 HIVinfected patients months of case management significant change between score is shown without 

with substance by certified substance study groups at any time explanation of the raw 
dependence; recruited counselors in the community points, except decreased measure. 
from inpatient medical with caseload of 1:20 sex risk index. 
wards, detoxification Control: Single brief contact Outcomes measured: 
clinic, and the with education about Addiction severity index 
emergency department reducing HIV risk, information composite scores, AIDS risk 
from 1994 to 1996. on HIV services, referrals to assessment scores, Beck 
Alcohol use: 61% in addiction treatment, social depression inventory, health 
the last 30 days. services. status questionnaire, and 
Setting: Public general Assessment: Baseline, 6, support evaluation list. 
hospital. 12, and 18 months. 
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Table 1 con’t 

Study Population/Setting Design Outcomes/Results Comments 

Rotheram
Borus et al. 
2001 

Population: 310 
HIVinfected patients 
(age 13–24) from nine 
adolescent clinics 
recruited from 1994 
to 1996. 
Alcohol use: 67% 
nonabstinent at 
baseline. 
Setting: Adolescent 
clinics. 

Intervention: 23 group 
sessions of two modules 
(“Stay Healthy” and “Act 
Safe”). 
Control: Standard care. 
Eligible for receiving the 
intervention at the 
conclusion of the study. 
Assessment: Baseline, 9, 
and 15 months. 

Alcohol/marijuana use: 
63% for attendees vs. 67% 
for control vs. 84% for 
nonattendees at 15 months. 

Sequential assignment of 
15 youths to intervention 
versus control groups (not 
randomized). 

The reported comparisons 
were attendees versus 
nonattendees versus 
control subjects. No 
intentiontotreat analysis 
was reported. 

Differential loss to 
followup. No alcohol
specific outcome was 
reported. 

Category 3: Randomized controlled trials among alcohol users at high risk for HIV infection 

Morgenstern 
et al. 2007 

Population: 198 MSM 
with current alcohol 
user disorder. 
Alcohol use: 88% with 
alcohol dependence. 
Mean drinks per 
drinking day was 10.4. 
Setting: Subjects 
recruited through 
advertisements in gay 
media, internet chat 

Intervention: 12 sessions of 
combined MI and coping 
skills training (MI+CBT) over 
12 weeks (n = 47). 
Control: Four sessions of 
MI over 12 weeks (n = 42). 
Non–helpseeking (NHS) 
control group (n = 109). 
Assessment: Baseline, 12 

    weeks, and 12 months.

Drinks per day: At 12 
weeks, the MI group had 
greater decreases in drinks 
per day than the MI+CBT 
group. This difference was 
not sustained at 12 months. 
Both intervention groups 
had greater decreases then 
the NHS group, but the 
NHS group also had 
substantial decreases in 

Alcohol measures: 
CIDI at baseline. 
TLFB and short 
inventory of problems 
at followup. 

Potential subjects with 
drug use more severe 
than alcohol use disorder 
were excluded. Less than 
10% HIV infected. 

rooms, outreach to 
gay bars and clubs. 

drinking. 
Subjects lost to followup 
not included in the 
analysis. 

Kalichman 
et al. 2008 

Population: 342 men 
and women who drink 
in South African 
shebeens. 
Setting: Informal 
alcohol establishments 
(shebeens). 

Intervention: 3hour skills
based HIV–alcohol risk
reduction group session. 
Control: 1hour HIValcohol 
information group session. 
Assessment: Baseline, 3, 
and 6 months. 

The following behaviors 
were improved significantly 
at 3 months among the 
intervention group: 
● alcohol use before sex 
● unprotected intercourse 
● percent of sex with condoms 
● number of sex partners. 

Intervention effects were 

Alcohol measures: AUDIT, 
frequency of drinking 
before sex in previous 
month. Change in AUDIT 
scores not reported. 

7% HIV infected in 
intervention group. 4% HIV 
infected in control group. 

significantly stronger in 
those drinking less and 
dissipated at 6 months. 
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study had substantial methodological 
limitations, some of which pertain to 
the parent study. For example, in the 
parent study, random assignment of 
participants to the groups resulted in 
an imbalance between the groups with 
respect to baseline HIV risk behaviors 
or demographics. Moreover, the sub
analysis was limited to participants who 

completed four followups and were 
homeless or without stable housing. 
Finally, the outcome was alcohol or 
marijuana use in the last 3 months with 
no alcoholspecific results provided. 
The four other studies in this cate

gory did not demonstrate any signifi
cant effects of the interventions tested 
on alcohol use: 

•	 In a preliminary analysis of 3
month outcomes among 51 subjects 
randomized to four 1hour motiva
tional enhancement therapy sessions 
in an adolescent clinic, NaarKing 
and colleagues (2006) observed a 
trend, but no statistically significant 
reduction, in the number of drinks 
per week during the week with the 

Table 2 Studies Identified but not Selected for the Literature Review 

Citation Population Reason Excluded 

Golin et al. 2003 140 HIVinfected patients. 
Setting: Hospital HIV clinic. 

No data on the proportion of drinkers at 
baseline. 

Goujard et al. 2003 326 HIVinfected patients. 
Setting: Hospital and universitybased centers. 

No specific alcohol outcomes; alcohol group 
not analyzed independently. 

Jones et al. 2003 174 women with AIDS from three U.S. cities 
recruited in 1997 from outpatient clinics, 
community health centers and agencies, and 
participant referrals. 
Alcohol use: 32% with history of alcohol. 
Setting: Primarily recruited from outpatient clinics, 
community health centers, and participant referrals. 

No alcoholspecific outcomes reported. 

Pradier et al. 2003 244 HAARTtreated patients. 
Setting: Hospital 

No specific alcohol outcomes; alcohol group 
not analyzed independently. 

Samet et al. 2008 181 Russian men and women who reported any 
alcohol or drug dependence and who reported at 
least one incidence of unprotected sex in the past 
6 months. 
Setting: Narcology hospitals 

No alcoholspecific outcomes reported. 
Although both HIVinfected and alcohol
dependent patients were included in this 
study, the HIVinfected patients were not the 
alcoholdependent patients. 

SampaioSa et al. 2008 107 HIVinfected, antiretroviralnaïve patients at an 
Brazilian HIV clinic for whom antiretrovirals were 

Alcoholspecific outcomes not reported. 

indicated were recruited from 2003 to 2004. 
45% with alcohol use in the last 3 months. 

Simoni et al. 2007 136 HIVinfected men and women. 
Setting: Outpatient clinic 

No information on current use; no specific 
alcohol outcomes. 

Wong et al. 2008 936 HIVinfected from four U.S. cities recruited 
between 2000 and 2002. 
Setting: Community agencies, AIDS service 
organizations, and medical clinics 

Alcoholspecific outcomes not reported; 
absolute numbers for outcome not presented. 

SOURCES: Golin, C.E.; Earp, J.; Tien, H.C.; et al. A 2arm, randomized, controlled trial of a motivational interviewingbased intervention to improve adherence to antiretroviral
therapy (ART) among patients failing or initiating ART. Journal of Acquired Immune Deficiency Syndromes 42:42–51, 2006; Goujard, C.; Bernard, N.; Sohier, N.; et al. Impact 
of a patient education program on adherence to HIV medication: A randomized clinical trial. Journal of Acquired Immune Deficiency Syndromes 34:191–194, 2003; Jones, D.L.; 
Ishii, M.; LaPerriere, A.; et al. Influencing medication adherence among women with AIDS. AIDS Care 15:463–474, 2003; Pradier, C.; Bentz, L.; Spire, B.; et al. Efficacy of an
educational and counseling intervention on adherence to highly active antiretroviral therapy: French prospective controlled study. HIV Clinical Trials 4:121–131, 2003; Samet, 
J.H.; Krupitsky, E.M.; Cheng, D.M.; et al. Mitigating risky sexual behaviors among Russian narcology hospital patients: The PREVENT (Partnership to Reduce the Epidemic Via
Engagement in Narcology Treatment) randomized controlled trial. Addiction 103:1474–1483, 2008; SampaioSa, M.; PageShafer, K.; Bangsberg, D.R.; et al. 100% adherence
study: Educational workshops vs. video sessions to improve adherence among ARTnaive patients in Salvador, Brazil. AIDS and Behavior 12:S54–S62, 2008; Simoni, J.M.; 
Pantalone, D.W.; Plummer, M.D.; and Huang, B. A randomized controlled trial of a peer support intervention targeting antiretroviral medication adherence and depressive
symptomatology in HIVpositive men and women. Health Psychology 26:488–495, 2007; Wong, F.L.; RotheramBorus, M.J.; Lightfoot, M.; et al. Effects of behavioral interven
tion on substance use among people living with HIV: The Healthy Living Project randomized controlled study. Addiction 103:12061214, 2008. 
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maximum number of drinks. 
Moreover, in the final analysis of the 
study, which included 65 subjects, 
39 percent of whom used alcohol, 
this difference was not sustained at 
6 or 9 months (NaarKing et al. 2008). 

•	 Gilbert and colleagues (2008) ran
domized 476 HIVinfected patients, 
38 percent of whom reported risky 
drinking, to an MIbased “Video 
Doctor” intervention via laptop 
computer or a control group receiving 
usual care. The intervention 
resulted in decreased 30day illicit 
drug use, lower mean number of 
drug use days, and a modest reduc
tion of unprotected sex at 3 and 6 
months. However, no differences in 
alcohol use existed between the 
intervention and control groups. 

•	 Sorensen and colleagues (2003) 
randomly assigned HIVinfected 
patients with drug dependence, 61 
percent of whom reported current 
alcohol use, to 1 year of continuous 
case management or to a brief con
tact (i.e., one HIV risk education 
session and printed information). 
No differences were noted in 
alcohol outcomes at 6, 12, or 18 
months. 

•	 A study among HIVinfected 
youths compared the effects of 23 
2hour group sessions and usual 
care on risk behaviors (Rotheram
Borus et al. 2001). The investigators 
found no changes from baseline on 
a measure reflecting alcohol and 
marijuana use and no difference 
between the intervention and 
control groups. 

RCTs Among Alcohol 
Users at HighRisk for 
HIV Infection 

Two informative RCTs have been con
ducted among alcohol drinkers at high 
risk for HIV infection. Morgenstern 
and colleagues (2007) performed a study 
with 198 highrisk, HIVnegative men 
who had sex with men and who were 

diagnosed with alcohol abuse or depen
dence but were seeking to moderate 
their alcohol use. The investigators 
compared the effects of 12 weekly MI 
sessions augmented with CBT with 4 
sessions of MI alone. Unexpectedly, the 
investigators found that the nonaug
mented MI group had less drinking 
and fewer alcoholrelated drinking 
problems than the MIplusCBT group 
during the 12 weeks of the interven
tion and that there were no significant 
differences at 12month followup. 
Thus, the addition of CBT to MI tech
niques provided no additional benefit 
regarding alcohol outcomes and poten
tially even diminished effects in this 
population. Subgroup analyses demon
strated that the detrimental effect of 
augmentation occurred particularly in 
participants with a concomitant drug 
use disorder. 
Another RCT (Kalichman et al. 

2008) compared a 3hour, skillsbased 
HIV and alcohol risk reduction group 
session with a 1hour HIV/alcohol 
information group session among 342 
South Africans frequenting drinking 
establishments. In this study, the 
extended session resulted in decreases 
in alcohol use before sex and unpro
tected intercourse at 3 month but 
not at 6 month followup. Moreover, 
intervention effects were stronger in 
participants drinking less at baseline. 

Discussion 

Given the high prevalence of unhealthy 
alcohol use among HIVinfected people 
and its associated adverse health conse
quences, development of clinical and 
public health interventions that seek to 
address alcohol use and improve health 
outcomes in this population is a priority. 
In recognition of this, NIAAA, as early 
as 1996, issued a request for applications 
entitled “Developing AlcoholRelated 
HIV Preventive Interventions (AA–97 
–03).” Since then, several studies have 
been published that describe clinical 
outcomes of interventions in this pop
ulation. However, as this article has 
demonstrated, the literature on this 
important topic still is not extensive. 
A literature search revealed only four 

clinical intervention studies focusing 
exclusively on HIVinfected patients 
with current or past unhealthy alcohol 
use; five other clinical trials included and 
documented the alcohol use of some of 
their HIVinfected participants. Overall, 
the current state of research strongly 
suggests that although the problems 
related to alcohol in HIVinfected 
people are abundant, effective interven
tions are few and new ones are urgently 
needed. Hence, addressing alcohol 
problems remains an important issue 
in HIV research. 
Not only are studies among alcohol

abusing, HIVinfected patients scarce, 
but the existing studies also yielded 
mixed results. Two of the four studies 
that specifically targeted HIVinfected 
people with alcohol problems showed 
improvement in drinking outcomes. 
Velasquez and colleagues (2009) 
demonstrated reduced drinking levels 
over 12 months after an intervention 
that included both MI and peer sup
port. The intervention was particularly 
strong in reducing sameday drinking 
and sex, which compels further research 
on interventions targeting alcohol use 
at the time of HIV risk behaviors 
(Velasquez et al. 2009). Although the 
intervention types used in the study 
only were shown to be effective in a 
sample of men who have sex with 
men, they warrant study among other 
populations. In the other study, 
Aharanovich and colleagues (2006) 
demonstrated the feasibility of ongoing 
telephonebased interactive voice 
response and graphic feedback, which 
should inspire the inclusion of auto
mated, tailored, ongoing intervention 
boosting as part of behavioral inter
ventions. It is important to note, 
however, that both these studies had 
methodological limitations (e.g., sub
stantial or differential loss to follow
up, incomplete assessments) and their 
findings therefore are not definitive. 
Nevertheless, they provide some 
guidance for future more rigorous 
clinical trials. 
The other two clinical trials (Parsons 

et al. 2007; Samet et al. 2005) among 
alcoholabusing HIVinfected people 
attempted to improve ART adherence. 
This is an appropriate target of alcohol 
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intervention studies in this popula
tion because medication adherence is 
of utmost importance for achieving 
good HIV disease outcomes, and 
alcoholusing patients have been doc
umented to exhibit suboptimal ART 
adherence (Braithwaite et al. 2005; 
Chander et al. 2006; Conen et al. 
2009; Samet et al. 2004). The results 
of both of these trials are discouraging, 
however, because although they 
explicitly addressed both alcohol use 
and medication adherence, one study 
(Samet et al. 2005) found no impact 
on adherence, alcohol consumption, 
or any HIV outcome, and the other 
(Parsons et al. 2007) only detected 
shortlived improvements (i.e., they 
were evident at 3 months, but not at 
6 months). Thus, these two highquality 
studies suggest that achieving clinically 
beneficial outcomes in HIVinfected 
people with alcohol problems is more 
difficult than has been the case with 
populations of HIVinfected without 
diagnosed unhealthy alcohol use 
(Amico et al. 2006; Simoni et al. 
2006). Among the latter group, RCTs 
to improve adherence that used inter
ventions with a range of intensities 
did reveal improvements in adherence 
which were sustained for up to 12 
months, as well as in HIV viral load 
and CD4 counts (Tuldra et al. 2000). 
The difficulty of achieving positive 
benefits (e.g., improved ART adher
ence) through interventions among 
HIVinfected people who have alcohol 
problems also is evidenced by the study 
by Kalichman and colleagues (2008) 
among drinkers who were not infected 
with HIV. The findings of that study 
suggest that, as in brief intervention 
studies, intervention effectiveness 
varies by severity of alcohol use, with 
less improvement noted in dependent 
than in nondependent drinkers. Thus, 
levels of alcohol consumption, alcohol 
use disorder severity, and alcohol
related consequences are important 
covariates to be assessed and reported 
in HIV intervention studies. 
A notable finding of this literature 

review was that as of 2009, no study 
of pharmacotherapy for alcohol 
dependence in HIVinfected patients 
had been published. This is surprising 

given that pharmacotherapy plays a 
major role in addressing the AIDS 
epidemic by improving outcomes 
of HIVinfected subjects. Moreover, 
some preclinical research has demon
strated that naltrexone, an effective 
medication for alcohol dependence, 
inhibits alcoholmediated enhance
ment of HIV infection (Wang et al. 
2006) and may potentiate the anti
HIV effects of antiretroviral medica
tions (Gekker et al. 2001). Therefore, 
testing the effectiveness of naltrexone 
and other medications in alcohol
dependent HIVinfected patients is an 
important current research direction. 
Two of the studies reviewed here 

that included HIVinfected patients 
among whom at least 10 percent 
currently used alcohol, targeted risky 
sexual behaviors rather than alcohol 
consumption. Assessing treatment 
effects on sex risk factors is appropriate 
for studies among HIVinfected 
drinkers because several studies have 
demonstrated an association between 
alcohol use and risky sex (Purcell et 
al. 2001; Stein et al. 2009). In both 
the study by Gilbert and colleagues 
(2008) and the study by NaarKing 
and colleagues (2006, 2008), sex risk 
behaviors were decreased in the group 
randomized to the intervention at 3 
and 6 months, but there were no or 
only transient effects on alcohol use. 
These findings suggest that behavioral 
interventions which are not specifically 
tailored to address alcohol use are 
unlikely to impact alcohol problems 
in a sustained fashion. 
The dearth of studies focusing on 

alcohol consumption among HIV
infected people is understandable. 
Although the spectrum of unhealthy 
alcohol use ranging from risky use 
to alcohol dependence occurs in this 
population, other pressing health 
concerns (e.g., ART adherence, risky 
sexual behaviors, or engagement in 
HIV care) appropriately become the 
main focus of clinical trials that also 
may address alcohol consumption in 
their intervention arms. Developing 
interventions that target a specific 
behavior (e.g., sex) at the time of 
alcohol use is a worthy pursuit, and 
understanding the importance of 

decreasing alcohol use in order to suc
cessfully achieve behavior change is cru
cial for developing future interventions. 
One interesting development noted 

in the studies reviewed here was the 
use of new technology (e.g., interac
tive voiceresponse systems) in two of 
the studies (Aharonovich et al. 2006; 
Gilbert et al. 2008). These approaches 
to delivering a behavioral intervention 
merit further exploration because 
they have the potential for providing 
scalable, ongoing delivery of tailored 
automated messages that may boost a 
more intensive directly administered 
intervention. 
When assessing the relevance of the 

studies reviewed here, particularly 
those conducted among HIVinfected 
patients with past or current unhealthy 
alcohol use, it is important to consider 
the methodological quality of the work 
(i.e., the potential for bias, design 
limitations, and outcome measures). 
The report by Velasquez and col
leagues (2009) is the only controlled 
study demonstrating a sustained clini
cally significant treatment effect on 
an alcoholspecific outcome, making 
publication bias (i.e., the preferential 
publication of studies that find signif
icant differences) unlikely. 
Regarding their design, most, but 

not all, of these studies met important 
design criteria, such as random allo
cation of participants to treatment 
groups and intentiontotreat analyses6 

in the presentation of results. As with 
all behavioral intervention studies, 
keeping participants in the dark about 
which treatment they receive (i.e., 
blinding of participants to their treat
ment) is not possible. However, both 
Parsons and colleagues (2007) and 
Gilbert and colleagues (2008) utilized 
time and contentequivalent controls 
to allow for the detection of effects 

6 An intentiontotreat analysis is based on the initial treatment 
intent, not on the treatment actually administered. Thus, every 
participant who begins the treatment is considered to be part of 
the trial, whether they finish it or not. This is done to avoid vari
ous misleading artifacts that can arise in a study. For example, if 
participants who have a more serious problem tend to drop out 
at a higher rate, even an ineffective treatment may appear to 
provide benefits if one only compares the condition before and 
after the treatment among participants who finish the treatment 
and ignores participants who were enrolled originally but did not 
finish the treatment. 
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specific to the counseling method 
studied. 
The outcome measures reported 

were not consistent across studies and 
not always meaningful, limiting the 
comparability of study outcomes. For 
example, NaarKing and colleagues 
(2006) used an alcoholspecific mea
sure—the number of drinks per week 
during the week with the maximum 
number of drinks at 3 months—that 
is not widely used and of question
able clinical meaning. Sorensen and 
colleagues (2003) only report a measure 
called the Addiction Severity Index 
Alcohol Composite Score, without 
any explanation or reporting of the 
individual components, complicating 
judgment of its clinical meaning. 
Finally, Samet and colleagues (2005) 
focused on ART adherence as an out
come, yet this study may underesti
mate the effectiveness of the interven
tion because the criteria for eligibility 
to participate in the study did not 
exclude patients with already good 
adherence. Thus, participants with 
good adherence at baseline provided lit
tle opportunity for an intervention to 
reveal a clinically meaningful impact. 

In summary, as of 2009 the med
ical literature on clinical trials focused 
on people with HIV infection and 
unhealthy alcohol use is limited (i.e., 
“drops in a bottle”). Few of these 
studies were able to document 
improved outcomes, and any effects 
observed generally were modest and 
transitory. Based on these findings 
and current knowledge, the following 
questions need to be addressed: 

•	 What are the characteristics of 
interventions that mitigate the 
health consequences of alcohol 
use in HIVinfected people? 

•	 How does the treatment setting 
impact the effectiveness of behavioral 
interventions? 

•	 How can technology best be used 
to extend and enhance intervention 
effects? 

•	 What characteristics of HIV
infected drinkers suggest greater 

challenges when attempting to 
improve clinical outcomes? 

•	 How can individual, network, or 
community interventions in people 
with multiple overlapping prob
lems, including alcohol use, opti
mally reduce unhealthy behaviors? 

•	 How might combined pharma
cotherapy and behavioral therapy be 
utilized to address the spectrum of 
clinical consequences that accom
pany heavy alcohol consumption? 

Obtaining answers to these ques
tions is the key next step in the suc
cessful development of clinical and 
public health interventions to mitigate 
the adverse outcomes from alcohol 
use in HIVinfected patients. ■ 
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Abstract Unprotected heterosexual transactional sex

plays a central role in the spread of HIV in India. Given

alcohol’s association with risky sex in other populations

and alcohol’s role in HIV disease progression, we inves-

tigated patterns of alcohol use in HIV-infected female sex

workers (FSWs) and HIV-infected male clients of FSWs in

Mumbai. Analyses identified factors associated with heavy

alcohol use and evaluated the relationship between alcohol

use and risky sex. We surveyed 211 female and 205 male

individuals; 80/211 FSWs (38%) and 127/205 male clients

(62%) drank alcohol in the last 30 days. Among females,

32 and 11% drank heavily and were alcohol-dependent,

respectively; among males the respective proportions were

44 and 29%. Men’s heavy alcohol use was significantly

associated with inconsistent condom use over the last year

(AOR 2.40, 95% CI 1.21–4.77, P = 0.01); a comparable

association was not seen in women. These findings suggest

a need to address alcohol use both to avoid the medical

complications of its heavy use in this population and to

mitigate inconsistent condom use, the latter issue possibly

requiring gender specific approaches. Such efforts to

reduce drinking will be an important dimension to sec-

ondary HIV prevention in India.

Keywords Alcohol � Transactional sex � HIV �
Female sex workers

Background

In India, unprotected heterosexual transactional sex is a

major risk behavior fueling the HIV epidemic [1]. Among

Indian female sex workers (FSWs), the prevalence of HIV

infection is about 15 times that of the general population

[2]. Identifying factors associated with on-going high-risk

sexual behavior among HIV-infected persons involved in

transactional sex, both FSWs and their clients, is therefore

a crucial component of HIV prevention efforts.

Studies from other countries document associations

between alcohol use and high-risk heterosexual behaviors

among those with and without HIV infection [3–6]. In

India, only a minority of the population drinks any alcohol

(i.e., 2% of women and 32% of men), although it is

becoming more common [7, 8]. A national survey, how-

ever, suggests that FSWs and their male clients are more
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likely than other groups in India to drink [2]. Furthermore,

men who drink alcohol when visiting Indian FSWs engage

in riskier sexual behavior (e.g., unprotected anal sex) and

are more likely to have HIV and other sexually transmitted

infections (STIs) [9]. Heavy alcohol use among HIV-

infected persons has also been associated with increased

risk of HIV disease progression as measured by CD4 cell

count decline and absence of viral suppression [10–12].

These data suggest that interventions to reduce alcohol

use may be an important component of primary HIV pre-

vention efforts in India, but it is not clear whether alcohol

use is common among FSWs and clients who are already

infected with HIV, or whether alcohol plays a role in high-

risk behaviors in this group. Independent of any relation-

ship with risky sex, the medical morbidity due to heavy

alcohol use among HIV-infected persons is another aspect

of potential concern related to this population. Hence in

this study, we survey HIV-infected FSWs and HIV-infec-

ted male clients of FSWs in Mumbai, with an aim of

characterizing alcohol consumption in these groups.

Analyses identified factors associated with heavy drinking

and evaluated the association between alcohol consump-

tion and risky sexual practices.

Methods

Recruitment and Enrollment

The Transactional sex and Alcohol: Justification for a

research initiative (TAJ) research team completed surveys

on HIV-infected FSWs and HIV-infected male clients of

FSWs in Mumbai, India (n = 416) from November 2008

to February 2009. Female participants (n = 211) were

recruited from the ASHA Center, a community based

organization in Mumbai, run by a group of FSWs who

provide support and linkage to care for HIV-infected sex

workers and HIV-infected clients. The ASHA Center is

associated with the HIV Positive People’s Network in

Maharashtra (NMP?), an NGO committed to the treatment

and care of HIV-infected people in India. Male participants

(n = 205) were recruited from ASHA and two other sites

affiliated with NMP?.

HIV-infected outreach workers at the respective agencies

reviewed client lists and selected every fifth individual from

the list to be contacted (by phone or in person) for study

participation. A total of 326 women and 418 men were

contacted for study recruitment, of which 246 (75%) women

and 372 (89%) men came into their respective recruitment

sites. Upon reaching the site, an outreach worker introduced

the participant to gender-concordant research staff trained in

HIV survey research. Two men and two women were

excluded from screening due to intoxication. Of the 244

women and 370 men screened, 216 women and 210 men met

eligibility criteria: 18 years or older; HIV-infected; and

reporting sex trade involvement in the past year (selling sex

for women, purchasing sex for men) and penile–vaginal or

anal sex in the past 30 days. HIV infection was confirmed by

medical records brought by the participants. Of those eli-

gible for the study, 5 women and 5 men did not complete

their interviews and were thus excluded from the analyses,

providing the final sample size of 211 female and 205 male

participants (n = 416).

Human Participants Protections

This study was conducted as a partnership among Boston

Medical Center, Boston University, Population Council,

and NMP?. Procedures for this study were reviewed and

approved by the institutional review boards of Boston

University Medical Campus, Network of Maharashtra by

People Living with HIV/AIDS (NMP?) and the Indian

Council of Medical Research.

Subject Assessment

Participants received a 45 min interviewer-administered

survey in Hindi assessing demographics, alcohol use, sexual

risk behaviors, and health status. Instruments were devel-

oped in English, translated into Hindi and then reviewed by a

study investigator fluent in both languages. Discrepancies

were resolved with consultation with the US investigators.

Participants were also provided with 100 rupees ($2.50) as

compensation for their time in this study.

Demographic and Health Information

Demographic data were collected based on items modified

or taken from the Demographic and Health Survey [8] and

Population Council surveys [13] and included gender, age,

level of education, income, religion, marital status, and

number of children. The survey included questions on the

use of antiretroviral medications, and health status was

assessed using the Hindi language Short-Form 12 Health

Survey Version 2.0 (SF-12) [14], whose summary mea-

sures include the Mental Component Score (MCS) and

Physical Component Score (PCS) [15]. The PCS and MCS

scores have a range from 0 to 100 and were designed to

have a mean score of 50 and a standard deviation of 10 in a

representative sample of the US population [16].

Alcohol Outcomes

The survey included questions on alcohol use in various

contexts in the past 3 months and past year. Daily con-

sumption in the prior 7 days was collected using a
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validated calendar method, the Timeline Follow Back

(TLFB) [17], and was categorized as heavy, moderate, or

abstinent. The ‘‘heavy’’ category was derived from the

National Institute on Alcohol Abuse and Alcoholism defi-

nition of amounts that risk consequences ([14 drinks per

week or [4 drinks on a single occasion for men, and [7

per week or [3 on a single occasion, for women) [18].

Heavy alcohol use (yes vs. no) was the primary outcome

for analyses evaluating predictors of heavy drinking.

Alcohol dependence over the last 12 months was evaluated

using the Composite International Diagnostic Interview

(CIDI) [19]. The survey asked about alcohol use prior to

sexual encounters (e.g., ‘‘In the past 3 months, on how

many occasions did you have a drink containing alcohol

prior to having sex with a paid sex worker?’’) [20].

Sexual Behavior Outcomes

The primary sexual behavior outcome was the number of

unprotected transactional sex encounters in the past

3 months (e.g., ‘‘In the past 3 months, how many times did

you have sex with a client(s)?’’ ‘‘Of the times you had sex

with a client in the past 3 months, how many times did you

use a condom?’’). Secondarily, the survey asked about the

proportion of transactional sex encounters when the

respondent used a condom (e.g. ‘‘In the past year, how

often did you use a condom with a paid female sex part-

ner?’’ ‘‘In the past year, how often did you use a condom

with a client(s)?’’) with the response options of ‘‘always,’’

‘‘usually,’’ ‘‘sometimes,’’ ‘‘rarely,’’ or ‘‘never.’’ The sec-

ondary outcome of interest, derived from this question, was

thus inconsistent condom use (yes vs. no). For this out-

come, all responses other than ‘‘always’’ were categorized

as inconsistent use.

Data Management

Data quality and management involved immediate review

by field staff of survey data following interviews to ensure

accuracy and completion as well as same day review by the

field coordinator. Data entry and verification of consistency

and accuracy utilized SPSS 11.5 software (SPSS Inc.,

Champaign, IL). Double data entry of the survey forms was

performed in India and all discrepancies were reviewed and

reconciled. Data were transmitted via a secure internet data

transfer site to the Boston University School of Public

Health, where further data cleaning and analysis occurred

using SAS version 9.1 (SAS Institute Inc., Cary, NC).

Data Analysis

Identification of Factors Associated with Heavy

Drinking. Heavy drinking over the past week, as measured

by the Timeline Follow Back survey questions, was defined

as the primary outcome. We used an iterative model

building procedure based on logistic regression models to

identify factors associated with this outcome. The follow-

ing factors of interest were evaluated: age, income, reli-

gion, education, marital status, and MCS and PCS from the

SF-12 v2. Age and PCS were modeled using tertiles as the

linearity assumption did not hold in the regression models.

We first fit unadjusted logistic regression models for each

factor of interest. Factors significantly associated with

heavy drinking at a significance level of 0.15 were included

together in a single multivariable model. Factors that were

no longer significant at the 0.15 level in the multivariable

model were removed one at a time. Finally, factors not

significant in unadjusted analyses were included one at a

time in the multivariable model to assess their significance

in the presence of other variables. The final model

was determined using this iterative approach. Prior to

regression modeling, we assessed bivariate correlations

between all independent variables and covariates. To avoid

potential colinearity, no pair of variables with Spearman

correlation coefficient greater than 0.40 was included in the

same model. Although a significance level criterion of 0.15

was used for entry and retention in the model building

process, a two-sided alpha level of 0.05 was used to test

whether a factor was significantly associated with heavy

drinking.

Association between Heavy Drinking and Risky Sexual

Behavior. The distribution of number of unsafe sex acts in

the past 3 months, a count variable, was skewed, with a

considerable proportion of zeros and a long tail. Thus, the

use of models assuming normality was not appropriate.

Therefore, we used Poisson regression models with over-

dispersion to evaluate the association between heavy

drinking and the number of unsafe sex acts in the past

3 months [21].

The Pearson chi-square correction was used to account

for overdispersion in the data. The regression models

controlled for the following potential confounders: age,

income, religion, education, and marital status. The

magnitude of association between heavy drinking and

number of unsafe sex acts was quantified using an inci-

dence rate ratio (IRR). The IRR is the ratio of number of

unsafe sex acts for heavy drinkers compared to those who

were not heavy drinkers, thus the null value of no asso-

ciation for the IRR is equal to 1. The binary outcome

inconsistent condom use was analyzed using multiple

logistic regression models and resulting odds ratios were

reported. These analyses were also controlled for age,

income, religion, education and marital status. All anal-

yses were conducted separately by gender. Analyses were

performed using SAS software (version 9.1; SAS Insti-

tute, Cary, NC).
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Results

Participant Characteristics and Alcohol Use

The demographic characteristics of the participants are

shown in Table 1. In addition, participants reported fre-

quency and quantity of alcohol consumed over the last

30 days and the last week. In the last 30 days, 38% (80/

211; 95% CI 32–45%) of women and 62% (127/205;

55–69%) of men drank on at least one occasion. Among

all FSWs, 32% (95% CI 26–38%) met the study threshold

for a ‘‘heavy’’ drinking in the past week and 11% (23/211;

95% CI 7–15%) met criteria for alcohol dependence.

Among the 80 women who reported any drinking, 84%

(67/80) met the study threshold for a ‘‘heavy’’ level of

drinking; 29% (23/80) met criteria for alcohol depen-

dence. Among the men, 44% (95% CI 37–51%) met

criteria for heavy drinking in the past week and 29%

(59/205; 95% CI 23–36%) met criteria for alcohol

dependence. Among the 127 drinkers, 71% (90/127) met

criteria for heavy drinking and 46% [59/127] met criteria

for alcohol dependence. Seventeen percent of the women

and 40% of the men said they ‘‘always’’ or ‘‘usually’’

drank before having sex with a client/FSW (Table 1).

Condom Use

The FSWs in this study had many more transactional sex

encounters than the male clients, and condoms were used

in a lower proportion of the women’s encounters. Women

reported having had an average of 127 sexual encounters

with clients over the last 3 months, while the men had an

average of three encounters with paid female partners; in

this time period the average number of unprotected sexual

encounters was 15 for women and 0.2 for men. When

asked about transactional sex practices over the last year,

90% of women and 26% of men reported inconsistent

condom use (Table 1).

Demographic and Health Characteristics Associated

with Alcohol Use

For the female sex workers, the final multivariable model

examining predictors of heavy alcohol use revealed that

younger age (AOR 4.69 for youngest tertile [22–28 years]

vs. oldest tertile [32–50 years], 95% CI 2.14–10.30; OR

1.62 for middle tertile [29–31 years] versus oldest tertile

[32–50 years], 95% CI 0.72–3.64, overall P \ 0.01) and

better self-reported physical health as measured by PCS

(AOR 2.43 for highest tertile [42.6–54] versus lowest ter-

tile [24.2–38.4], 95% CI 1.09–5.45; AOR 2.53 for middle

tertile [38.5–42.5] versus lowest tertile [24.2–38.4], 95%

CI 1.14–5.60, P = 0.04) were significantly associated with

heavy alcohol use (Table 2).

For the male clients, none of the demographic or health

measures were significantly associated with heavy alcohol

use in the final multivariable model, though there was a

trend toward a relationship between a lower income (i.e.,

less than the median for the group) and heavy alcohol use

(AOR 1.68, 95% CI 0.95–2.98, P = 0.07) (Table 2).

Relationship Between Alcohol Use and Risky Sexual

Behavior

Among the FSWs, no significant association was observed

between those with heavy alcohol use and the reported

number of unsafe transactional sex encounters over the

past 3 months. The median (25th, 75th percentiles)

number of such encounters was 0 (0, 20) for the heavy

drinkers and 0 (0–11) for those with no heavy alcohol use

(P = 0.37). The percentage who reported inconsistent

condom use over the last year was also similar in both

groups (90% of heavy drinkers and 91% of those who

drank less or not at all). In the multivariable Poisson

regression model (Table 3) heavy alcohol use in the past

week was not associated with more unprotected transac-

tional sex acts compared to those without heavy drinking

(P = 0.58). Among other covariates in the model,

younger age was significantly associated with the number

of unprotected transactional sex encounters (IRR 2.94 for

youngest tertile [22–28 years] vs oldest tertile [32–50

years], 95% CI 1.37–6.37; IRR 1.43 for middle tertile

[29–31 years] vs oldest tertile [32–50 years], 95% CI

0.61–3.34; P = 0.01). We also did not detect an associ-

ation between heavy alcohol use and the secondary out-

come of inconsistent condom use in the past year

(P = 0.59). Based on the multivariable logistic regression

model, being currently unmarried was the only variable

associated with inconsistent condom use (AOR 4.59, 95%

CI 1.20–17.59, P = 0.03) (Table 4).

Heavy alcohol use and age played different roles in the

analytic models for the male clients. Among the male

clients, those with heavy alcohol use reported more

unprotected transactional sex encounters over the last

3 months (IRR 2.75 [0.93–8.19], P = 0.05), an associa-

tion that was borderline statistically significant. In addi-

tion, being in the youngest tertile (20–29 years) was

associated with fewer unprotected sexual encounters over

the last 3 months (IRR 0.14 for youngest tertile

[20–29 years] vs. oldest tertile [36–49 years], 95% CI 0.02–

0.95; IRR 0.04 for middle tertile [30–35 years] vs. oldest

tertile [36–49 years], 95% CI 0.003–0.48, P \ 0.001)

(Table 3). For the secondary outcome inconsistent con-

dom use (Table 4), both heavy drinking (AOR 2.40, 95%

CI 1.21–4.77, P = 0.01) and older age (for youngest
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tertile [20–29 years] vs. oldest tertile [36–49 years], AOR

0.46, 95% CI 0.19–1.11; for the middle tertile [30–35

years] versus oldest tertile [36–49 years], AOR 0.24, 95%

CI 0.11–0.54; P \ 0.01) were significantly associated with

inconsistent condom use.

Discussion

Based on this survey examining key groups in the Indian

AIDS epidemic, alcohol use is widespread among HIV-

infected men and women involved in transactional sex in

Table 1 Characteristics of

HIV-infected FSWs and HIV-

infected male clients in India

a Except where means and

medians are given, as noted
b Of 171 female and 190 male

participants who knew their

CD4 count
c Represent the MCS and PCS,

respectively, from the SF-12 v2.

Score range is 0–100; 50 is the

mean score for both, with 0–49

below average and 51–100

above average
d The number who said they

had had any alcohol in the last

30 days
e Participants were asked how

much they drank in each of the

last 7 days. Hazardous drinking

is defined as [3 drinks in a day

or [7 drinks/week for women

and [4 drinks in a day or [14

drinks/week for men
f Based on the CIDI-SF, which

asks about drinking and

behaviors over the last year

N (%)a

Female sex workers

(n = 211)

Male clients

(n = 205)

Demographic characteristics

Age

Mean (SD) 31 (5) 33 (6)

Religion

Hindu 164 (78) 157 (77)

Muslim 25 (12) 19 (9)

Other 22 (10) 29 (14)

Currently married 20 (9) 76 (37)

Ever had children 83 (39) 100 (49)

Any formal schooling 46 (22) 182 (89)

Caste

Scheduled caste 29 (14) 57 (28)

Scheduled tribe 24 (11) 24 (12)

Other backward caste 103 (49) 53 (26)

None 55 (26) 71 (34)

Monthly income (rupees/month)

Median (range) 3000 (300–10000) 4500 (1500–

20000)

Last CD4 countb

Mean (SD) 384 (273) 294 (161)

Currently on antiretroviral medications 15 (7) 97 (47)

Mental health scorec

Mean (SD) 35 (6.8) 47 (5.9)

Physical health scorec

Mean (SD) 40 (5) 37 (3.4)

Alcohol use

Any alcohol use in last 30 daysd 80 (38) 127 (62)

Heavy alcohol usee 67 (32) 90 (44)

Alcohol dependencef 23 (11) 59 (29)

Drank before transactional sex encounters in last year

Always/Usually 36 (17) 81 (40)

Sometimes/Rarely 52 (25) 56 (27)

Never 122 (58) 67 (33)

Sexual behavior

No sexual encounters, past 3 months 3 (1.4%) 6 (2.9%)

Did not always use condoms in transactional sex encounters

in last year

189 (90) 53 (26)

Number of unprotected transactional sex encounters in last 3 months

Median (range) 0 (0–258) 0 (0–8)

Mean 14.9 0.14
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this country, and this use is commonly excessive. These

findings sharply contrast with societal norms in which

alcohol use is relatively uncommon in India as a whole,

particularly among women. According to the 2005–2006

National Family Health Survey, which assesses behavioral

risks in a nationally representative sample of adults in

India, about 2% of women and 32% of men in India drink

any alcohol [8]. The current data, however, are consistent

with earlier data on the broader population of Indians

involved in transactional sex, who have been found to be

Table 2 Characteristics associated with heavy alcohol use among HIV-infected FSWs and HIV-infected male clients in multivariable analyses

Characteristic Female sex workers Male clients

Adjusted odds ratio (95% CI) P value Adjusted odds ratio (95% CI) P value

Age

Youngest tertilea 4.69 (2.14–10.30) \0.01 0.56 (0.27–1.17) 0.29

Middle tertile 1.62 (0.72–3.64) 0.82 (0.42–1.60)

Oldest tertile Referent Referent

Income

\median number of rupees/month N/Ab N/A 1.68 (0.95–2.98) 0.07

[/=median rupee/month N/A Referent

Education

No formal education 1.91 (0.85–4.26) 0.12 N/A N/A

Formal education Referent N/A

Physical health score

Highest tertilec 2.43 (1.09–5.45) 0.04 N/A N/A

Middle tertile 2.53 (1.14–5.60) N/A

Lowest tertile Referent N/A

a Age tertiles (in years) for women: 22–28, 29–31, and 32–50; for men: 20–29, 30–35, and 36–49
b Items marked ‘‘N/A’’ did not meet criteria for inclusion into the multivariate model (see ‘‘Methods’’)
c Physical health score tertiles for women: 24.2–38.4, 38.5–42.5, and 42.6–54.0

Table 3 Characteristics associated with the number of unprotected transactional sex acts in the last 90 days among HIV-infected

Characteristic Female sex workers Male clients

Adjusted IRRa (95% CI) P value Adjusted IRRa (95% CI) P value

Heavy alcohol use in last 7 days 0.83 (0.44–1.59) 0.58 2.75 (0.93–8.19) 0.05

Age

Youngest tertileb 2.94 (1.37–6.37) 0.01 0.14 (0.02–0.95) \.001

Middle tertile 1.43 (0.61–3.34) 0.04 (.003–0.48)

Oldest tertile Referent Referent

Income

\median rupee/month 1.28 (0.67–2.42) 0.33 1.72 (0.63–4.68) 0.28

[/= median rupee/month Referent Referent

Education

No formal education 0.93 (0.47–1.83) 0.83 1.15 (0.24–5.56) 0.87

Formal education Referent Referent

Marital status

Currently unmarried 0.92 (0.34–2.50) 0.87 0.40 (0.13–1.20) 0.08

Currently married Referent Referent

Religion

Muslim and other 1.71 (0.89–3.26) 0.12 0.89 (0.22–3.60) 0.86

Hindu Referent Referent

a IRR indicates incident rate ratio for number of unsafe paid sexual acts over last 90 days from multivariable Poisson regression model
b Age tertiles for women: 22–28, 29–31, and 32–50 years; tertiles for men: 20–29, 30–35, and 36–49
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more likely to drink than the average Indian. The largest

study to report such data, the National Behavioral Sur-

veillance Study 2006, interviewed 7417 FSWs and 6613

male clients of FSWs without regard to HIV status and

found that 46% of FSWs surveyed across India, and one-

fourth of FSWs surveyed in the state of Maharashtra

(which contains Mumbai) drank alcohol, while three-

quarters of male clients of FSWs in India and two-thirds of

male clients in Maharashtra drank alcohol [2]. That the

prevalence of alcohol consumption in the current study of

HIV-infected FSWs and their HIV-infected male clients

was similar to this national cohort (in which presumably

the majority were not infected with HIV) is consistent with

research from other countries that has shown that heavy

alcohol use is common among those infected with HIV

[22–24].

In addition, a high percentage of participants—11% of

the women and almost one-third of the men—were alco-

hol-dependent. About two-thirds of American adults drink

alcohol, up to one-third of them at heavy levels, but only

4% have alcohol dependence [25–27].

It appears that despite presumably being in poorer

health, no detectable decrease in percentage of persons

drinking alcohol is observed among HIV-infected FSWs or

their HIV-infected male partner compared to the findings in

the FSWs and clients alcohol consumption survey.

For men and women involved in transactional sex,

alcohol may play a variety of roles that could explain its

common use. In particular, female sex workers working in

brothels in Mumbai often offer alcohol to their male clients

[Saggurti N.[Personal communication]. 6 Oct 2009] and

indeed in this study most of the men who drink and a

significant proportion of the women reported doing so in

the setting of transactional sex. The logistic regression

analysis was performed to help illuminate other factors that

may play a role in heavy alcohol use and to reveal possible

avenues to pursue in order to mitigate such consumption.

Among the women, those who were younger and those

who reported greater physical health (represented by higher

PCS scores) had a higher odds of heavy drinking. This

latter finding may reflect the ‘‘sick quitter’’ phenomenon in

which less alcohol use occurs as one becomes too sick to

drink, and thus overall those still drinking appear to reflect

better health [28].

Although no associations were statistically significant, a

notable magnitude of association was observed between

lower income and heavy alcohol use among the men. Other

studies have found that depression, family history, and

personality traits (e.g., antisocial behavior) are related to

heavy drinking among women, factors that we did not

assess [29–32].

We did not detect an association between heavy drink-

ing and unprotected sex among the FSWs; this finding may

have a number of potential explanations. A recent meta-

analysis of 27 studies of people with HIV in North

America, Africa, Europe, and Russia found there to be a

significant association between alcohol consumption (at all

levels) and unprotected sex across the examined data sets

Table 4 Characteristics associated with the outcome of inconsistent condom use over the last year among HIV-infected

Characteristic Female sex workers Male clients

Adjusted odds ratio (95% CI) P value Adjusted odds ratio (95% CI) P value

Heavy alcohol use in last 7 days 0.75 (0.26–2.19) 0.59 2.40 (1.21–4.77) 0.01

Age

Youngest tertilea 2.27 (0.69–7.51) 0.17 0.46 (0.19–1.11) 0.003

Middle tertile 2.97 (0.85–10.41) 0.24 (0.11–0.54)

Oldest tertile Referent Referent

Income

\ median rupee/month 0.35 (0.10–1.17) 0.09 0.76 (0.38–1.51) 0.43

[/= median rupee/month Referent Referent

Education

No formal education 1.82 (0.57–5.82) 0.31 2.17 (0.81–5.79) 0.12

Formal education Referent Referent

Marital status

Currently unmarried 4.59 (1.20–17.59) 0.03 0.77 (0.36–1.65) 0.50

Currently married Referent Referent

Religion

Muslim and others 0.96 (0.31–2.99) 0.94 0.55 (0.22–1.34) 0.19

Hindu Referent Referent

a Age tertiles for women: 22–28, 29–31, and 32–50 years; tertiles for men: 20–29, 30–35, and 36–49
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[5]. However, it is notable that the association in this meta-

analysis was strongest in samples of men only. In the

Indian population we studied, one explanation for the dif-

ference between the men and the women could be that

male clients, rather than the sex workers, may more often

control the final decision about condom use in sexual

encounters, even if, as has been suggested in another study,

the FSW may be more likely to propose condom use [33].

If men do control the final decision, condom use may be

less likely in situations when men drink heavily and

become disinhibited than in situations in which only the

women drink. Alternatively, or in addition, it may be that

the study’s methodology affected its ability to discern a

relationship between heavy drinking and unprotected sex

among the female sex workers. In particular, it is important

to note that this analysis looked globally at the relationship

between alcohol intake and inconsistent condom use and,

given the high proportion of women who did not consis-

tently have safe sex (90%), detecting an association

between the two behaviors would thus be difficult. It is

possible that event-level questions asking about individual

sexual encounters might have allowed detection of an

association between the two behaviors. However, similar

questions to those in this study have detected associations

between alcohol and unprotected sex in other settings, so

the question format alone is unlikely to account entirely for

the lack of association among the women [5]. Also of note,

this analysis looked only at a self-reported high-risk sexual

behavior (i.e., condom use); it is possible that biologic

markers such as sexually transmitted infections, might

reveal an association between alcohol and risky sex [34].

Beyond the issue of the association between alcohol

consumption and increased risk of HIV transmission

among HIV-infected men and women involved in trans-

actional sex in Mumbai, it is important to remain vigilant

about the fact that high levels of alcohol use have impor-

tant health implications for HIV-infected persons. Heavy

drinking is known to confer high risk for a spectrum of

psychological, social, and health problems [27], including

adverse HIV-related health behaviors such as poor anti-

retroviral medication adherence [35, 36], and poor atten-

dance at medical appointments [37, 38]. Heavy alcohol use

among HIV-infected persons has also been associated with

increased risk of medical problems including worse

depressive symptoms [39] and poorer HIV immunological

function (i.e., CD4 cell count decline) [10, 11]. Thus, in

addition to alcohol’s effects on sexual behavior, the heavy

alcohol use found so commonly among the drinkers in this

study may negatively affect their HIV-related health out-

comes, as well as viral suppression and CD4 cell count.

Future research could help define these implications in this

population and illuminate the potential benefits of an

intervention to reduce alcohol use.

Findings from this study demonstrate a need for pro-

grams for those involved in sex work that address alcohol

consumption and condom use. The findings also suggest

that within care systems for HIV-infected Indians, pro-

viders should screen for alcohol problems with subsequent

brief interventions for risky drinkers and link those with

alcohol dependence to alcohol treatment. Venue based

interventions (i.e., interventions in alcohol or sex work

settings) may also be useful to address risky alcohol

behaviors for both FSWs and male clients, regardless of

HIV status, but alone these could be inadequate, as the

majority of men are likely drinking prior to entry into the

venue. Hence, among men, social norm campaigns are

needed to encourage condom use even in social situations

in which both alcohol use and transactional sex occurs.

FSWs, in contrast, may be using alcohol less for social

reasons and more as a means of coping with difficult work

situations, as noted in other studies [40–42]. Thus, inter-

ventions to reduce FSWs’ use of alcohol would require

approaches that alter the working conditions for this pop-

ulation. Nonetheless, it is unclear if such an approach

would additionally impact HIV risk, as current findings

revealed no association between alcohol and condom use

among FSWs.

There are several limitations to this study. First, as

indicated above, it relied on self-reporting of both alcohol

and sexual risk behaviors. Under-reporting of stigmatized

behaviors, resulting in an underestimate of the prevalence

of alcohol use and condom use, could lead to an under-

appreciation of an association between heavy drinking and

unprotected sex. By using trained interviewers rather than

clinical staff, we sought to minimize this phenomenon.

Another limitation is that although when possible we used

standard research tools and instruments previously used in

India, the survey did not exclusively include instruments

validated in Hindi. A third limitation is that the study

surveyed a group of HIV-infected men and women who

were members of an HIV service network. They therefore

may have been more organized or felt more responsible for

their health than other HIV-infected individuals involved in

transactional sex. In addition, these study participants had

already received some HIV prevention education and

health care services, which may have reduced their risky

sexual behavior and potentially the extent of their alcohol

use. If these possibilities were at play during the conduct of

this study, the result again would be an underestimate,

rather than an overestimate, of the alcohol use and risky

sexual behavior among this population. It is noteworthy

that even if this is a ‘‘best case scenario,’’ much remains to

be done to address excessive alcohol use and unsafe sex in

these individuals who are at high risk for transmitting HIV

infection. A fourth limitation is that the major outcomes

for alcohol consumption and condom use had different
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time-frames. The study used ‘‘alcohol consumption over

the last week’’ to define heavy drinking, whereas the two

questions about condom use asked about behavior over the

last 3 months and last year, respectively. Thus, the analysis

of the relationship between heavy drinking and risky sexual

practices relies on the assumption that participants’ drink-

ing over the last week also reflects the alcohol consumption

patterns over the last 3 months and past year. A final

limitation, as noted above, is the use of global-level

questions about alcohol and sexual practices in the survey;

it is possible that more detailed examination of situation-

level or event-level behaviors (e.g., of concurrent drinking

and unprotected sex) might have revealed a stronger

association between alcohol and high-risk sexual behavior.

In summary, the current study makes a novel contribu-

tion by providing a detailed characterization of partici-

pants’ alcohol use, revealing a strikingly high prevalence of

heavy drinking among HIV-infected female sex workers

and their HIV-infected male clients in Mumbai, India,

despite low levels of drinking nationwide. Heavy drinking

by these men appears to be associated with lower rates of

condom use. These findings raise the possibility that efforts

to reduce alcohol use among HIV-infected men who pur-

chase heterosexual sex in India may be an important

component of secondary HIV prevention initiatives. In

addition, given the known effects of heavy alcohol con-

sumption on HIV-related health outcomes, interventions to

reduce drinking among HIV-infected men and women

involved in transactional sex may improve the health of

this vulnerable group in India.
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Pulmonary Vascular Resistance, Collateral Flow, and
Ventricular Function in Patients With a Fontan Circulation

at Rest and During Dobutamine Stress
Boris Schmitt, MD; Paul Steendijk, PhD; Stanislav Ovroutski, MD; Karsten Lunze, MD, MPH;

Pedram Rahmanzadeh, MD; Nizar Maarouf, MD; Peter Ewert, MD;
Felix Berger, MD, PhD; Titus Kuehne, MD, PhD

Background—The role, interplay, and relative importance of the multifactorial hemodynamic and myocardial mechanisms
causing dysfunction of the Fontan circulation remain incompletely understood.

Methods and Results—Using an MRI catheterization technique, we performed a differential analysis of pulmonary
vascular resistance and aortopulmonary collateral blood flow in conjunction with global ventricular pump function,
myocontractility (end-systolic pressure-volume relation), and diastolic compliance (end-diastolic pressure-volume
relation) in 10 patients with a Fontan circulation at rest and during dobutamine stress. Pulmonary and ventricular
pressures were measured invasively and synchronized with velocity-encoded MRI-derived pulmonary and aortic blood
flows and cine MRI-derived ventricular volumes. Pulmonary vascular resistance and end-systolic and end-diastolic
pressure-volume relations were then determined. Aortopulmonary collateral flow was calculated as the difference
between aortic and pulmonary flow. Compared to rest, dobutamine caused a small increase in mean pulmonary pressures
(P�0.05). Collateral flow was significantly augmented (P�0.001) and contributed importantly to an increase in
pulmonary flow (P�0.01). Pulmonary vascular resistance decreased significantly (P�0.01). Dobutamine did not
increase stroke volumes significantly despite slightly enhanced contractility (end-systolic pressure-volume relation).
Active early relaxation (�) was inconspicuous, but the end-diastolic pressure-volume relation shifted upward, indicating
reduced compliance.

Conclusions—In patients with a Fontan circulation, aortopulmonary collateral flow contributes substantially to
enhanced pulmonary flow during stress. Our data indicate that pulmonary vascular response to augmented cardiac
output was adequate, but decreased diastolic compliance was identified as an important component of ventricular
dysfunction. (Circ Cardiovasc Imaging. 2010;3:623-631.)

Key Words: heart defects, congenital � pulmonary heart disease � heart failure � magnetic resonance imaging

Ventricular function and pulmonary vascular resistance
(PVR) are important variables that determine the out-

come of patients with a Fontan circulation. Impaired growth
of the pulmonary arteries failing to match somatic growth
was described in recent studies.1,2 Other authors have re-
ported significant left-to-right shunting through aortopulmo-
nary collaterals.3,4 Both factors may have a direct impact on
the PVR that cannot be measured in the Fontan circulation by
conventional techniques, such as thermodilution or oxymetry.

Clinical Perspective on p 631

In addition to pulmonary vascular factors, heart failure was
identified as an important cause of morbidity, and the
right-type systemic ventricle seems to carry a higher risk for

developing heart failure than the left-type ventricle.5,6 How-
ever, the onset, course, and predominant form of heart failure
vary and remain unpredictable. Systolic dysfunction has been
described, but the role and mechanisms of diastolic dysfunc-
tion are less known.7–10 Diastolic filling is considered to be
impaired due to low preload that by itself is at least partly
controlled by PVR. In addition, ventricular compliance is
likely to be altered because congenital abnormalities as well
as prolonged cyanosis and volume load may have an impact
on the fibrous matrix of the myocardium.7,11

In this study, we performed a differential analysis of PVR
and aortopulmonary collateral blood flow in conjunction with
global ventricular pump function, ventricular contractility,
and diastolic compliance. Measurements were obtained at rest
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and during dobutamine stress using an MRI catheterization
technique. We hypothesized that exposure to dobutamine
stress would have a specific impact on PVR and aortopulmo-
nary collateral flow as well as on systolic and diastolic
ventricular function and, hence, improve our understanding
of cardiovascular pathophysiology in patients with a Fontan
circulation.

Methods
Study Design
The study was conducted in 10 preselected patients with a Fontan
circulation. The patients were experiencing decreasing exercise
capacity at routine follow-up and, thus, were referred to our
institution for cardiac catheterization and MRI to determine ventric-
ular systolic and diastolic function and cardiovascular anatomy. The
exercise capacity assessment was based on New York Heart Asso-
ciation classification and ergometry. Only patients with extracardiac
total cavopulmonary connection that had no fenestration of the
tunnel were included. Exclusion criteria were the presence of
pulmonary artery stenosis, atrioventricular valve insufficiency, arryth-
mias, protein-loss syndrome, thromboembolism, effusion, or edema. In
addition, patients on �-blocker medication were not included because
�-blockers would have affected the impact of dobutamine infusion. All
patients or their guardians gave informed consent for the study, which
was approved by the responsible institutional review board and ethics
committee.

Atrioventricular valvar function and ventricular inflow profiles
(E/A-wave ratio) were evaluated by Doppler echocardiography.
Exercise capacity was quantified by oxygen uptake during ergom-
etry. During catheterization, ventricular pressures were measured
with 4- to 5-F fluid-filled pigtail catheters and pulmonary pressures
with 5-F wedge catheters. Catheters were advanced over a femoral
artery and femoral or cubital vein approach, respectively. At the end
of the study, a 24- to 36-mm sizing balloon was placed at the level
of the tunnel-to-pulmonary artery connection. Patients then were
transferred to the neighboring MRI laboratory, keeping all catheters
in place. Details about the use of the catheters during MRI follow.

MRI Assessment of Blood Flow and PVR
All MRI studies were performed with a 1.5-T scanner, with a
maximum gradient performance of 30 mT/m and slew rate of 150
T/m per second. A 5-element cardiac phased-array coil was used for
signal acquisition. In all patients, MRI was performed without
sedation. Quantitative blood flow was measured using velocity-
encoded (VEC) MRI orthogonal to the dominating flow direction in
the superior and inferior vena cave, left and right pulmonary artery,
and the ascending aorta as reported elsewhere.12–14 In the ascending
aorta, flow was measured just distal to the coronary arteries and the
semilunar valves. In the inferior and superior vena cava, flow was
measured in a segment approximately 5 to 10 mm below or above
their connection to the pulmonary artery. Pulmonary flow was
measured simultaneously with invasive pulmonary pressure. Tech-
nical details for pressure recording follow. All measurements were
performed during free breathing at rest and during continuous
infusion of 10 �g/kg per minute dobutamine. Automated correction
was performed for potential phase errors arising from the concomi-
tant magnetic field. Sequence parameters were TR and TE shortest,
acquired spatial resolution of 2�2�6 mm, 2 numbers of excitation,
phase-encoding velocity of 70 cm/s for venous and pulmonary flow and
150 cm/s for aortic flow, and 35 reconstructed phases per cardiac cycle.

Data analysis was done with View Forum release 6.1 software.
Antegrade and retrograde flows were measured as described
elsewhere.12,15

Aortopulmonary collateral flow (mL) was defined as the differ-
ence between effective antegrade aortic flow and the sum of
antegrade right and left pulmonary blood flow as measured with
VEC MRI in the right and left pulmonary artery.

PVR was the quotient between transpulmonary gradient and
effective antegrade pulmonary flow.16,17 The transpulmonary gradi-
ent was calculated as the difference between mean pulmonary and
ventricular end-diastolic pressures. Total effective pulmonary flow
was defined as the sum of antegrade flow as measured with VEC
MRI in the right and left pulmonary artery plus collateral blood flow.

The Nakata index was calculated as the sum of the cross-sectional
areas of the left and right pulmonary artery divided by body surface
area.18 The areas were obtained from the magnitude images of the
right and left pulmonary VEC MRI measurements.

MRI Assessment of Global Ventricular Function
Ventricular chamber volumes and myocardial mass were determined
from axial stacks of multislice-multiphase steady-state free preces-
sion cine MRI covering the entire heart.12,19,20 Sequence parameters
were TR and TE, 3.4 and 1.7 milliseconds; slice thickness, 6 mm; no
gap; in-plane resolution, 1.9�1.3 mm2; 45 phases per cardiac cycle;
number of averages, 1; and sensitivity encoding reduction factor, 2.
Analysis was done using View Forum release 6.1 software. Biventric-
ular endo- and epicardial borders were manually traced for computing
ventricular volumes and myocardial mass, where the septum was
accounted for as left ventricular mass. Papillary muscles and prominent
right ventricular trabeculation were excluded for volume measurements.
Stroke volume was calculated as the difference between the diastolic
and systolic volumes. Ejection fraction was calculated as the ratio of
stroke volume to end-diastolic volumes.

MRI Assessment of Myocontractile and
Diastolic Function
Parameters of myocontractile and diastolic function were derived
from pressure-volume loops that were measured by an MRI cathe-
terization technique. This MRI method was previously validated in
animal experiments and has been recently described in detail.21

Briefly, ventricular volumes of the single ventricle were acquired
over several cardiac beats with cine MRI. During MRI, invasive
ventricular pressures were measured and averaged. At postprocess-
ing, volumes and pressures were synchronized in time using a trigger
signal. From these measures, a pressure-volume loop under steady-
state conditions was constructed. The end-systolic pressure-volume
relation was estimated from this loop using a single-beat approach as
previously described.22–24 Emax, which is the slope of the end-sys-
tolic pressure-volume relation, was defined as a measure of contrac-
tility and indexed to 100 mg myocardial muscle mass (Emax,i).
Effective arterial elastance (Ea) was calculated as end-systolic
pressure divided by stroke volume. Ventricular-arterial coupling was
determined as the ratio of Emax to Ea.23,25

In a second step, instantaneous blood flows were measured using
real-time VEC MRI in the ascending aorta just distal to the orifices
of the coronary arteries.13,21 The sequence parameters were TR and
TE, 23 and 6.5 milliseconds; matrix, 128�256; field of view,
400 mm; slice thickness, 8 mm; encoding velocity, 150 cm/s;
sensitivity encoding reduction factor, 3; half-scan factor, 0.6; and
echo planar imaging factor, 41. The scan time was 31 milliseconds
for the acquisition of 1 phase-contrast image. During flow measure-
ments, ventricular preload was reduced by transient balloon occlu-
sion of the vena cava. The balloon was inflated with isotonic saline
solution. For each unloaded beat, we determined ventricular chamber
volumes and synchronized them with ventricular pressures to gen-
erate a set of pressure-volume loops, as previously described.21 The
absolute end-diastolic volumes were determined by matching the
VEC MRI-derived volumes with the intercept of the end-systolic
pressure-volume relation. The resulting end-diastolic pressure-
volume points were used to determine the end-diastolic pressure-
volume relation. The stiffness constant ß, a load-independent mea-
sure of ventricular compliance, was calculated from the end-diastolic
pressure-volume relation with an exponential regression as follows:
EDP�Aeß�EDV, where EDP indicates end-diastolic pressure; EDV,
end-diastolic volume; and A, curve-fitting constant. ß was indexed to
ventricular volumes to create a dimensionless index (ß, i). From
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pressure measurements, we derived relaxation time constant � as a
parameter of early diastolic relaxation.

Pressure Recordings and Catheter Visualization
During MRI
The fluid-filled catheters were connected to pressure transducers,
and pressures were amplified, recorded, and analyzed with Ponemah
software. An additional pressure transducer was positioned within
the bore of the scanner to obtain a trigger signal for synchronizing
measured pressures with cine and VEC MRI-derived ventricular and
blood flow volumes.21 The position of the catheters was visualized
on cine MRI images (Figure 1). Appropriate inflation of the balloon
catheter with saline solution was confirmed on interactive real-time
MRI (Figure 1).26

Statistical Analysis
Measurements at rest and during dobutamine stress were analyzed
with paired Student t test and Bonferroni-Holm correction for
multiple comparisons of 20 parameters. Data are expressed as
mean�SD. The correlation was determined among ventricular vol-
umes, cardiac index, and aortopulmonary collateral flow. In addition,
correlation was determined among measurements of collateral flow,
PVR, and ergometry-derived parameters of functional capacity. The
agreement between pulmonary and caval flow volumes was assessed
using the Bland-Altman test.

Results
General Characteristics
We investigated 10 patients with a Fontan circulation (5 each
with a right- and left-type single ventricle). Eight patients

were white, and 2 were of Arabic ethnicity. All patients were
compliant to the study. The duration of dobutamine exposure
ranged from 15 to 25 minutes. There were no side effects to
dobutamine. Due to the length of the study protocol, flow
measurements in the inferior and superior vena cava were not
performed in 2 patients at rest and in 4 patients during
dobutamine stress.

All patients were New York Heart Association class I to II.
Ergometry showed decreased functional capacity compared to
published reference levels (Table 1).27 Angiograms revealed no
obstruction within the Fontan circulation and either no or only
visibly small venovenous or aortopulmonary collaterals. Oxygen
saturation at rest ranged from 91% to 97% and did not decrease
significantly during dobutamine stress.

There were no statistically significant differences between
parameters as measured for the left- versus right-type single
ventricle. This finding also comprises the functional param-
eters as given in the next sections.

Blood Flow and PVR
The Nakata index of the pulmonary arteries was 150�45 mm2/m2

and, thus, substantially below published reference values of
healthy controls.1,18 Quantitative flow volumes measured in the
inferior and superior vena cava were similar to those measured
in the left and right pulmonary artery, and they all increased
during dobutamine stress (P�0.05) (Table 2). In all patients,

Figure 1. A, Cine MRI of catheters as
used for ventricular pressure measure-
ments. B, Cine MRI of pulmonary pres-
sure measurement. The catheters are
visible due to small local signal voids
(arrows). C, An interactive real-time MRI
of a balloon catheter in the inferior vena
cava during inflation with isotonic saline
solution. D, Illustration of the position of
the catheters in the pulmonary artery,
the single ventricle, and the inferior vena
cava.

Table 1. Patient Characteristics

Systemic
Ventricle Age, y

Body
Weight, kg BSI, m2

Myocardial
MM, g NYHA VO2max, mL/min/kg

VE/VCO2

Slope

Patient no. and leading condition

1. Mitral atresia, TGA RV 14 24 0.9 44 I 21.8 47

2. Tricuspid atresia LV 16 27 1.0 61 I 22.4 36

3. Pulmonary atresia LV 40 59 1.6 101 I 20.5 27

4. Unbalanced AV canal LV 14 29 1.1 56 I 15.1 40

5. Tricuspid atresia, TGA LV 39 69 1.9 103 II 16.9 28

6. DILV, TGA RV 13 29 1.0 54 I 18 30

7. Univentricular heart RV 26 86 1.9 97 I 21.6 29

8. Tricuspid atresia LV 21 57 1.6 55 II 22.2 28

9. DORV, TGA RV 18 39 1.3 76 II 20.1 34

10. DORV, heterotaxia RV 18 56 1.5 88 I 14.9 33

Mean�SD 22�10 48�20 1.4�0.4 73�21 19.4�2.9 33.3�6.3

AV indicates atrioventricular; BSI, body surface index; DILV, double inlet left ventricle; DORV, double outlet right ventricle; LV, left ventricle; MM,
muscle mass; NYHA, New York Heart Association; RV, right ventricle; TGA, transposition of the great arteries; VE/VCO2 slope, minute ventilation to
carbon dioxide production relationship; VO2max, peak oxygen uptake.
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there was only trivial retrograde flow in the pulmonary arteries
both at rest and during stress (Figure 2). The Bland-Altman
analysis showed good agreement between flow measurements
obtained in the vena cava and the pulmonary arteries (Figure 3).
During augmented pulmonary flow, mean pulmonary artery
pressure and transpulmonary pressure gradient only changed
slightly, and consequently, vascular resistance was decreased

(Table 3). Blood flow volumes were significantly larger when
measured in the aorta than when measured in the pulmonary
arteries, and compared to rest, this difference increased during
stress (Table 2). Thus, the calculated collateral blood flow
increased significantly during dobutamine stress (P�0.01).
There was no significant correlation between collateral blood
flow and ventricular end-diastolic volumes (at rest, r��0.072;

Table 2. Blood Flow Volumes

SVC�IVC, L/min/m2 LPA�RPA, L/min/m2 Aorta, L/min/m2 APC, L/min/m2
APC Contribution

to Qp, %

Rest Dobu Rest Dobu Rest Dobu Rest Dobu Rest Dobu

Patient no.

1 … … 1.9 2.6 2.1 3.2 0.2 0.6 13.3 24.2

2 1.4 … 1.3 2.1 1.4 2.8 0.1 0.7 8.5 33.3

3 … … 2.8 5.3 3.4 6.7 0.6 1.4 21.7 26.6

4 3.0 4.4 2.8 4.0 3.2 5.6 0.4 1.5 14.4 37.5

5 2.0 2.6 2.1 2.6 2.3 3.3 0.3 0.7 13.4 26.8

6 1.9 3.3 1.7 3.1 1.9 3.4 0.2 0.3 12.0 8.1

7 1.5 2.4 1.5 2.3 1.6 2.7 0.2 0.4 10.3 19.4

8 1.9 2.3 1.7 1.9 1.9 2.6 0.2 0.6 12.6 33.6

9 1.8 … 2.0 3.4 2.2 4.0 0.2 0.6 9.7 17.6

10 1.8 3.1 2.0 3.2 2.3 4.1 0.3 0.9 14.7 28.7

Mean�SD 1.9�0.4 3.0�0.7 2.0�0.5 3.1�1.0 2.2�0.6 3.8�1.3 0.3�0.1 0.8�0.4 13.1�3.5 25.6�8.3

P 0.0022* 0.0004* 0.0001* 0.0004* 0.0015*

P values were adjusted by Bonferroni-Holm correction for multiple comparisons. Uncorrected P values were derived from paired Student t tests
for differences between rest and dobutamine. APC indicates aortopulmonary collateral; Dobu, dobutamine; IVC, inferior vena cava; LPA, left pulmonary
artery; Qp, pulmonary blood flow; RPA, right pulmonary artery; SVC, superior vena cava.

*Significant differences after Bonferroni-Holm correction.

Figure 2. Representative flow volumes and pressures of a patient with Fontan measured at rest and during dobutamine stress. The
pulmonary flow is shown as the sum of the flow measured in the left and right pulmonary artery. For illustration purposes, data mea-
sured at 2 different heart rates (rest and dobutamine stress) were scaled to 35 heart phases.
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during dobutamine stress, r��0.062) or between collateral
blood flow and cardiac index (at rest, r��0.072; during
dobutamine stress, r��0.062). However, there were statisti-
cally significant inverse correlations between collateral blood
flow (aortopulmonary collateral) and both PVR (r��0.6;
P�0.03) and ergometry-derived peak oxygen uptake
(r��0.7; P�0.01). Blood flow patterns in the pulmonary
arteries were similar at rest and during dobutamine stress
(Figure 2). In concordance with other reports, the profiles
showed some degree of interindividual variability.28,29

Global Pump Function
During dobutamine stress, heart rate and cardiac output in-
creased significantly, but stroke volume did not (Tables 4 and 5).
Differences in ejection fraction just fell short of being significant
when using Bonferroni-Holm adjustments for multiple compar-
isons (P�0.009) (Table 5).

Myocontractile and Diastolic Function
During dobutamine stress, there was an increase of Emax,i
that was not significant when adjusting for multiple compar-
isons (P�0.026) (Table 4). Efficiency of ventricular-arterial
coupling did not improve during dobutamine stress due to a
concomitant increase in Ea.25 By echocardiography, the
E/A-wave ratio was above 0.7 in all patients. During MRI
catheterization at rest, the relaxation time constant � was at
published reference levels for healthy controls and shortened
significantly during dobutamine stress (Table 4). At the same
time, there was a decrease of end-diastolic volumes (Figure 4
and Table 5). End-diastolic pressure increased slightly but not
significantly. There were no significant changes of the
stiffness constant ß, but the pressure-volume loops shifted
toward the left in the pressure-volume diagram in all patients
(Figure 4 and Table 4).

Discussion
A progressive decrease of exercise capacity is commonly
observed in patients with Fontan circulation, and at late
follow-up, heart failure contributes importantly to morbidity.5

The pathophysiologic causes for heart failure seem to be
multifactorial. In this study, MRI catheterization was used at
rest and during dobutamine stress to obtain information about
PVR, global ventricular pump function, myocardial contrac-
tility, and diastolic function. The major findings are that
left-to-right shunt through aortopulmonary collaterals in-
creased during dobutamine stress, but PVR decreased. In
addition, during stress, the single ventricle had signs for
abnormal diastolic compliance.

Blood Flow and PVR
Several authors reported a diminished growth of the pulmonary
arteries despite somatic growth and assumed that this might have
an impact on PVR.1,2 However, only sparse data are available

Figure 3. Bland-Altman plot of pulmonary and caval blood flow
volumes (mL) for measurements obtained at rest and during do-
butamine stress.

Table 3. Ventricular Pressures and Pulmonary Pressures and Resistance

Ventricular Pressures Pulmonary Pressures and Resistance

EDP, mm Hg ESP, mm Hg Mean PAP, mm Hg TPG, mm Hg PVR, Wood Units/BSI

Rest Dobu Rest Dobu Rest Dobu Rest Dobu Rest Dobu

Patient no.

1 2.2 4.1 90.0 110.0 9.7 11.7 7.5 7.6 3.6 2.4

2 6.0 8.2 98.0 104.0 10.6 12.8 4.6 4.6 3.2 1.7

3 7.7 7.9 82.1 101.0 11.3 12.9 3.6 4.2 1.0 0.6

4 4.6 5.6 80.0 97.0 9.0 13.3 4.4 7.7 1.4 1.4

5 4.0 6.2 105.0 103.0 10.1 11.7 6.1 5.5 2.6 1.7

6 5.8 5.9 91.6 85.0 10.0 13.2 4.2 6.4 2.2 1.9

7 5.5 8.3 78.0 97.0 12.7 12.9 7.2 4.3 4.5 1.6

8 5.6 7.1 96.0 111.0 12.2 13.3 6.6 5.8 3.5 2.3

9 6.3 7.0 91.0 117.0 12.5 12.0 6.2 5.0 2.9 1.2

10 8.3 9.0 93.1 119.0 12.4 12.9 4.1 3.5 1.8 0.8

Mean�SD 5.6�1.7 6.9�1.4 90.5�8.0 104.4�9.7 11.1�1.3 12.7�0.6 5.5�1.3 5.5�1.4 2.7�1.0 1.6�0.5

P 0.084 0.0034* 0.0057* 0.986 0.0022*

P values were adjusted by Bonferroni-Holm correction for multiple comparisons. Uncorrected P values were derived from paired Student t tests
for differences between rest and dobutamine. BSI indicates body surface index; EDP, end-diastolic pressure; ESP, end-systolic pressure; PAP,
pulmonary arterial pressure; TPG, transpulmonary gradient.

*Significant differences after Bonferroni-Holm correction.
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about the functional status of the pulmonary arteries at rest and
during stress partly because vascular properties like PVR cannot
be evaluated using conventional techniques, such as thermodi-
lution or the Fick method, in patients with a Fontan circulation.
In the present setting, MRI catheterization is a unique tool that
combines invasive pressures and VEC MRI-derived flow data
that also account for collateral aortopulmonary blood flow.3,16,28

For reliable assessment of the PVR in the Fontan circulation,
which is very susceptible to changes in volume load, pulmonary
pressures and blood flow were measured in our study simulta-
neously but not sequentially.

The MRI method used in this study for measuring collateral
blood flow was adopted from the work published by Grosse-

Wortmann et al3 and Whitehead et al.14 In these studies,
collateral flow was estimated by 2 approaches. Simplified,
collateral flow was defined as the differences between flow
volumes measured in the ascending aorta and the 4 pulmonary
veins or, alternatively, as the difference between flow volumes
in the ascending aorta and the systemic venous return. The latter
was determined in the descending aorta3 or the inferior and
superior vena cava.14 In both studies, the different methods had
overall good agreement. In the present study, we modified the
approach of Whitehead and colleagues slightly by directly
measuring pulmonary arterial flow instead of caval flow. Com-
paring pulmonary with caval flow volumes showed good agree-
ment (Figure 3).

Table 4. Pulmonary Function

Heart Rate, bpm
Contractility Emax,
mm Hg/mL/100 g Coupling Emax/Ea

Diastolic Compliance ß,
1/mL/100 mL EDV

Early Diastolic
Relaxation �

Rest Dobu Rest Dobu Rest Dobu Rest Dobu Rest Dobu

Patient no.

1 83 149 1.5 2.6 0.4 0.5 0.7 0.5 48.2 28.4

2 107 143 1.9 3.2 0.3 0.3 1.2 0.9 27.3 25.0

3 76 134 3.1 4.6 0.6 0.5 1.8 2.1 31.5 25.3

4 89 136 2.3 4.2 0.7 0.4 1.4 1.3 33.8 22.6

5 73 87 3.4 3.5 0.7 0.7 0.9 1.4 32.4 27.5

6 52 87 3.6 4.8 0.8 0.5 1.1 1.0 40.1 36.0

7 98 142 4.0 4.2 0.6 0.6 1.6 1.7 23.5 18.0

8 91 113 4.1 5.5 0.8 0.9 1.2 1.3 49.2 23.0

9 81 129 3.5 3.9 0.2 0.2 1.8 1.9 57.6 43.0

10 88 141 4.2 6.8 0.9 0.8 1.7 1.8 23.1 15.0

Mean�SD 84�14 126.1�21.6 3.2�0.9 4.3�1.1 0.6�0.2 0.5�0.2 1.3�0.4 1.4�0.5 36.7�11.1 26.4�7.8

P 0.00002* 0.0264 0.2171 0.5212 0.0023*

P values were adjusted by Bonferroni-Holm correction for multiple comparisons. Uncorrected P values were derived from paired Student t tests
for differences between rest and dobutamine. ß indicates stiffness constant indexed to 100 mL of end-diastolic volume; Dobu, dobutamine.

*Significant differences after Bonferroni-Holm correction.

Table 5. Ventricular Volumes

EDV, mL/m2 ESV, mL/m2 SV, mL/m2 EF, %
Cardiac Index,

L/min/m2

Rest Dobu Rest Dobu Rest Dobu Rest Dobu Rest Dobu

Patient no.

1 86.4 77.8 49.5 48.7 36.9 29.1 42.7 37.4 2.9 2.9

2 83.9 77.2 48.2 41.5 35.7 35.7 42.5 46.3 3.8 5.1

3 72.3 66.1 49.4 43.3 22.9 22.9 31.6 34.6 1.7 3.1

4 45.3 36.3 22.3 13.4 23.0 22.9 50.7 63.1 2.0 3.1

5 77.9 69.3 53.3 43.7 24.5 25.6 31.5 36.9 1.8 2.2

6 46.3 37.6 20.1 12.9 26.3 24.6 56.7 65.6 1.4 2.1

7 38.0 38.2 19.5 9.2 18.5 22.6 48.6 71.0 1.8 3.2

8 71.5 61.7 43.4 31.2 28.1 30.5 39.3 49.5 2.6 3.5

9 89.9 71.5 54.1 40.0 28.0 31.5 39.8 44.1 2.3 4.1

10 48.6 43.8 25.7 18.0 22.9 25.9 47.1 59.0 2.0 3.6

Mean�SD 66�18.5 57.9�16.2 38.6�14 30.2�14.5 26.7�5.5 27.1�4.2 43.1�7.6 50.7�12.4 2.2�0.7 3.3�0.8

P 0.0004* 0.0001* 0.6877 0.0092 0.0002*

P values were adjusted by Bonferroni-Holm correction for multiple comparisons. Uncorrected P values were derived from paired Student t tests
for differences between rest and dobutamine. Dobu indicates dobutamine; EDV, end-diastolic volume; EF, ejection fraction; ESV, end-systolic volume;
SV, stroke volume.

*Significant differences after Bonferroni-Holm correction.
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In concordance with the studies by Whitehead et al14 and
Grosse-Wortmann et al,3 we noted an important contribution
of aortopulmonary collateral flow to total effective pulmo-
nary blood flow. The latter is considered being the amount of
blood that passes through the pulmonary arteriole level, thus
the sum of antegrade pulmonary and collateral flow. Recir-
culating blood through collaterals contributed about 13% to
the total effective pulmonary flow at rest, and this percentage
increased substantially to �25% during dobutamine stress.
Interestingly, there was statistically significant inverse corre-
lation between the amount of collateral flow and peak oxygen
uptake during ergometry. Collateral flow also correlated
inversely with PVR, but the relatively small sample size in
the present study limits the clinical interpretation of this
finding. This issue must be addressed systematically in future
research.

In the studied patients, PVR at rest was slightly above
published control values, which were determined in a previous
study using the same MRI catheterization method.16 During
dobutamine stress, mean pulmonary pressures increased, but
transpulmonary gradient did not, and thus, PVR decreased in the
presence of augmented pulmonary throughput. PVR generally is
considered a valid indicator of structural changes at the small
resistive pulmonary arteriole level. Hence, we concluded that in
the studied patients, there is at least a partially functioning
pulmonary vasculature regulation to variation in pulmonary
perfusion. However, one must keep in mind when interpreting
these data that dobutamine was shown to increase pulmonary
blood flow, but it does not affect the pulmonary vascular
tone.30,31 In addition, Hjortdal and colleagues32 demonstrated
that in patients with a Fontan circulation with total cavopulmo-
nary connection, blood flow through the lung is driven by
cardiac, respiratory, and peripheral muscular mechanisms. The
relative contributions of these pumping mechanisms are influ-
enced by many factors that include cardiac performance, phys-
ical exercise, body position, and respiratory patterns. These
different mechanisms cannot be realistically simulated in the
MRI environment.

Global Ventricular, Myocontractile, and
Diastolic Function
Similar to earlier studies, we noted no substantial stroke volume
augmentation under dobutamine stress in the patients with a
Fontan circulation.10,33 Myocardial contractility increased only
slightly and not significantly during inotropic stimulation, and
thus, the increase in cardiac output was mainly regulated by
heart rate. This finding, again, is in line with earlier studies.33 In
conjunction with slightly improved parameters of contractility,
end-systolic volumes decreased adequately, suggesting that sys-
tolic dysfunction is not the predominant cause of the abnormal
response to stress. At the same time, end-diastolic volumes
decreased, again similar to previous observations, and Emax/Ea,
a parameter for the efficiency of ventriculoarterial coupling,
remained at a low level.10,23 These findings suggest an abnormal
diastolic function of the single ventricle during dobutamine
stress. In Fontan, diastolic filling is thought to be affected by a
limited preload reserve because there is no subpulmonary
ventricle actively pumping an appropriate amount of blood
through the pulmonary system.6,10,32 One also might speculate
that in the presence of diminished preload recruitment, diastolic
dysfunction is induced because the ventricle is not trained to be
fully loaded. From elderly patients with atrial-septal defect, it is
known that chronic underloading can lead to a small and stiff left
ventricle.34 In these patients, pharmacological priming before
defect closure mostly improved diastolic function. On the
contrary, recirculating blood through aortopulmonary collaterals
contributes increasingly to ventricular filling under stress and,
thus, would attenuate a deficient preload reserve. Other authors
even discussed that collateral flow can impose a volume load on
the single ventricle.3,35,36 Overall, one should consider the
important individual variations in the presence of collaterals and
the resulting amount of collateral flow.37

In the present study, active early diastolic relaxation appeared
to be normal, as indicated by a decrease of � during dobutamine
stress.38 However, there was evidence of abnormal diastolic
compliance. During dobutamine stress, the stiffness constant ß
remained at similar levels as measured at rest, but the end-dia-
stolic pressure-volume relation shifted toward the upper-left in

Figure 4. Pressure-volume loops (left) and end-diastolic pressure-volume points with regression line (right) in a representative patient at
rest and during dobutamine stress. Note the left shift of the loops and end-diastolic pressure-volume points during dobutamine stress.
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the pressure-volume diagram. Such a shift of the end-diastolic
pressure-volume relation was not observed in recent studies that
were performed in healthy pig left and right ventricles.21,39 In
addition, these studies showed that dobutamine has no major
impact on the stiffness constant ß. It seems that chamber
properties for filling do not improve during dobutamine stress;
rather, filling must be accomplished in a system with increased
stiffness. In the present study, we exposed the patients to
moderate dobutamine stress that caused no substantial increase
in end-diastolic pressures. In more severe stress situations,
diastolic dysfunction might unmask even further, which could
go along with more increased end-diastolic pressures. An abnor-
mal ventricular stiffness could be explained by several reasons.
The geometry of the single ventricle has a direct impact on its
mechanical pump function and, thus, on its systolic and diastolic
properties.40 In addition, prolonged cyanosis and volume load
during infancy are thought to induce myocardial fibrosis.6,41 Finally,
histopathologic studies in tricuspid atresia showed abnormal forma-
tion and arrangement of the fibrous matrix and the aggregation of
myocyte chains.11 Thus, the potential causes for the development of
heart and pulmonary vascular dysfunction are multifactorial, as are
the resulting forms of dysfunction, implying that it is essential to
investigate these patients with methods that give a differential
insight into the predominant form of failure that, in turn, will allow
optimizing treatment concepts.

In summary, the findings of this study indicate that during
dobutamine stress, blood flow through aortopulmonary collater-
als contributes progressively to pulmonary perfusion. The pulmo-
nary arteries had an abnormal growth index, but vascular regulation
appeared to be unsuspicious. PVR decreased during stress and, thus,
did not contribute to impaired diastolic filling in the patients studied.
In contrast, we noted in the presence of normal early relaxation
alteration of ventricular compliance during stress.

Limitations
There is no established animal model for studying the Fontan
circulation. Additionally, extrapolating findings from healthy
human controls to a univentricular physiology must be made
with great care. Therefore, this patient study has a descriptive
nature, and findings must be related to parameters that were
obtained in other research. Care must be taken when comparing
changes of ventricular and pulmonary vascular function induced
by physical exercise with dobutamine stress.30,32,42,43 Therefore,
it would be inappropriate to directly translate our findings to
exercise conditions. In addition, heart rate effects must be
considered when interpreting our data of diastolic compliance.
Collateral flow through intrapulmonary shunts and venovenous
collaterals was not determined in our study. However, arterial
oxygen saturation did not decrease significantly during stress,
and thus, one can assume that flow through these types of shunts
was relatively constant during the study protocol. Measuring
blood flow in all 4 pulmonary veins would have allowed
quantifying the amount of venovenous and intrapulmonary flow
but at the expense of a substantially lengthened protocol that was
judged too demanding. In general, VEC phase-contrast MRI
flow sequences must be used with great care when measuring
quantitative flow.

Finally, there is a broad range of varieties in Fontan regarding
anatomic conditions and the onset and time course of cardiovas-

cular dysfunction. Therefore, one cannot extrapolate our data of
preselected patients to other forms of Fontan. However, the
method used in this study allows differentiation among pulmo-
nary, systolic, and diastolic dysfunction, which will potentially
improve the planning of individual treatment strategies.
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CLINICAL PERSPECTIVE
The pathophysiologic causes for failure of the Fontan circulation are multifactorial. Therefore, diagnostic tools are
warranted that permit a differential analysis of ventricular and pulmonary vascular function. In this study, an MRI
catheterization technique that enables simultaneous pressure and volume measurement in the single ventricle was used.
From these measurements, parameters of global pump, myocontractile, and diastolic function can be derived. In addition,
MRI catheterization allows determination of aortopulmonary collateral flow in conjunction with pulmonary vascular
resistance. We found that pharmacological stress by dobutamine improved contractility, although without substantial
augmentation of stroke volumes. At the same time, the single ventricle showed signs of abnormal diastolic performance.
In the absence of a subpulmonary ventricle, these findings should be seen in the light of pulmonary vascular function. In
the studied patients, blood flow through aortopulmonary collaterals contributed substantially to the total pulmonary blood
flow. In addition, its proportion increased during stress. However, augmented total pulmonary blood flow was not
associated with increased pulmonary vascular resistance, implying that resistance did not contribute to a limited preload
reserve and, thus, impaired diastolic filling of the systemic ventricle. The method described in this study provides detailed
and differential information of the cardiovascular function in Fontan, which will potentially improve the planning of
individual treatment strategies. The findings of this descriptive study of preselected patients require further study in larger
groups of patients with different types of Fontan circulation.
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A dearth of literature exists on barriers to conducting research with Black male victims of community
violence, despite the need for evidence-based postinjury interventions. This study used qualitative data
from a cross-sectional interview study (n � 16) and a pilot intervention study (n � 11) conducted in
Boston, MA to identify challenges and facilitators to conducting research with Black male victims of
community violence, particularly with regard to recruitment and maintenance of a study sample.
Qualitative methods, including Grounded Theory and ethnography, were used to analyze the data.
Challenges included a fear of police involvement, an impression of “snitching” when disclosing personal
information, mistrust of research motives, suspicion of the informed consent process, the emotional
impact of the trauma itself, and logistical issues. Facilitators to research included monetary incentives and
motivation to help oneself and others. Participant recommendations on recruitment methods relating to
approach and timing are provided. Findings from this study may assist in the planning of research studies
for Black male victims of community violence.

Keywords: African American, qualitative research, community violence, research participation

Morbidity and mortality from stabbing and shooting violence
disproportionately affects young Black males. In 2006, the firearm
homicide rate for Black males ages 18–25 was 100.4 per 100,000
persons, more than five times higher than the rate for any other
group (National Center for Injury Prevention and Control, 2005).
Despite potential for social, behavioral, and other hospital-based

interventions to improve the treatment received by Black male
victims of community violence, relatively few studies have been
conducted in these settings (Becker, Hall, Ursic, Jain, & Calhoun,
2004; Cooper, Eslinger, Nash, al-Zawahri, & Stolley, 2000; Coo-
per, Eslinger, & Stolley, 2006; Zun, Downey, & Rosen, 2006).
Moreover, little research is available to describe the specific bar-
riers and facilitators to research participation in this population.

Two bodies of literature can help to inform this research gap.
The first addresses conducting research with African Americans.
This topic has been examined in a variety of samples, including
cancer patients, general medical patients, and community mem-
bers. Studies cite a lack of trust in medical research, particularly
stemming from the Tuskegee Study, as a central barrier to con-
ducting research with African Americans (Corbie-Smith, Thomas,
Williams, & Moody-Ayers, 1999; McCallum, Arekere, Green,
Katz, & Rivers, 2006; Rajakumar, Thomas, & Musa, 2009; Shav-
ers, Lynch, & Burmeister, 2002). Other barriers include the belief
that minorities have more risks in medical research, fear of risks to
participating, inconvenience, perceived physician dishonesty, lack
of perceived need for research, belief that African Americans
would not benefit from any advancements a study may bring, fear
of worsening health that may result in participation, and confusion
of the purpose and meaning of informed consent (Corbie-Smith,
Thomas, & St. George, 2002; Corbie-Smith et al., 91999; Dunlop,
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Graham, Leroy, Glanz, & Dunlop, 2007; Shavers, Lynch, & Bur-
meister, 2002).

By contrast, there is much less published work on the second
body of literature, barriers to research participation among com-
munity violence survivors. A study of a pharmacological interven-
tion in acute trauma patients, including victims of violence as well
as survivors of motor vehicle crashes and other accidents, showed
difficulties enrolling trauma patients from the hospital; of the 569
accessible and potentially eligible patients, only 48 (8%) enrolled
(Stein, Kerridge, Dimsdale, & Hoyt, 2007). The reasons for this
difficulty in enrollment have not been explored, although informal
discussions with patients by Stein and colleagues revealed several
possible explanations, such as patients not wanting to participate in
anything that may delay their discharge from the hospital and
denial of possible mental health outcomes from a traumatic event
(Stein et al., 2007). In a randomized controlled trial of victims of
violent crime, only 243 (11.2%) of the 2161 patients responded to
a letter sent by the study team (Rose, Brewin, Andrews, & Kirk,
1999). Investigators in that study felt that patients’ unwillingness
to share their experience of victimization with strangers may have
played a large role in this low response rate.

Although these studies suggest issues that may be important
when designing studies for Black male victims of violence, re-
search is needed to examine whether there are unique barriers not
previously identified, and how much previously identified issues
impact research participation among victims of violence. To ad-
dress these research gaps, we culled data from two studies to
identify the challenges and facilitators to conducting interview and
intervention studies with Black male victims of community vio-
lence. One was a cross-sectional qualitative study on interactions
with health care after injury. The other study was a pilot interven-
tion to link Black male victims of community violence to cultur-
ally appropriate mental health and primary care.

Methods

Participants

Participants from the cross-sectional study were recruited via
flyers posted in community settings around Boston, MA through
word of mouth from other participants, and via online posting
(boston.craigslist.org). Interested people were screened for eligi-
bility criteria, which included male gender, age 18–40 years, and
history of a gunshot or stab wound injury for which they sought
medical care. Although Black race was not an eligibility criterion,
all participants who completed the study self-identified as Black.
Thus, participants for the cross-sectional study included 16 Black
males with a median age of 31 years (range 25–38). Three were
victims of gunshot, five of stab wounds, and eight were victims of
both injuries. The median length of time since the most recent
injury was 5.5 years (range 4 months to 20.1 year). Eligible
participants provided written informed consent. At interview com-
pletion, they received $25 compensation and a referral list for local
mental health and substance use treatment centers.

The second study was a pilot intervention that linked partici-
pants to primary care and provided a five-session problem-solving
counseling program. Participants in the intervention study were
recruited through a violence intervention advocacy program of an
urban academic medical center with the largest Level 1 trauma

center in New England. Eligibility criteria included gunshot or stab
wound that was treated via the Emergency Department in the prior
2 years, age �18 years, self-identified Black race, male sex,
English language fluency, plans to stay in the area for the next 6
months, two forms of contact, and use of an illicit substance or
hazardous amounts of alcohol in the prior month. Those who
suffered a traumatic brain injury were excluded because of the
need for participants to be able to engage in the counseling
program. Participants for the intervention included 11 self-
identified Black males with median age of 26 years (range 18–42).
Two had been treated for a stab wound and nine for a gunshot
injury that occurred a median of 23 days (range 1 day to 23
months) before study entry. One participant enrolled in both stud-
ies. Enrolled participants provided written informed consent and
received $25 compensation for each of three research interviews
completed.

Procedures

In the cross-sectional study, trained interviewers conducted 14
semistructured interviews from January through December of
2008 (2 paired and 12 individual interviews). Seven interviews
were conducted by 2 Black, male, community-based mental health
professionals, 3 by a White female research assistant, 3 by a Black
male research assistant, and 1 by the White female principal
investigator. To facilitate rapport, all interviews were scheduled
with Black, male interviewers. However, two interviews occurred
when participants showed up hours past the scheduled interview
time, when the designated interviewer was no longer available.
Two interviews occurred when the participants could not provide
contact information to allow confirmation with Black interviewer
schedules and thus were interviewed right at the time of inquiry by
available trained staff. Interviews were digitally recorded and
lasted 45�120 min. Audio recordings were professionally tran-
scribed and identifying information was changed to preserve par-
ticipant confidentiality.

The interview guide focused largely on experiences with health
care during and after injuries. Once the investigators encountered
recruitment difficulties, questions were added about views on
research participation, particularly recruitment, starting with the
third participant. The goals were to inform improvements to the
recruitment protocol and to anticipate research conduct issues that
might arise in the planned intervention study. Participants in later
interviews were asked for clarification on concepts discussed in
earlier interviews or about issues that came up during initiation of
the intervention study.

In the pilot intervention study, data were drawn from detailed
ethnographic field notes (Warren & Karner, 2005) taken by the
research assistant on all contacts with participants over the course
of their participation in this 6-month study. Notes explicitly fo-
cused on the process of research participation that could help
assess feasibility of the program for future application. This in-
cluded interactions relating to appointment scheduling, communi-
cation, family, transportation, and disability, as well as commen-
tary on research from the participants.

Each study obtained approval from the Institutional Review
Board at Boston University Medical Center and received Certifi-
cates of Confidentiality from the National Institutes of Health.
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Analysis

Grounded Theory methods (Glaser & Strauss, 1967; Strauss &
Corbin, 1990) were used to analyze the data, wherein themes
found in earlier interviews were asked about in subsequent inter-
views for clarification if they were not spontaneously mentioned.
The racially and professionally diverse research team represented
a range of viewpoints for data interpretation. It included 3 White
members and 3 Black members, and consisted of 2 physicians, 2
college-educated research assistants, 1 clinical psychologist, and 1
professor of public health. Team members listened to and read
over the interview transcripts from the cross-sectional study and
the field notes from the pilot intervention multiple times to create
a coding scheme. At least two members coded each cross-sectional
interview using NVIVO v. 7 software (QSR International Pty Ltd),
resolving coding discrepancies through discussion with another
team member. The pilot intervention field notes were coded by
hand by at least two team members, resolving discrepancies with
another team member. A full coding scheme was created from the
cross-sectional interviews before analyzing the complete data from
the pilot intervention. However, the field notes offered additional
themes and ideas, and were integrated with the cross-sectional
interviews. In some cases, the qualitative interviews explained
observations made of the intervention. Questions on interpretation
of data were clarified weekly with two violence intervention
advocates, including one with a history of a gunshot wound.
Throughout both studies, the team practiced reflexivity (Maruta,
Swanson, & Finlayson, 1979) by continuously attending to the
feelings and biases that emerged for them throughout the research
process.

Results

Analysis of data from the cross-sectional and pilot intervention
studies revealed challenges and facilitators to conducting research

with Black male victims of community violence. Themes related to
challenges, facilitators, and recommendations are described below
along with the social context in which they occurred. Challenges to
research centered on mistrust of the research process in several
contexts, including fear of police involvement, an impression of
“snitching” when revealing personal information, mistrust of re-
search motives, and suspicion of the informed consent process.
Other challenges included the emotional impact of the trauma
itself as well as logistical issues. Facilitators to research included
monetary incentives and motivation to help oneself and others.
Participants’ recommendations for recruitment are also presented.
Unless otherwise noted, data came from the cross-sectional inter-
view study. See Table 1 for a summary of these findings.

Challenges

Fear of police involvement. When asked about barriers to
research participation, 7 (44%) of the 16 cross-sectional study
participants voiced concern about police involvement in the re-
search process. In particular, they feared that police could obtain
information from the study to use against the participant or make
a case in the injury investigation. One participant commented,
“Like . . . maybe the undercover police, they’re trying to find out
the whole situation, what’s going on with the story. Or, they might
feel that you may give this story to the police.” Another stated,
“People think, ‘Oh, they’re trying to get some information from
me. To get me caught up with the police or something like that.”

One participant attributed this concern of being approached for
research while hospitalized to the timing of the police investigation
relating to his injury, “. . . ‘cause most likely, the police usually come
right after an injury. Then you guys come, so therefore, it’s like,
‘Well, the police just came. They might be connected to the police,
too.’” This suspicion can lead some people to refuse speaking with
anyone, as indicated by a participant who said: “I’m not talking to

Table 1
Recommendations for Conducting Research With Black Male Victims of Community Violence

Challenge Recommendation

Fear of police involvement Include on recruitment material: “Information will not be shared with
police”; specify that you are not affiliated with police during initial
approach and provide detailed information about the study to participant

Impression of snitching Make privacy rules clear by reviewing rules again after consent, particularly
relating to tape recorder or use of information

Mistrust of research motives Provide information on purpose of research, funding and benefit to researchers
Initial point of contact should be someone of similar background to potential

participant-age, race, sex
Confusion of informed consent language (Principal) Investigator Substitute with “research team member,” “research director”
Privacy laws Talk to IRB about ways to clarify language in consent form or through a

consent script to make it easier to understand; explain specifically how
data and forms are kept private—“This consent form will not go in the
file with the other information you give us.” or “We do not use your
name on any of the forms other than the consent form”

Not open to discussing injury Use mellow approach methods to first gauge the potential participants’
willingness to talk

Logistical problems Flexible scheduling, expect that many appointments will be missed, will start
late, or will have to be rescheduled

Provide taxi vouchers
Use separate study telephone not attached to hospital line

Note. n � 16 for the cross-sectional study and n � 11 for the pilot intervention. The confusion of informed consent language, privacy laws, and logistical
problems are informed by the cross-sectional and pilot intervention study. All other points are informed by the findings in the cross-sectional study.
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anybody . . . “cause I don’t know who they are, where they’re from
and what they’re about.”

Snitching. Five (31%) participants in the cross-sectional
study spontaneously mentioned the perception that talking to re-
searchers is a form of “snitching” or “ratting” on somebody. This
included the fear that information would be shared outside of the
research setting, and that participants were being “set up”; re-
sponses indicated misunderstanding the rules of privacy. One
participant said:

You don’t want to talk about it. You get injured, you’re like, “I’m not
snitching. I’m not saying nothing to NOBODY. So, just talking to any
study, or whatever, whatever, even though all the rules of the . . . of
the study is . . . explain it’s confidential and all that, but at the same
time, some people just don’t have their mind together and they think
it’s a form of snitching.

The use of recorders in the interviews played a role in the
concern for information getting released, “Then you got a tape
recorder right there, I’m like, ‘Yo, what’s that?’ I don’t want to
swear but what the “f” are you going to do with that?”

Mistrust of research motives. Participants also noted that the
motivation behind research was suspicious as exemplified by the
language used to describe research, such as “there’s always a
catch” and “conspiracy.” Two (13%) cross-sectional study partic-
ipants identified research with lab animals, “You can’t sit there and
treat people from the inner city like a bunch of lab rats in a tank.”
Three (19%) participants discussed the belief that researchers have
a “financial gain” in conducting studies:

“The results of this research may be published in a medical book by
White people for White people, to further benefit from your misery.”
That’s what [the consent form] should state, like, [the research assis-
tant] . . . is conducting this study, which is a LIE! So, why wouldn’t
she? She’s . . . she’s from [a hospital], right? With the rest of the
White people that profit from all this misery? Very beneficial busi-
ness.

This “profit” was assumed to benefit only the researchers, and
not the participants or community, “Okay, it’s a research study,
they’re gonna take my information and probably benefit, you
know, from me, on a financial gain, and, you know, what am I
gonna get out of it?”

Informed consent. Participants in both studies doubted the
privacy protections provided by informed consent. It is important
to note that all participants in both studies had undergone an
informed consent process before the interview. One participant in
the cross-sectional study said:

‘Cause some people can say, “Yeah, this is a consent form, and we’re
not gonna give any information back,” but then some people have
different doubts, and they really think it’s a situation like, “Well, I
don’t know, they might be trying to set me up in this situation.”

Language of the consent form played a large role in this mis-
understanding. During the pilot intervention, one participant
signed the consent form. Later, he showed his copy to his mother.
The next time the research assistant contacted the participant, he
explained that his mother was concerned that his information
would not be kept private and confidential AFTER she read the
consent form, particularly the clauses that describe when research-
ers would be required to report private information. The research

assistant explained the privacy laws again to both him and his
mother, and the participant decided he would continue to partici-
pate. Additionally, the peer advocates working with the research-
ers noted that some study participants visibly tensed when hearing
the words “principal investigator” read by the research assistant, as
this term sounds similar to law enforcement terminology.

Not open to discussing injury. Another challenge to getting
victims of community violence to participate in research relating to
their injury was the emotional difficulty of talking about the injury.
This concept was mentioned by 5 (31%) cross-sectional study
participants. In the aftermath of the injury, victims of violence may
understandably need time to sort out their feelings about the
events. Feelings of fear, anger, disrespect, shock, and trauma were
all mentioned as reasons why one may not want to participate in
research soon after an injury, “After something happens to a
person, depending on what happened and circumstances, it takes
awhile for them to really get over the shocking point of it. You
know what I mean? So it’s like . . . ‘give me time to BREATHE!’”

Participants mentioned the importance of taking into account the
situations they encountered during the injury episode when ap-
proaching them about a study related to their injury, as this may
affect their willingness to talk to unfamiliar researchers about what
happened, “Like, Lord knows what might have happened when
that person got shot. Like their best friend could have got killed
and they just got injured, and they don’t want to talk to nobody.”

Because many victims of community violence are injured at a
young age, one participant suggested that willingness to talk about
the injury may also relate to the maturity level of the person at the
time of the incident:

Like, back then, I wouldn’t have had time because I would rather be
playing, than sitting up with somebody and talking for an hour. Like
now, like, I’m grown, now. Like, I could sit here and conversate with
you for an hour.

In addition to not wanting to discuss an injury right after it
occurred, 4 (25%) of the cross-sectional study participants talked
about the emotional pain that can come from bringing up the
events of an injury that may have occurred several months or years
ago, “You know, it hurts some people to think about it, you know?
And their mind starts having flashbacks, you know? I’m dealing
with them . . . memories that you’re trying to suppress.”

Logistics to research execution. During the intervention
study, the field notes demonstrated a series of logistical challenges
to working with this population, including scheduling appoint-
ments, telephone communication, and transportation. Appoint-
ments were scheduled to fit the needs of participants. Two (18%)
of the 11 intervention participants had reversal of a day-night sleep
cycle because of issues such as nightmares or an unstructured
lifestyle, so they could only meet in the afternoons. Four (36%)
intervention participants did not like to get home close to, or after,
dark for fear of safety, so they requested morning appointments.
Two (18%) intervention participants had childcare responsibilities
and could only meet at certain times or days. Finally, on numerous
occasions, participants did not show up at all or called at the time
of the original appointment to change the time.

Telephone communication proved to be difficult throughout
both studies. Participants rarely answered telephone calls when the
caller identification showed a hospital telephone number. To ad-
dress this issue, the study team purchased a cellular telephone for

57SPECIAL ISSUE: ENGAGING BLACK MALE VICTIMS OF VIOLENCE IN RESEARCH



the study, and noticed an immediate increase in the number of calls
answered and returned. Of the 20 unanswered calls made using the
hospital telephone for the intervention, just 4 (20%) were returned.
By contrast, 4 out of the 9 (44%) unanswered calls from the study
cellular telephone were returned. In addition, the hospital database
of contact information was often incorrect. When asked about this
in the cross-sectional study, one participant explained that provid-
ing inaccurate contact information reflected the “G-code,” signi-
fying a “gangster” code.

That’s . . . that’s like sticking to what they call in the street, is like
sticking to the “G Code.” They . . . people just wanna get . . . get help
that they need or whatever. But they don’t want to . . . they don’t want
to participate in stuff, like the studies like this because they think this
is like a form of snitching.

This participant explained that patients will be polite while
getting treatment but may give a false telephone number to prevent
any follow up contact.

Another issue stemming from telephone communication was the
inability of some participants to maintain cellular telephone minutes.
Three (27%) out of the 11 intervention participants lost their jobs after
their injury and were unable to continue paying for their minutes. Four
(36%) never had a steady income and it was unclear when cellular
telephone minutes would be added back to the telephone. A second
contact number was always taken at the screening for both studies,
however, participants were not always available at the second contact,
did not regularly stay at the location of the telephone, or it was the
number of a person they might or might not see during the course of
the study, like a parent or case manager.

A third logistical issue was transportation difficulty. Few par-
ticipants had their own vehicles. All participants in the pilot
intervention and 3 out of 16 (19%) in the cross-sectional study
noted the fear of taking public transportation. At least one partic-
ipant in each study was injured while on public transportation, and
others were aware of the potential vulnerability while taking public
buses or subways. One participant in the cross-sectional study
describes his reaction to the police wanting him to take the bus
down to the courthouse to testify as a witness:

But, you know that, after . . . after something like this happen, there’s
no way you expect me just to get on the regular public transportation
and come on down to the courthouse. That’s unrealistic. That was like
a death trap right there.

Physical disability can also affect transportation. Among the 11
intervention participants, 1 was paraplegic because of a spine
injury, while 6 (55%) had leg injuries. This made traveling by
public transportation or walking to the appointments challenging.
To overcome both issues, taxi vouchers were provided in the pilot
intervention for travel to and from appointments. Positive feedback
was received from the pilot intervention participants regarding the
vouchers, and none missed their medical appointments.

Factors Facilitating Research

Monetary incentives. When inquiring about facilitators to
recruiting victims of violence for research, 7 (44%) of the 16
cross-sectional participants responded with some type of incentive,
money being the most common. One participant stated, “I
wouldn’t do it if it was for free. I’d be like, ‘I’m not gonna waste

an hour of my time to like tell somebody about getting shot, and
like get nothing out of the deal.’” Examples of nonmonetary
incentives included counseling referrals (“So, you want to adver-
tise, throw that out and say, ‘Well, so, for our research, we’ll also
seek you help.’”), gift cards to toy stores (“I know that money’s
gonna go to my daughter”), movie passes, and food.

Participants mentioned not having a place to live, financial need,
school loans, and the economy as some of the reasons for the
importance of monetary incentives, “And it’s sad to say that $25
might be life-altering at one time, another. They might need that
money to go to work, or day labor, or whatever have you.” One
talked about the importance of compensation because it makes a
person feel like they are participating in something meaningful:
“. . . the money gives them the incentive to really feel like they’re
doing something.”

Motivation to help oneself. Another reason why participants
wanted to do research was they felt it would be beneficial to their
own life. According to one participant, “You don’t know what you
might get out of it.” Four (25%) cross-sectional participants be-
lieved that accessing resources through an intervention study,
particularly counseling, would be a good incentive to participate in
research.

However, when you have a lot of people around you with a lot of
feelings, you know what I mean, a lot of support . . . you know what
I mean, it’s gonna bring you to that point where you could get, you
know, get . . . a little bit out of it. I’m not, I’m not saying all of it; a
little bit out of it.

Conversely, not recognizing the personal benefits of research
was also mentioned as a reason why one may not participate in a
study. One participant said, “And I think most people’ll go, ‘Oh,
f��k it. I ain’t gonna go in there and tell them my God d��n life.
Forget that. No, no, no. They, they ain’t gonna do nothing, no
way.’” Another explained, “. . . it’s like, ‘Well, I need my self-
helped out. So, why would I want to help this person out if I can’t
get helped out?’”

Motivation to help others. Six (38%) cross-sectional partic-
ipants also talked about wanting to help future victims of violence
and their community as an incentive for participating in research,
“At least you’re being open to giving you suggestions and making
things better for, not, maybe not yourself but somebody else later
on down the line.” One participant said he wanted to help research-
ers gather information with the hopes that more studies will
develop from the new information. Seven (44%) cross-sectional
study participants talked about the societal benefits that can come
from someone participating in research, and six (38%) thought
researchers should mention the potential societal benefits during
the recruitment process to help people decide on whether or not to
participate.

I would say just, um . . . explain it in detail how, by their feedback,
can contribute to the research study, to be beneficial for just . . . for
society, in general, because it is a research study, and any research
study that you do, if it’s really successful, the whole . . . the society in
general can benefit from it.

Participants’ Recommendations for Effective
Research Recruitment

Recruitment approach. Two main components to recruit-
ment approach included specific behaviors and the demographic
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make-up of researchers with initial patient contact. Participants
suggested a mellow approach that begins with a brief introduction.
It was important to acknowledge that the potential participant is
injured by first inquiring about how they are feeling during the
introduction, “I’d start off with flyers, and just giving them the
brochure about, what we’re about and what are we trying to do . . .
Give them . . . and say, make them feel comfortable.”

Two (13%) cross-sectional study participants suggested that
family may play a role in recruitment. This was apparent in the
intervention study, as several participants had their mothers or
girlfriends present during the enrollment process and asked these
women to come to appointments or help schedule appointments.
“So, if you have a family member—somebody’s mother, sister,
girlfriend, wife—they could persuade them and point them in the
right direction and tell them . . . without them have to think about
it and evaluate the situation their self.”

Two (13%) in the cross-sectional study suggested that the person
approaching the potential participant should be someone who appears
to come “from the same situation” or be of the same racial back-
ground so as to enhance the comfort level.

Well, I can tell you, for . . . if there was a young Black male sitting in that
hospital bed, you bet, you know, your chance would probably be better
sending in the youngest Black male person you have workin’ for you.
‘Cause . . . I know for sure, man, it’s all about eyes. And the first thing
you see. Before you even open your mouth, I’m seeing you. And if you
look different, or if you look, you know, something that I’m not used to
seeing, I’m automatically gonna shut down about this much.

The researchers should take great effort to clarify that they are not
affiliated with police officers when approaching potential participants
in the hospital. Participants suggested providing information about the
study to make this distinction.

So it’s all about . . . really . . . showing them that, “We don’t mess with
the police. That, we don’t talk to them or give any information that you
give to us TO the police.” You know what I’m saying? If you really can
prove that to that person . . . you’d get like . . . more people to come in
and see you.

Participants also emphasized the importance of making the
person feel like this is an “honest situation” and “productive.” One
talked about offering a study that fits the needs of this population,

A lot of people need . . . need, need networking and, you know,
resources. I mean, if you’re just coming to sit there and talk to me,
hold my hand, I mean, that’s . . . I could call my girlfriend for
that . . . a lot of these young cats feel like they don’t have too many
options. Or, you know, a lot of them don’t have a direction yet. So, it
all depends on what you’re coming to the table with.

Participants said that in the initial contact, researchers should
give patients a brochure with a telephone number where they can
be reached. Leaving a number on the brochure may help recruit
people who plan to follow through on the study. When discussing
the content of the recruitment material, some talk about the lan-
guage that should be included. One participant said the brochure
should, “cater more to the actuality of their situation . . . You have
to get them inspired first.”

Timing. Timing of recruitment was also an important factor
given the multiple stressors following an injury: “And reach out
when the time is RIGHT. You know what I’m saying? You reach

out when the time is right, you’ll find people who . . . who are
definitely sincere with their injuries and WANT to talk about it.”
Reasons cited as to why it might be difficult to recruit from the
hospital included injury severity, adjusting to new medications,
legal issues stemming from the incident, anger, maturity level,
and trauma from the injury, “Under them circumstances? You,
you are not trying to have that conversation. You know? You’re
just trying to get taken care of, and . . . you’re probably tired,
angry, confused . . . you know, just like, want to be left alone.”

Eight (50%) cross-sectional participants talked about the emotional
sensitivity they felt after their injury that likely would have inhibited
them from signing up for a study in the immediate aftermath, with
anger specifically mentioned by four participants, “Some people,
when you talk to them about a situation, they just get more angry. And
if you don’t be careful, they’ll take it out on YOU!” Participants
suggested how long to wait when approaching potential participants
that ranged from having time to “rest” and “get comfortable” in the
hospital to after “recuperating and settling in” at home.

Discussion

This paper reports on challenges and facilitators to conducting
research with Black male victims of community violence. Although
some challenges are likely to be common to all populations (e.g.,
scheduling logistics), the most potent challenges for research partic-
ipation seen in these studies relate to the inner city street culture in
which many of these men are immersed. These barriers, including fear
of police, an impression of snitching, and mistrust of institutions, may
be explained by what sociologist Elijah Anderson refers to as the
“Code of the Street” (Anderson, 1994). He defines this as a set of rules
found among inner city Black communities in response to the per-
ceived failure of mainstream institutions to serve their needs, includ-
ing law enforcement agencies. This Code encourages youth to take
control of their own safety by protecting themselves instead of seek-
ing help from, or cooperating with, the police; speaking to the police
is viewed as defying the Code. Instead, violent injury may lead
victims to carry weapons or seek retaliation to protect themselves
(Rich & Gray, 2005). Those who do seek help from law enforcement
after an injury may be viewed as weak and unable to defend them-
selves and vulnerable to future attacks. Black male victims of violence
may or may not be actively involved in gangs or street violence.
According to Anderson, however, even those who do not have gang
affiliations may have shared mistrust of police (Anderson, 1994). This
emphasizes the recommendation that research personnel clearly show
they are not affiliated with police in printed recruitment materials and
via personal reassurance by those conducting recruitment so partici-
pants do not feel they are helping police build a case against the
perpetrator of their injury by participating in research.

“Stop snitching” is a campaign started among inner city youth
meant to discourage cooperation with police regarding investigations
into criminal activity (Schorn, 2007). This slogan can be found in
music, movies, and clothing. As many study participants mentioned,
research participation can be viewed as a form of snitching, particu-
larly if people believe the information is shared with police. Ensuring
that participants clearly understand the privacy rules may help alle-
viate some concern that information can be shared outside of research
teams. This may be particularly relevant among participants who use
illicit substances, which was an entry criterion for the pilot interven-
tion. However, as seen in this study, the current informed consent
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process may not be clear to those who do not typically engage in
research.

Concerns about privacy and informed consent are not a novel
finding. In one study of African American patients from public and
private primary care clinics, participants who reviewed a consent form
containing Health Insurance Portability and Accountability Act
(HIPAA) authorization were less likely to consider taking part in the
study than those who reviewed a consent form with no HIPAA
authorization because of mistrust toward the research, research per-
sonnel, or research institutions (Dunlop et al., 2007). Working with
Institutional Review Boards to make privacy clauses more under-
standable may help recruit and maintain participants in research
studies, particularly with populations that may have issues with trust
and privacy. In addition, obtaining a Certificate of Confidentiality
from the National Institutes of Health may alleviate some concern of
information being shared with law enforcement agents because of the
protections it provides. However, researchers need to use terminology
that participants understand when explaining the Certificate’s protec-
tions and be aware of similarities to terminology used by law enforce-
ment.

Previous research has noted the barriers to conducting health care
research with African Americans, particularly the mistrust in research
institutions (Corbie-Smith et al., 1999; Rajakumar, Thomas, & Musa,
2009; Shavers, Lynch, & Burmeister, 2002). Contributing to this
mistrust is knowledge of the Tuskegee study, which may negatively
influence people’s willingness to participate in research (Shavers,
Lynch, & Burmeister, 2002). However, because none of the partici-
pants in these studies mentioned this as a reason for mistrust in
research and they were not specifically asked about Tuskegee, it is
unclear the role it plays among this particular population. Cultural
mistrust, stemming from historic and current experiences with racism
(Whaley, 2001), may also discourage African American research
participation. Studies have shown that African Americans with high
levels of cultural mistrust prefer working with Black clinicians and
may not be comfortable disclosing personal information to White
clinicians (Townes, Chavez-Korell, & Cunningham, 2009). This may
relate to sharing personal information to a White research team
member. Additionally, among Black male victims of violence, the
mistrust in research may also relate to the Code of the Street and fear
of getting arrested, reinjured, or killed if a participant discloses too
much about the injury circumstances. The importance of cultural
competency is often emphasized when conducting research with
minority populations (Cooley, Boyd, & Grados, 2004). Awareness of
and sensitivity to street culture should be considered when working
with inner city populations who may be influenced by the Code of the
Street, as well as the influence of cultural mistrust on African Amer-
icans’ willingness to disclose information. Having a research team
member that potential participants feel they can trust may help engage
them in research.

Another challenge noted in this study was the difficulty recruiting
patients in the early aftermath of the injury. Several factors may
influence this, including emotional outcomes experienced after a
traumatic event, such as peritraumatic distress and peritraumatic dis-
sociation (Fein et al., 2002; Fein, Kassam-Adams, Vu, & Datner,
2001; Johansen, Wahl, Eilertsen, Hanestad, & Weisaeth, 2006). Lo-
gistical issues demonstrated a need for flexibility in scheduling
follow-up appointments that related to an injury, such as sleep dis-
turbances, because of physical and emotional outcomes of the injury.
The challenge of recruiting victims of violence in the aftermath of the

event corroborates findings in other studies working with trauma
survivors (Stein et al., 2007). Scott and colleagues tested a study
design that considers issues in research with trauma survivors that
were found in this study, such as mobility and safety concerns (Scott,
Sonis, Creamer, & Dennis, 2006). Similar to Scott’s study, research-
ers should explore different research models for recruiting and ran-
domizing victims of violence in the aftermath of the trauma.

Participants’ desire to help others may be an avenue for which
studies can increase recruitment. This has been seen among victims of
other traumatic experiences (Campbell & Adams, 2009). In our study
population, this desire may also stem from the idea of collectivism,
the belief that the group or family is at the core of a society (Oyser-
man, Coon, & Kemmelmeier, 2002), a concept that has been found to
be higher among African American populations (Kreuter, Lukwago,
Bucholtz, Clark, & Sanders-Thompson, 2003). People with a strong
sense of collectivism put their community before themselves and
value loyalty, respect, and helping others (Kaniasty & Norris, 2000;
Kreuter et al., 2003). Helping Black male victims of violence under-
stand that participating in research can potentially help their commu-
nity may help increase enrollment into research.

Findings from this study also reveal the high level of financial need
among this population. While some may have had this need before
their injury, because of the low-income environment from which they
came, many were unable to work after their injury because of new
physical and emotional disabilities. Communication was a common
challenge with study participants, particularly because of the lack of
steady income that may otherwise pay for a telephone or the unstable
housing that would otherwise provide a steady telephone line. This
made it difficult to stay in touch with participants and led to lost
participants and rescheduled appointments. Participant availability
has been an issue in other studies recruiting inner-city victims of
violence because of the frequent mobility found in this population
(Zun, Downey, & Rosen, 2006). A study looking at the psychosocial
needs of victims of violence found the highest needs to be educational
and occupational (Zun & Rosen, 2003). Study incentives catering to
the needs of this population, such as money or telephone minutes,
may play an important role in getting inner city victims of violence to
enroll in studies. Using cellular telephone minutes as an incentive may
have dual benefit, both for the participant, as well as for scheduling
follow-up appointments.

Through the reflexivity practiced by the research team, investiga-
tors tried to be sensitive to what they were asking of participants,
especially given the emotional trauma many participants had experi-
enced. It may be appropriate for researchers working with this pop-
ulation to communicate empathy about the burden participating may
place on potential subjects. Investigators may also want to emphasize
that they are dedicated to preventing violence and assisting victims of
violence, and not just there to “profit off participants’ misery.” They
may also comment on the timeline for implementation of changes
based on the results so participants do not feel that they provided
information with no outcome for themselves or their community.

This study has several limitations. One is the small sample size,
which in part may have been influenced by some of the barriers
discussed in the results. Information was collected only from those
who actually participated in research, thus, information on those who
did not participate was gleaned from observation in the intervention
component or by conjecture of participants who described how they
felt when they were younger. However, a research bias exists toward
those who were truly willing to participate in research. In addition,
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this data has geographic limitations of an inner-city population in the
Northeast, and may not generalize to other locations. The data also
may not generalize to Black males who come from more educated,
higher socioeconomic, or less urban backgrounds.

In the cross-sectional study, some participants were interviewed by
White researchers, which may have influenced their willingness to
disclose personal information if they had a high sense of cultural
mistrust. The research team included both White and Black members,
which may have had inadvertent bias toward the development of
codes and themes based on racial or other experiences. To mitigate
this, all members of the team reviewed all iterations of the manuscript
to ensure that the views represented their own understanding of the
issues. The team felt that the differing view points helped articulate,
clarify, and interpret findings for each other. In particular, grasping the
ramifications of the profound level of mistrust in research and health
care systems in study participants spurred a change in consciousness
among some team members.

Despite these limitations, this study attempts to provide information
that will help in future research with Black male victims of commu-
nity violence. As a qualitative study, the results provide information
on which to base hypotheses for future testing. Future research should
test study designs that incorporate the recommendations provided by
our sample to see if they lead to greater recruitment, such as timing of
recruitment, providing appropriate incentives, and creative communi-
cation avenues that may help with scheduling and follow-up. When
working with this population in general, researchers should attempt to
establish trust by involving peers in the recruitment process and by
specifying that they are not affiliated with law enforcement; this may
address some of the barriers to research participation. Finally, future
research with Black male victims of community violence should be
mindful of the cultural context in which these men have grown up and
the emotional effects of the traumatic experience. Novel protocols
should be adapted to fit within these contexts to maximize their
effectiveness.
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Objectives. To compare the Veterans Health Administration (VHA) with the
Medicare Advantage (MA) plans with regard to health outcomes.
Data Sources. The Medicare Health Outcome Survey, the 1999 Large Health Survey
of Veteran Enrollees, and the Ambulatory Care Survey of Healthcare Experiences of
Patients (Fiscal Years 2002 and 2003).
Study Design. A retrospective study.
Extraction Methods. Men 651 receiving care in MA (N 5 198,421) or in VHA
(N 5 360,316). We compared the risk-adjusted probability of being alive with the same
or better physical (PCS) and mental (MCS) health at 2-years follow-up. We computed
hazard ratio (HR) for 2-year mortality.
Principal Findings. Veterans had a higher adjusted probability of being alive with the
same or better PCS compared with MA participants (VHA 69.2 versus MA 63.6
percent, po.001). VHA patients had a higher adjusted probability than MA patients
of being alive with the same or better MCS (76.1 versus 69.6 percent, po.001). The
HRs for mortality in the MA were higher than in the VHA (HR, 1.26 [95 percent CI
1.23–1.29]).
Conclusions. Our findings indicate that the VHA has better patient outcomes than the
private managed care plans in Medicare. The VHA’s performance offers encourage-
ment that the public sector can both finance and provide exemplary health care.

Key Words. Health outcomes, system comparison, quality of care

The Veterans Health Administration (VHA) is one of the largest integrated
health care systems in the United States and provides health care to an aging
veteran population (Ohldin et al. 2002). In 1995, VHA launched a major
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health care transformation by adopting managed care principles (Flynn,
McGlynn, and Young 1997). It included the use of information technology,
measurement and reporting of performance, and integration of services and
realigned payment policies (Kizer, Demakis, and Feussner 2000). By 2000, the
VHA performance as measured by processes of care was better than that in
the Medicare fee-for-service (FFS) program and in commercial managed care
plans ( Jha et al. 2003; Asch et al. 2004). However, whether this improvement
has extended beyond processes of care and into patient outcomes has not yet
been fully examined.

The few studies that have compared patient outcomes in the VHA with
other health care systems used data collected in the early stages of the VHA
transformation. The evidence on health outcomes for the VHA is mixed. For
example, using data from 1993 to 1996, Rosenthal, Kaboli, and Barnett (2003)
found that the VHA had higher mortality rates after coronary artery bypass
grafting when compared with private sector hospitals serving the same health
care market. Landrum et al. (2004) found that elderly male veterans
hospitalized for acute myocardial infarction in a VHA facility between
October 1, 1996, and September 30, 1999, had higher mortality when
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compared with FFS Medicare patients. Studies that used data collected in the
late 1990s found differences in risk-adjusted mortality that favored the VHA
when compared with Medicare programs and private sector hospitals
(Petersen et al. 2000; Selim et al. 2006; Vaughan-Sarrazin, Wakefield, and
Rosenthal 2007). These contrasting findings leave unresolved questions
regarding how outcomes in the VHA compare to that in other systems. The
answer is likely to depend on which systems of care are studied, whether one
compares overall outcomes for patients or outcomes regarding particular
health conditions, as well as the specific metrics that are used.

In a prior study that used data collected between 1998 and 2000, we
compared the VHA and the Medicare Advantage (MA) plans (Selim et al.
2007). This comparison was relevant because MA is a Medicare program
that provides comprehensive health services to 4.6 million patients (12
percent of the Medicare population) through contracted private managed
care organizations (MCOs) throughout the United States (Centers for
Medicare and Medicare Services, HHS 2005). The MCOs are hetero-
geneous and we refer to them collectively as MA. We found that the
adjusted probabilities of being alive with the same or better physical health
at 2-years follow-up were comparable between the VHA and the MA (63.6
and 64.4 percent, respectively). The adjusted probability of being alive with
the same or better mental health at 2-years follow-up in the VHA was
significantly higher than in the MA; however, the magnitude of the
difference was small (71.8 versus 70.1 percent, respectively). This cross-
system comparison study was made at an early stage of the VHA
transformation and was based on a limited number of patients. Given the
continuing improvements in the VHA in the management of patients with
chronic conditions (Asch et al. 2004; Kerr et al. 2004), it is possible that the
results would be different with the use of contemporary health outcome
databases (Higashi et al. 2005). A study with a larger number of patients
might also reveal differences in outcomes for certain vulnerable sub-
populations that may be more susceptible to variations in quality of care,
such as older patients, patients with multiple medical problems, or racial/
ethnic minorities.

In the present study, we sought to verify and extend the cross-system
comparisons between the VHA and MA using more contemporary health
outcome data and a larger number of patients. We gave special consideration
to particular subpopulations that may be at the highest risk of poor health
outcomes and in which the VHA has placed a special emphasis on improving
care (Asch et al. 2006).

378 HSR: Health Services Research 45:2 (April 2010)



METHODS

Study Population

The study population from each health care system was restricted to a
comparable subset (Figure 1). The MA population was from three cohorts
of the Medicare Health Outcomes Survey (HOS): cohorts 2 (1999–2001),
3 (2000–2002), and 4 (2001–2003). The Medicare HOS randomly selected
a cohort of 1,000 beneficiaries who were continuously enrolled for at least
6 months from each of the Medicare MCOs (HEDIS

s

2003). With the
exception of a few specific contract types, all Medicare MCOs participated.
The response rates were 66.5, 71, and 68.4 percent at baseline and 84, 77.1,
and 78.4 percent at follow-up for cohorts 2, 3, and 4, respectively. The MA
population was limited to those beneficiaries aged 65–99 who had person-
level identifiers needed to link the HOS data to other databases. Given the
disproportionate male representation in the VHA cohort (97.9 percent VHA
male patients versus 51.6 percent MA male patients), both MA and VHA
analyses were limited to male patients.

The MA population began with a baseline sample of 198,421 male
seniors who had filled out the HOS survey and who had enough data to
calculate physical (PCS) and mental (MCS) health scores using a previously
validated modified regression estimation (MRE) algorithm for missing data
(Centers of Medicaid and Medicare Services 2007a). Among the 198,421
Medicare beneficiaries, 16,690 (8.4 percent) died during a 2-year follow-up
period. Only Medicare beneficiaries who remained in Medicare managed
care (N 5 87,504) were surveyed at 2 years. Among the 87,504 patients who
were surveyed at follow-up, 71,424 had enough SF-36

s

data to calculate the
PCS and MCS scores using the MRE algorithm.

The VHA population was derived from the 1999 Large Health Survey of
Veteran Enrollees (LHSVE), a cross-sectional health survey administration
(Perlin et al. 2000). The 1999 LHSVE randomly selected a total of 1.5 million
veterans from the enrollment file of 3,613,877 individuals. The enrollment file
consisted of all veterans registered with the VHA for medical care. The
baseline survey administration took place between July 1999 and January
2000. The response rate was 63.1 percent. For the purpose of this study,
the analyses were limited to male veterans aged 65–99 who had 1 or more
outpatient visits in the previous 12 months and had enough data to calculate
PCS and MCS scores using the MRE algorithm (Kazis et al. 2004b). Thus,
the VHA baseline sample consisted of 360,316 elderly male veterans. Among
the 360,316 veterans, 38,727 (10.6 percent) died during a 2-year follow-up
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period. The VHA follow-up sample was derived from the Ambulatory Care
Survey of Healthcare Experiences of Patients (SHEP), which is a patient-
centered initiative by the Office of Quality and Performance to assess

4

Medicare Advantage (MA)

HOS Baseline
Cohort 2
(1999)

N=301,184

HOS Baseline
Cohort 3
(2000)

N=298,883

HOS Baseline
Cohort 4
(2001)

N=190,523

Veterans Health Administration (VHA)

1999 Large Health
Survey of Veteran

Enrollees (LHSVE)
N=887,775  

Study Criteria: age between 65 and 99, male, personal
identifier  and a survey with a calculable PCS and /or
MCS score.

Study Criteria: age between 65 and 99, male, 1
or more outpatient visits in the previous 12
months to the survey  and a survey with a
calculable PCS and/or MCS score.

VHA Baseline Sample
N=360,316

MA Baseline Sample
N=198,421

VHA Follow-up Cohort
N=35,876

MA Follow-up Cohort
N=71,424

Patients who were
surveyed in the

Ambulatory Survey of
Healthcare

Experiences of
Patients (SHEP)

N=36,103
(2002 and 2003)

Patients who
disenrolled
during the 2-
year follow-up
N=94,227
(47.4%)

Eligible patients for
follow-up survey

N=87,504
(2001, 2002, and 2003)

Death N=16,690

Primary Medicare beneficiaries have a personal identifier (SSN) to link them with non-HOS databases in the
analysis. 

Patients that responded a health survey (complete, partial complete) and had enough data to score the physical
(PCS) or mental (MCS) component summary scores using the modified regression estimates (MRE) algorithms. 

This is a sampling strategy that the VHA applies for health care evaluations. 

Patients disenrolled from managed care organizations because their plan no longer participated in Medicare
managed care or the beneficiaries themselves were no longer enrolled in the same plan.

Patients were eligible for follow-up survey administrations only if they stayed in the same managed care
organization in the two years follow-up period. 

Patients that responded a health survey (complete, partial complete) and had enough data to score the physical
(PCS) or mental (MCS) component summary scores using the modified regression estimates (MRE) algorithms.

Death N=38,727

Figure 1: Medicare Advantage and Veterans Health Administration
Populations
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satisfaction, functional status, and health behavior information from veterans
who obtain care in the VHA (Wright et al. 2006). The SHEP had a response
rate of 70.3 percent. Among the 360,316 patients from our baseline cohort, we
found that 36,103 veterans were included in SHEP during the fiscal years 2002
and 2003. Only three patients did not respond to the survey. Of the 36,100
veterans, 35,876 had enough data to calculate PCS or MCS scores using the
MRE algorithm (Centers of Medicaid and Medicare Services 2007b).

Tables SA1 and SA2 show the comparisons of baseline patient
characteristics between the beneficiaries who stayed (enrollees) and those
who did not stay (disenrollees) in MA at 2 years and veterans who were
surveyed in SHEP and those who were not surveyed. Although the patient
characteristics differences were statistically significant, the magnitude of the
differences was very small, thus indicating that MA enrollees and disenrollees
were similar as were veterans who were surveyed and not surveyed in SHEP.

Survey Methods

The Medicare HOS used the Medical Outcomes Study (MOS) Short Form-36
(SF-36

s

) Health Survey at baseline and at follow-up to measure health status
(Gandek et al. 2004). For the VHA, the Veterans RAND 36-Item Health
Survey (VR-36) was used for baseline health status, and the Veterans RAND
12-Item Health Survey (VR-12) was used for follow-up (Kazis et al. 2004a).
They differ from the SF-36

s

in the use of five-point response choices for the
role limitations due to physical problems and the role limitations due to
emotional problems. There are validated conversion formulas that allow for
comparisons of VR-36 and VR-12 scores to those from the SF-36

s

(Kazis et al.
2004b). We summarized the health surveys into physical (PCS) and mental
component (MCS) scales by applying a linear t-score transformation with a
mean of 50 and a standard deviation of 10 based on the 1990 U.S. population
norms (Ware, Kosinski, and Keller 1994, 1995). We accounted for the
differences in follow-up sampling strategies between the VHA and the MA by
applying sampling weights to the PCS and MCS scores.

Outcome Measures

Based on the concept that patient health lies on a continuum from well-being
to death, we used three outcomes: (1) the probability of being alive with the
same or better (than would be expected by chance) PCS at 2 years, (2) the
probability of being alive with the same or better (than would be expected by
chance) MCS at 2 years, and (3) 2-year mortality. A 2-year follow-up was
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selected because studies have shown significant changes in health status for
this duration (Lorig et al. 2001). The composite outcome measures of being
alive with ‘‘the same or better’’ PCS (or MCS) at follow-up were selected
because they reflect the health care goal of maintaining or improving the
physical and mental health status of elderly patients (Cohen et al. 2002). The
cut-off points for the operational definition of change were ‘‘two standard
errors of the measurement’’ (SEM) for a single score or 1.414 standard errors
of change. We have applied this cut-off methodology for the outcome metrics
because changes of this magnitude have been shown to be clinically relevant
(Ware, Kosinski, and Keller 1994) and have been validated in previous studies
(Ware et al. 1996). Mortality, our other outcome, is a measure that is
particularly relevant to elderly patients and might reflect potentially poor
quality of care (Reason 2000). We used the Death Master File from the Social
Security Administration to ascertain vital status (Schall et al. 2001).

Case Mix Variables for Risk-Adjustment

Based on prior work (Selim et al. 2007), we used three domains of risk:
sociodemographics, comorbidities, and baseline health status. Since the risk
for health outcomes differs by demographic subgroup, we selected the
following sociodemographic variables: age, race/ethnicity, marital status,
education, and income (Williams 1996). Because substantial variations in
health status among patients with different diagnoses exist, we selected a group
of conditions that are commonly encountered in clinic visits and are known to
be major indicators of health status (Bayliss et al. 2004). These are self-reported
diagnoses of coronary artery disease (CAD)/myocardial infarction, angina,
congestive heart failure (CHF), stroke, hypertension, diabetes, chronic
obstructive pulmonary disease (COPD) and asthma, and cancer (other than
skin cancer). We included baseline PCS and MCS scores in the risk-
adjustment models for being alive because they are important predictors of
survival (Dorr et al. 2006). The baseline health scores were not included in the
change in PCS (or MCS) models because their coefficients are influenced by
the baseline score measurement error and intertemporal correlation. All the
case mix variables in our analyses correspond to characteristics of individual
patients obtained in their baseline surveys.

Statistical Analysis

In order to examine the differences in patient characteristics between MA and
VHA, we compared them in terms of sociodemographics, comorbid
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conditions, and PCS and MCS scores. Because social circumstances are
known to affect medical outcomes, a social disadvantage index was generated
and included minority, unmarried, o12 years of education, and income less
than U.S.$20,000 (Anand et al. 2006). To compare the differences in the two
study groups at baseline, we used chi-square tests for categorical variables and
t-tests for continuous variables.

To compare change in health status between the MA and VHA, we
applied a previously validated methodology (Selim et al. 2007). We first
calculated the change in PCS (or MCS) points per unit of time for each health
care system. We took the difference between the PCS (or MCS) baseline and
follow-up scores and divided it by the median difference, in years, between the
baseline and follow-up surveys (in the MA and the VHA these numbers were
2.09 and 3.29 years, respectively). The reason for using the median time was
that late surveys tend to be different (in the HOS they tend to be sicker
respondents) and follow-up protocols vary. This gave us the change in points
per year, which we multiplied by 2 to get the change in points per 2 years. If
the change in points has mean mD and standard deviation sD and the
percentage the same or better has mean mP and standard deviation sP, then the
conversion formula to change an average point difference D into a percentage
change P is

P � mP

sP
¼ D � mD

sD

The terms were rearranged to a more familiar linear equation form, P 5 aD1b,
where P is the probability of PCS (or MCS) the same or better; D is the mean
change in PCS (or MCS) points per 2 years for each health care system, which
was adjusted using least-squares means to control for sociodemographics and
comorbidities; and a is the slope; and b is the intercept. We computed the
‘‘slope’’ and the ‘‘intercept’’ values using harmonic regressions because neither
x (change in PCS [or MCS] points per 2 years) nor y (probability of PCS [or
MCS] the same or better) is thought of as the dependent variable (Shalabh
2001). It is the harmonic mixture of regressing y on x and x on y. We applied
the harmonic regressions to the HOS cohort because we needed to look to
some unit of aggregation above the individual respondent in order to do the
conversion and the HOS provides a large dataset naturally organized into
managed care plans. For example, if PCS goes down by 1 point per year on the
average, the converted probability of PCS the same or better is 5.03
(� 2)180.61 5 70.55 percent. We then combined the probability of PCS (or
MCS) the same or better and the probability of being alive (or 1-probability of
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death) using the following formulas (Diehr et al. 2003):

Probability of being alive with PCS the same or better

¼ ð1� Prob deathÞ � ðProb PCS the same or betterÞ

Probability of being alive with MCS the same or better

¼ ð1� Prob deathÞ � ðProb MCS the same or betterÞ

We computed the probability of being alive separately from the probability of
having the same or better PCS (or MCS) at 2 years for two reasons. First, the
population on which the vital status can be assessed with reasonable case mix
controls consists of all persons who completed the baseline survey. This is a
different sample from those who were followed up with survey administra-
tions. Second, the vital status came from a source that was independent from
the survey administrations, and therefore did not share any correlated error
with baseline assessments. Thus, we used the full baseline sample of 360,316
VHA and 198,421 MA patients for the calculation of the probability of being
alive, which was adjusted for sociodemographics (age, race/ethnicity, marital
status, education, and income), comorbidities, and baseline health status (PCS
and MCS scores). For the calculation of the probability of having the same or
better PCS (or MCS) at 2 years, we used the follow-up sample of 35,876 VHA
and 71,424 MA patients. We compared the adjusted probability of being alive
with the same or better PCS (or MCS) at 2 years between the VHA and MA
using tests of significance based on the standard error of the difference:

SEðp1�p2Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð100� p1Þ

n1
þ p2ð100� p2Þ

n2

� �s

We also conducted additional analysis applying propensity score matching to
examine patients who look alike in all observed characteristics.

We used Cox regression models to estimate hazard ratios (HRs) of dying
with 95 percent confidence intervals (CI) for the MA compared with the VHA
patients. We calculated the adjusted 2-year mortality rates for each health care
system as its observed mortality rate divided by its expected mortality rate,
multiplied by the mean of the observed mortality rate for all study patients
across both systems.

We also examined subpopulations defined by specific patient char-
acteristics since there might be especially large differences between the VHA
and the MA, including age (75 and older), ethnicity/race (whites, African
Americans, and Hispanics), and selected chronic conditions (diabetes,
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hypertension, CAD/myocardial infarction, and CHF). The stratification
variables were not included within the subgroup analyses as risk adjustors.
The test of significance was adjusted for multiple comparisons using a
Bonferroni correction. We divided 0.05 by the 20 group comparisons of the
probability of being alive with the same or better PCS (or MCS) at 2-years
follow-up between the MA and VHA, resulting in a significant level of 0.0025
as the cut-off.

RESULTS

Table 1 shows the sociodemographic characteristics of patients in MA and
VHA. Mean age was 74.0 (SD � 6) for the MA patients, while it was 73.7
(SD � 5) for the VHA patients. The VHA patients, in comparison with MA
plan patients, were significantly more likely to be nonwhites (17.8 versus 11.0
percent), were less likely to be married (68.9 versus 77.4 percent), were more

Table 1: Sociodemographic Characteristics of Medicare Advantage (MA)
and Veterans Health Administration (VHA) Patients

Medicare Advantage
(N 5 198,421)

Veterans Health Administration
(N 5 360,316)

Age, years (SD) 74.0 ( � 6) 73.7 ( � 5)
Race/ethnicity

Whites 89.0% 82.2%
African Americans 6.4% 8.7%
Hispanics 1.8% 4.8%
Other 2.8% 4.3%

Marital status (married) 77.4% 68.9%
Education (o12 years) 30.7% 38.9%
Income

(oU.S.$20,000)
41.9% 65.6%

Social disadvantage indexn

0 38.1% 17.5%
1 29.6% 33.5%
2 22.0% 31.2%
3 8.7% 14.6%
4 1.6% 3.3%

Note. All comparisons between MA and VHA were significant at o.0001
nThe social disadvantage index includes minority, unmarried, o12 years of education, and
income less than U.S.$20,000. A higher score indicates greater disadvantage.
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likely to have o12 years of education (38.9 versus 30.7 percent), and were
more likely to earn an income of less than U.S.$20,000 (65.6 versus 41.9
percent). Overall, the VHA had a higher level of social disadvantage than MA.

Table 2 shows the clinical features of patients in MA and VHA at
baseline. The VHA patients had a significantly higher disease burden than the
MA patients. The VHA patients were more likely to have four or more
chronic medical conditions when compared with MA patients (23.5 versus 9.5
percent, respectively). VHA patients, in comparison with MA plan patients,
were significantly more likely to have hypertension (65.7 versus 52.2 percent),
coronary artery disease/myocardial infarction (28.3 versus 15.7 percent),
diabetes (28.2 versus 19.8 percent), COPD/asthma (25.8 versus 13.5 percent),
cancer (19.7 versus 15.1 percent), and stroke (15.3 versus 9.3 percent). VHA
patients, in comparison with MA plan patients, had significantly worse
physical health (PCS scores, 35.7 versus 43.3) and mental health (MCS scores,
45.2 versus 51.9) at baseline.

Table 2: Clinical Features of Medicare Advantage (MA) and Veterans
Health Administration (VHA) Patients

Medicare Advantage
(N 5 198,421)

Veterans Health Administration
(N 5 360,316)

Number of comorbidities (range 0–8)
0 25.9% 12.6%
1 32.4% 25.1%
2 21.2% 23.0%
3 11.2% 15.8%
4 or more 9.5% 23.5%

Diabetes 19.8% 28.2%
Hypertension 52.2% 65.7%
Angina 20.7% 34.5%
Coronary artery disease/myocardial

infarction
15.7% 28.3%

Congestive heart failure 8.7% 24.9%
Stroke 9.3% 15.3%
Chronic obstructive pulmonary

disease/asthma
13.5% 25.8%

Cancer 15.1% 19.7%
Baseline physical health-PCS, points

(SD)n
43.3 ( � 11) 35.7 ( � 10)

Baseline mental health
MCS, points (SD)n 51.9 ( � 10) 45.2 ( � 13)

Note. All comparisons between MA and VHA were significant at o.0001.
nA lower number is indicative of poor health status for MCS and PCS.
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Table 3 shows that the adjusted probability of being alive with the
same or better PCS at 2-years follow-up was significantly higher in the
VHA when compared with the MA (69.2 versus 63.6 percent, respectively).
The adjusted probability of being alive with the same or better MCS at
2-years follow-up in the VHA was also significantly higher than in the MA
(76.1 versus 69.6 percent, respectively). The propensity score matching
analysis showed comparable results (the probability of being alive with the
same or better PCS was 69.3 versus 63.5 percent and the probability of
being alive with the same or better MCS was 75.9 versus 69.6 percent for
the VHA and MA, respectively). The adjusted 2-year mortality rates were
11.8 and 9.9 percent for the MA, and VHA, respectively, with a
significantly higher HR for mortality in the MA compared with the VHA
(HR, 1.26 [95 percent CI 1.23–1.29]).

Table 3: Change in Health Status in the Medicare Advantage (MA) and
the Veterans Health Administration (VHA)

Health Care System MA VHA

Baseline sample 198,421 360,316
Follow-up cohort 71,424 35,876
Adjusted probability of being alive at 2 yearsn 88.1% 90.1%
Adjusted probability of the same or better PCS at 2 yearsw 72.9% 76.8%
Adjusted probability of the same or better MCS at 2 yearsw 79.0% 84.4%
Adjusted probability of being aliven with the

same or better PCSw at 2 yearsz
63.6% 69.2%

Adjusted probability of being aliven with the
same or better MCSw at 2 yearsz

69.6% 76.1%

Propensity score matching
Probability of being alive with the same or better PCS at 2 years 63.5% 69.3%
Probability of being alive with the same or better MCS at 2 years 69.6% 75.9%

Mortality
2-years adjusted mortality ratesn 11.8% 9.9%
Odds ratio (95% confidence interval) 1.26 (1.23–1.29) 1

nThe adjustment variables for survival/mortality included sociodemographics (age, race/ethnicity,
marital status, education, and income), comorbidities (hypertension, diabetes, coronary artery
disease/myocardial infarction, congestive heart failure, stroke, chronic obstructive pulmonary
disease [COPD] and asthma, and cancer [other than skin cancer]), and baseline health status (PCS
and MCS scores).
wThe adjustment variables for PCS (or MCS) the same or better included sociodemographics (age,
race/ethnicity, marital status, education, and income) and comorbidities (hypertension, diabetes,
coronary artery disease/myocardial infarction, congestive heart failure, stroke, chronic obstructive
pulmonary disease [COPD] and asthma, and cancer [other than skin cancer]).
zAll comparisons between MA and VHA were significant at p-value o.001.
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We found that across the board, subgroups of vulnerable male patients
had better outcomes in the VHA compared with those in MA (Table 4). The
adjusted probabilities of being alive with the same or better PCS (or MCS) at
2 years in the VHA were also significantly higher than those in the MA across
the very old patients (75 and older) as well as the race/ethnicity groups,
including whites, African Americans, and Hispanics. Similar findings are also
seen across patients with selected chronic conditions, including diabetes,
hypertension, CAD/myocardial infarction, and CHF. The magnitude of the
differences in the percentage of patients who were either ‘‘alive with the same
or better PCS’’ or ‘‘alive with the same or better MCS’’ at 2-years follow-up
ranged from 3 to 10 percent higher in the VHA when compared with the MA.
The HRs for mortality in the MA were significantly higher than those in the
VHA across all subgroups.

DISCUSSION

After adjusting for the higher prevalence of chronic disease and worse self-
reported baseline health status in the VHA, we found significant differences in
2-year health outcomes that favor the VHA when compared with the MA.
This was true for the average elderly male patient cared for in the VHA as well
as for vulnerable subpopulations. This study, based on data collected on males
between 1999 and 2003, extends our previous work using data collected
between 1998 and 2000 (Selim et al. 2007).

One might argue that the ‘‘execution’’ of the VHA transformation may
have contributed to the better health outcomes found in our study. Although
each organizational transformation is unique, VHA’s experiences offer a
number of lessons for future transformations. The transformation framework
included the creation of a vision for the future, the adoption of a new
organization structure, careful planning and monitoring of performance to
achieve system-wide coordination and accountability and the modification in
rules and regulations for access to care (Young 2006). The VHA transitioned
from a tertiary/specialty and inpatient-based care system delivering care in a
traditional professional model into a system focused on ambulatory care. It
developed integrated health care networks that have a collective goal of
delivering services to a defined population in a coordinated and collaborative
manner that maximizes the health care value of the service (Kizer, Demakis,
and Feussner 2000). The VHA enhanced equity of access among ethnic
minority veterans and mental health care services and implemented a
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sophisticated electronic health record system that improved quality,
efficiency, and costs of medical care (Wooten 2002; Chaudhry et al. 2006;
Kressin et al. 2007).

The magnitude of the VHA’s improved performance in the subgroup
analysis is not better than in the full VHA sample, indicating that process
improvements in the VHA are broad and not limited to an area in which
special programs exist. Research studies in documenting and evaluating the
transformation have found similarly broad effects when examining the
progress and diverse impacts of the overall reorganization and several of its
specific elements, including the creation of a seamless continuum of care,
making superior quality consistent and demonstrating good value (Feussner,
Kizer, and Demakis 2000; Berlowitz et al. 2001; Jha et al. 2003). Therefore, the
creation of a clear vision of the future and a coherent transformation plan
having concrete and concise goals and performance measures are essential to
a successful health care system based on managed care principles.

There are a number of limitations in this study that might affect our
results. First, the MA respondents started with higher scores than the VHA
respondents. The reasoning might be that the scores have more to drop in MA
because they are higher to start with and would suggest a model where all
groups are progressing toward death at a fixed time. We have found that after
correcting for regression to the mean effects, those individuals with lower
scores start to decline at the same rate or faster than those with higher scores.

Second, the health survey instruments may be insensitive to further
decline, which would bias against documenting worsening health status in
patients who are already severely ill (‘‘floor effect’’). Against this is the finding
of other investigators that over half of the patients with low health status were
able to report that their health status subsequently declined further (Bindman,
Keane, and Lurie 1990).

Third, the two surveys were conducted using different sampling
strategies. The MA sample was based on sampling at the plan level, with
follow-up survey data subject to continued plan participation in Medicare
and the survey respondent’s continuous enrollment in the plan. The
baseline VHA sample was a population-based survey of all VHA patients
and the follow-up sample were those in SHEP. Figure SA1 indicates that
MA baseline cohort and those who were surveyed at follow-up were similar
as were VHA baseline cohort and those who were surveyed in SHEP. The
time between assessments was also different in the two systems. Therefore,
the estimates of changes in health status at 2 years are a linear interpolation
of changes.
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Fourth, this study examines only male patients. There may be
differences in outcomes between men and women within the VHA and
MA, and for women, comparisons of outcomes between the VHA and MA
may differ from that seen in men. Further research is needed to assess the effect
of systems of care on outcomes for women.

Fifth, controlling for sociodemographics and comorbid illnesses
explained only a fraction of the variance in the change in PCS and MCS.
The pseudo R2 was 0.0021 for PCS the same or better and 0.0039 for MCS
the same or better. The same has been true in other studies (Bayliss et al.
2004). The mortality model had a c-statistic (discriminative power) of 0.747,
which was equal or superior to values obtained in risk-adjusted mortality
models for inpatient populations (Best and Cowper 1994; Schneeweiss
et al. 2003). Our risk-adjustment methodology did not control for
unobservable variables such as quality of care that could be correlated
with the health care systems.

Sixth, our outcome measures combine respondents with good health
status at baseline who do not decline over the time-frame with respondents in
poor health status at baseline who improve. We broke down the composite
outcomes into better and same. The categories of change in PCS were
classified as (1) ‘‘the same’’ (or unchanged) between � 5.66 points and 15.66
points, (2) ‘‘better’’ as415.66 points, and (3) ‘‘worse’’ aso� 5.66 points. The
categories of change in MCS were classified as (1) ‘‘the same’’ (or unchanged)
between � 6.72 points and 16.72 points, (2) ‘‘better’’ as 416.72 points, and
(3) ‘‘worse’’ as o� 6.72 points. The cross-system comparison analysis yielded
similar results (Table SA3).

Seventh, MA plans are independent and heterogeneous. In particular,
there are those that probably look more like the VHA in terms of integration,
use of health information technology, performance monitoring, and financial
incentives and others that are probably closer to the unmanaged, FFS
population. Further studies are needed to evaluate how differences in the
organizational characteristics of variations in MA are associated with variation
in and the impact on their performance.

Eighth, our work was limited to the comparison of patient outcomes in
different settings of managed care. Some evidence suggests elderly patients
with chronic conditions enrolled in Medicare managed care experienced
greater declines in physical health than similar persons in Medicare FFS
(Shaughnessy, Schlenker, and Hittle 1994; Ware et al. 1996). More recent
studies of the elderly have found no differences between Medicare managed
care and FFS with respect to functional declines and to mortality (Retchin et al.
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1992; Riley 2000; Porell and Miltiades 2001). Further research is needed to
better understand how these different systems of care affect outcomes.

In summary, our findings indicate that the VHA has better outcomes for
men than MA. The VHA’s performance offers encouragement that the public
sector can both finance and provide exemplary health care. The VHA’s
experience provides some general, potentially transferable, and useful policy
directions that might benefit other health care systems in the public as well as
the private sectors.
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Abstract In this study, we interviewed researchers, ask-

ing them to define vulnerable populations in HIV/AIDS

clinical trials, and provide feedback on the federal regu-

lations for three vulnerable populations. Interview data

informed a conceptual framework, and were content ana-

lyzed to identify acceptability or disagreement with the

regulations. Beginning with several characteristics of vul-

nerable enrollees identified by researchers, the conceptual

framework illustrates possible scenarios of how enrollees

could be considered vulnerable in clinical research. Con-

tent analysis identified barriers affecting HIV/AIDS

researchers’ ability to conduct clinical trials with pregnant

women, prisoners, and children, for which the regulations

specify additional protections. This study challenges cur-

rent thinking about federal regulations’ group-based

approach to defining vulnerable populations.

Keywords HIV � AIDS � Vulnerable populations �
Ethics � Clinical trials

Introduction

Vulnerability is a central concept in protecting human

subjects in research, and the term, vulnerable populations,

was introduced as part of the guidelines for medical ethics

in the 1949 Nuremburg Code, World Medical Association

Declaration of Helsinki (most recent update: 2008), and the

1979 Belmont Report to protect human subjects involved in

research [1, 2]. The US federal regulations for protection of

human subjects, in 45 Code of Federal Regulations Part 46

(45 CFR 46) require special protections for three categories

of vulnerable populations—pregnant women, fetuses, and

neonates (Subpart B), prisoners (Subpart C), and children

(Subpart D) [1]. In addition, 45 CFR 46, in Subpart A (also

known as the Common Rule), requires Institutional Review

Boards (IRBs) to consider additional protections for those

who are ‘‘economically,’’ ‘‘educationally,’’ or ‘‘decisional-

ly’’ impaired, without specifying these terms [1].

Using a group-based approach—in which individuals

are considered vulnerable if they belong to specified

groups—has been criticized to be both too narrow and too

broad in scope; too narrow because it does not take into

account other factors that lead to vulnerability, or persons

or populations with multiple vulnerabilities [3, 4], and too

broad because some individuals who belong to these cat-

egories are not vulnerable in certain types of research [3,
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5]. Another criticism with the group-based approach to

identifying vulnerable populations is that the federal reg-

ulations do not provide adequate guidance about what

additional safeguards should be taken with each of the

groups identified [3]. For example, protecting vulnerable

populations by barring them from participation in certain

clinical trials may be doing more harm than good. Indeed,

the current conceptualization of vulnerable populations has

made access to clinical trials more difficult for underrep-

resented groups [1].

While the debate concerning defining vulnerable popu-

lations continues among bioethics scholars, only a few

empirical studies examine how researchers think about and

address vulnerability in clinical trials [6–8]. To date,

however, no studies have examined issues of vulnerable

populations in the context of HIV/AIDS clinical trials,

particularly from the perspectives of frontline researchers.

HIV/AIDS, unlike other diseases/conditions, includes

individuals and populations with a wide range of vulnera-

bility characteristics—including racial/ethnic minorities,

women, and/or injecting drug users—not necessarily

specified in the current definition and categories [9, 10].

HIV-positive subjects with one or more of these charac-

teristics may not fit in 45 CFR 46’s Subparts B,C, and D.

Moreover, the terms, ‘‘educational, economic, and deci-

sional impairment’’ in the Common Rule are not specific

enough to assist HIV/AIDS clinical trial researchers to

identify and protect subjects who they consider vulnerable.

The purpose of this study is twofold: The first part is to

take a grounded-theory approach in developing a concep-

tual framework for understanding which enrollees are

considered vulnerable from the perspectives of researchers

working in HIV/AIDS clinical trials. The second part of the

study explores HIV/AIDS researchers’ perspectives on the

subparts of 45 CFR 46 to gain a better understanding of

the perceived utility and limits of these regulations for

protecting pregnant women/fetuses, prisoners, and children

from potential risks.

Methods

Sample and Recruitment

A sampling frame of AIDS Clinical Trials was obtained

from the AIDS Clinical Trial Information Service (ACTIS),

which was a resource of federally and privately-funded

AIDS Clinical Trial information through the Division of

Acquired Immune Deficiency Syndrome (DAIDS), National

Institute for Allergy and Infectious Diseases (NIAID) [11].

A list of Principal Investigators (PIs) was created in an

Excel spreadsheet and categorized by Adult or Pediatric

AIDS Clinical Trials Groups (ACTGs), and comprised 31

Adult AIDS Clinical Trials Group (AACTG) sites and 18

Pediatric AIDS Clinical Trials Group (PACTG) sites. In

addition, 16 HIV Prevention Trials Network (HPTN) PIs

were included in the spreadsheet. HPTN—established in

1999 by DAIDS—is an international clinical trials network

that develops and tests the safety and efficacy of primarily

non-vaccine interventions designed to prevent the trans-

mission of HIV [12].

All AACTG, PACTG, and HPTN PIs were sent an ini-

tial letter via regular mail requesting their participation in a

telephone interview, and the names and contact informa-

tion of their co-investigators or study coordinators so that

they could be asked to participate. To PIs, co-investigators,

and study coordinators who agreed to participate, a consent

form was faxed to them; they were asked to sign the

consent form and fax it back before the scheduled tele-

phone interview. Several follow-up email or telephone

contacts were made to both investigators and study coor-

dinators to maximize the responses; both refusals and non-

responses were documented. Once the interview was

completed, investigator- and study coordinator-subjects

were mailed a $50 incentive, or the $50 was donated to a

charity of their choice. This study was approved by the

UNC Biomedical Institutional Review Board.

Data Collection

A semi-structured interview guide was developed and used

to conduct the audiotaped, telephone interviews with the

investigators/study coordinator subjects. The interview

guide included two conceptual domains to explore (a) their

definitions of what constitutes vulnerability in HIV/AIDS

clinical trial populations, and how they see their study

population(s) as vulnerable; and (b) what they think of the

current categories of vulnerable populations for which

there are special protections in the 45 CFR 46.

Data Analysis

All audiotaped interviews from investigator/study coordi-

nator subjects were electronically transcribed into Micro-

soft Word. Accuracy of the transcription was verified by a

member of the research team, and any identifying infor-

mation in the interviews was redacted to protect the con-

fidentiality of subjects. The transcribed interviews were

imported into the qualitative software program, Atlas.ti, v.

5.2. The first phase of qualitative data analysis involved

identifying themes from the questions asked, and devel-

oping a codebook reflecting a thematic coding structure

underlying the conceptual domains. Codes for each theme

were assigned to text using Atlas.ti by a pair of coders per

transcript, and inter-coder reliability was assessed by

having the coders resolve any coding differences between
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them. Thus, the first phase of the analytical process yielded

discrete and systematically coded textual data.

Development of a Conceptual Framework

To develop the conceptual framework, we extracted coded

textual data elicited from the questions (a) ‘‘What is your

definition of a vulnerable population?’’, and (b) ‘‘In gen-

eral, how are AIDS clinical trial (or HPTN) study popu-

lations considered vulnerable?’’ These data were reviewed

in a 2-step process. The first step identified indicators of

vulnerability elicited from these two questions and orga-

nized them into three broad categories reflecting social,

treatment-related, and research participation-related vul-

nerabilities. The next step involved examining co-occur-

rences between the themes from these broad vulnerability

categories that informed a conceptual framework to

explore how HIV/AIDS clinical trial populations could be

vulnerable in clinical research.

Investigator/Study Coordinator Views on 45 CFR 46

Subparts B, C, and D

To explore the perspectives of HIV/AIDS clinical trial

researchers on the three categories of vulnerable popula-

tions for which there are special protections in the federal

regulations, coded textual data were extracted from the

following set of questions:

‘‘IRBs identify three categories of vulnerable popula-

tions for which there are special protections. They are

children, pregnant women/neonates/fetuses, and prisoners.

• Do you think each of these groups should be considered

vulnerable populations with special protections, why or

why not?

• Do these categories work well to help researchers

understand vulnerable populations in HIV/AIDS clin-

ical trials? Why or why not?’’

Textual data were then collapsed into why or why not

categories for each of the three vulnerable populations to

create a matrix.

Results

Sociodemographics

Of the 65 sites (31 AACTG, 18 PACTG, 16 HPTN) con-

tacted from the sampling frame, 27 (42%) sites’ PIs agreed

to participate: 14 (45%) representing AACTG, 5 (28%)

from PACTG, and 8 (50%) from HPTN. Of the 38 sites that

did not participate, 36 of the PIs from those sites never

responded to our initial or follow-up requests, and two of

the PIs declined to participate (no reasons were given).

Furthermore, non-respondent PIs disproportionately repre-

sented the PACTG. Table 1 presents the sociodemograph-

ics of the 38 investigator- and study coordinator-subjects

from the 27 participating sites. Investigators primarily were

male (67%) and were physicians (72%), while the study

coordinators primarily were female (65%) and were nurses

(95%). The majority of the investigators and study coordi-

nators were White (87%).

Conceptual Framework Defining Vulnerable

Populations in HIV/AIDS Clinical Trials

The two initial, open-ended questions asking about how

study populations in HIV/AIDS clinical trials are vulner-

able elicited an array of indicators that we first organized

into three broad vulnerability categories: social (e.g., sub-

stance/alcohol abuse, homeless), treatment-related (e.g.,

few options to treatment, newly diagnosed), and research

participation-related (e.g., not understanding consent form,

participating for inducement, physician-investigator influ-

ence). While organizing these vulnerable indicators into

categories was useful, these indicators alone did not fully

explain the possible circumstances in which HIV/AIDS

clinical trial enrollees could be considered vulnerable in

Table 1 Sociodemographics of investigator- and study coordinator-

subjects

Variables Investigators

(N = 18)

Study coordinators

(N = 20)

n (%) n (%)

Gender

Male 12 (67) 7 (35)

Female 6 (33) 13 (65)

Race/Ethnicity

White, not Hispanic 16 (89) 17 (85)

Black, not Hispanic – 2 (10)

Asian 2 (11) 1 (5)

Trial type

AACTG 8 (44) 17 (85)

PACTG 3 (17) 2 (10)

HPTN 7 (39) 1 (5)

Degree(s)

MD 13 (72) –

PhD or equivalent 4 (22) –

Nursing degree (RN, NP) 1 (6) 19 (95)

Master’s degree (MA, MS) – 1 (5)

Location of trials

US 7 (39) 16 (80)

International 4 (22) –

Both 7 (39) 4 (20)
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clinical research. To answer this question, we explored the

thematic co-occurrences among these indicators, which

were then used to develop a conceptual framework

informing how researchers define vulnerable populations in

HIV/AIDS clinical trials (Fig. 1).

The following quotation illustrates an example of the co-

occurrences among some of the social, treatment-related,

and research participation-related vulnerabilities depicted

in Fig. 1; vulnerable population indicators are highlighted

in italics. In this example, the study coordinator was

sharing a story about a new enrollee who also just found

out that he was HIV-positive:

I’ll take an extreme example where I was called into

consent a patient…They needed to be on meds years

ago and just found out they’re positive. This indi-

vidual was tearful through part of our consenting, just

overwhelmed with the new diagnosis, the pills, not

understanding that they’re not going to be dead in

2 years…And there’s a lot of education there but

they’re only going to take home 10% of what you tell

them…So I mean that is a vulnerable person and I

think they’re informed as much as we can humanly

inform them and they’re making a legal consent, but

they’re vulnerable. They have their faith in the phy-

sician that we’re not going to lead them wrong. It’s

just my doctor said this would be a good study.

(HPTN study coordinator, male)

Relating back to Fig. 1, this quotation reflects the multiple

vulnerabilities an enrollee can face in HIV/AIDS in clinical

research. This particular enrollee had been sick for while,

perhaps was motivated to participate because of the physi-

cian-investigator’s influence, and believed that he was going

to die given the HIV-positive diagnosis. The end result may

be that this enrollee agreed to participate, despite under-

standing very little about the clinical trial during the consent

process, because the trial in question may have been the only

source of treatment/care available to him at that time.

Investigator and study coordinator subjects also descri-

bed how their HIV/AIDS clinical trial sites have made

efforts to provide special protections to enrollees who have

one or more of the vulnerabilities presented in Fig. 1. One

special protection that may not be required by IRBs, but

was commonly cited by clinical trial researchers, was the

implementation of various consent monitoring practices to

improve informed consent comprehension at the time of

enrollment. In this example, one AACTG female study

coordinator stated:

We do not enroll any study subject that we feel does

not have a clear understanding. And we sort of give

them like a little quiz…So, for example, we run

studies for people that just got diagnosed and just

found out they’re HIV-positive…If we don’t feel like

they can handle not only the information of just being

diagnosed with HIV and then on top of that a research

study, we don’t put them in the study.

Other special protections for HIV/AIDS clinical trial

enrollees that were described included:

• Informed consent process could be re-visited periodi-

cally to make sure enrollees retain comprehension of

key information in the clinical trial.

• High-value incentives
• Doctor says “good”study
• Fear of dying
• Treatment of last resort
• No other source of 
care/treatment

Illegal or illegal activity
• Undocumented
• Drug abuse
• Sex work

Health Status
• Newly diagnosed
• Concurrent mental 
illness
• Already very sick

Characteristics or 
categories of 
enrollees

How enrollees could be 
considered vulnerable in 
clinical research

1 or more may 
be associated 
with

Economic factors
• Low income
• Homeless
• Unemployed

Education factors
• Low education
• Illiterate
• Non English-speaking

Women
• Abused
• Unequal power

Their motivations to 
participate in clinical trials

• Difficulty obtaining informed 
consent if:
--if consent obtained under 
duress
--does not understand the 
consent form
--does not understand their 
rights as human subjects
• Fear possible incarceration 
or social stigma
• Access to treatment only 
can be provided through 
clinical trials
• Inducement through 
renumeration

Fig. 1 Conceptual framework for understanding vulnerability in HIV/AIDS clinical trials
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• Having trained staff to provide various services, such as

translators to communicate with non-English speakers,

social workers to help prevent crises in a patient’s life

arising from participating in a trial, or guardians present

for the cognitively-impaired.

• Having a certificate of confidentiality approved by the

IRB, especially for study populations involved in illicit

activities.

• Working with high ranking officials and law enforce-

ment officers to ensure research proceeds smoothly

when there is illegal activity involved.

Thus, investigator and study coordinator subjects went

beyond merely identifying different factors associated with

vulnerability to suggesting specific measures to ameliorate

the different types of vulnerability their participants faced.

Perspectives on 45 CFR 46 Subparts B, C, and D

Investigator and study coordinator subjects were asked how

they felt about the current categories of vulnerable popu-

lations for which there are special protections in the Sub-

parts of 45 CFR 46. Table 2 dichotomizes their

perspectives by why or why not categories for pregnant

women/neonates/fetuses, prisoners, or children should be

considered vulnerable.

In general, investigator- and study coordinator-subjects

agreed with the need for special protections for the cate-

gories of vulnerable populations identified in Subparts B, C,

and D of 45 CFR 46 for the following reasons: women/

neonates/fetuses because of the potential or known harms to

the fetus (25 [66%]); prisoners given their captivity (24

[63%]); and children because of their age (33 [87%]). Yet,

the investigators and study coordinator subjects did not

view these study populations as always being vulnerable.

Their reasons for why they should not be considered vul-

nerable further demonstrate how they consider vulnerability

situational, thus rejecting the regulations’ categorizing of

these groups as vulnerable in all types of research. The

following are sample quotes that illustrate how IRBs

sometimes have made it difficult for researchers to enroll

potential subjects who are pregnant, prisoners, or children.

For pregnant women:

Well, the kinds of behavioral research I do, the

interventions are applicable or more applicable for

pregnant women. There’s nothing that we do that

would in any way harm the fetus…But I have to

explain to the IRB why I’m including them…I don’t

get it. (HPTN investigator, male)

In this example, the regulations would deem behavioral

intervention trials, such as the types described, as having

minimal risk to the fetus, but the IRB made it more difficult T
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for this investigator’s clinical trials site to include pregnant

women.

For prisoners:

We think it’s a bad thing [considering prisoners a

vulnerable population with special protections]. We

would like to be able to continue their involvement in

the clinical trial while they were in jail…but the

logistics of actually being able to continue to provide

research medications while somebody is in jail makes

it very difficult. (AATCG investigator, male)

Investigators have to go though additional IRB procedures

to be able to conduct clinical trials with prisoners. In this

example, the investigator later explains when enrollees

should be allowed to continue their participation in an HIV/

AIDS clinical trial if they become incarcerated. Indeed, if

enrollees are forced to withdraw from the trial, there is no

guarantee that the antiretroviral medications they were

taking before incarceration would be available to them

during their jail time or imprisonment, which could have

more harmful implications.

For children:

In this country maybe if you’re 15 and you want to go

into a research study your parent or guardian would

have to sign the consent as well. I don’t think that’s

realistic in another country. I think that a 15-year-old

who has been out working and might be married

should be able to sign and consent to a study on their

own. (HPTN study coordinator, female)

Similar to the quotation example for pregnant women, the

regulations would permit minor assent without parental

permission under certain conditions, but this researcher’s

experience with the IRB may not have allowed it.

Discussion

This exploratory study provides an in-depth and multi-

faceted look at the ethical concept of vulnerable popula-

tions from the perspectives of researchers involved in HIV/

AIDS clinical trials. A conceptual framework was devel-

oped that illustrates a combination of vulnerable population

characteristics/categories identified from the broad defini-

tions in the Common Rule (e.g., based on socioeconomics),

and in prior reviews about HIV-infected and HIV-affected

populations [9, 10], but organizes them to show possible

circumstances in which HIV/AIDS clinical trial enrollees

could be considered vulnerable in clinical research, and for

which special protections could be warranted (e.g., consent

monitoring in cases where there is educational, cognitive,

or treatment-related vulnerabilities). In addition, barriers

posed by Subparts B, C, and D of 45 CFR 46 were explored

in the context of HIV/AIDS clinical trials, further dem-

onstrating that applying group-based vulnerability can

result in unnecessary exclusion of individuals in the vul-

nerable population categories of pregnant women/fetuses,

prisoners, and children. The study’s findings are consistent

with concerns from bioethicists that vulnerability in

research has not been clearly or uniformly defined in the

federal regulations on human subjects research, and special

protections delineated for select vulnerable populations

often have made it difficult for these vulnerable popula-

tions to participate in HIV/AIDS clinical trials from which

they could benefit [2, 5].

First, the study supports prior recommendations to look

at vulnerability as situational, rather then group-based, as is

typically used by IRBs in the United States and interna-

tionally [3, 4]. At a practical level, we hope that AACTG,

PACTG, and HPTN researchers could use the conceptual

framework as a guide to identify areas of vulnerability

within their respective clinical trial populations, and

implement appropriate protections to their informed con-

sent process and/or recruitment procedures. Furthermore,

we believe that the factors comprising the conceptual

framework are not necessarily distinct to HIV/AIDS and

may broaden the conceptual framework’s potential to

understanding vulnerable populations for other diseases or

conditions, or that are distinct to minority groups (e.g.,

being undocumented). At an institutional level, we hope

that local IRBs could use this conceptual framework to

expand their thinking about what makes subjects vulnera-

ble in HIV/AIDS clinical trials, and to consider innovative

and alternative ways in which researchers could implement

additional protections for clinical trial participants with one

or more vulnerabilities.

Second, understanding the concerns among HIV

researchers on why pregnant women, prisoners, and chil-

dren should not be considered vulnerable for all types of

clinical research strengthens the argument to examine

vulnerability as situational. At an institutional level, we

hope that these findings could encourage local IRBs to

think of these three vulnerable populations more on a case-

by-case basis, particularly in situations where clinical trial

participants who represent these vulnerable populations

stand to benefit from the results of the research.

This study has two main limitations. For the investiga-

tor/study coordinator sample, the response rate of 42% at

the site level was low even though all 65 sites (31 AACTG,

18 PACTG, 16 HPTN) were asked to participate. Given

that we were unsuccessful in interviewing PIs, other

investigators, or study coordinators from 38 of the sites,

our conceptual framework may be missing other important

factors that contribute to vulnerability in clinical research.

This is particularly true for PACTG that may have other

vulnerable population indicators more relevant when
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conducting clinical trials with children (and adolescents).

Second, the conceptual framework for vulnerable popula-

tions in HIV/AIDS clinical trials is missing the perspec-

tives coming from HIV/AIDS clinical trial enrollees with

respect to how they consider themselves vulnerable. Future

research may be useful to better explore vulnerability in

clinical research from the enrollees’ perspective.

In conclusion, the debate over vulnerable populations

usually happens among bioethics scholars with little or no

input from biomedical researchers about what they think,

including if they agree with the current definitions, and their

concerns with IRB regulations associated with vulnerable

populations. The conceptual framework for understanding

vulnerable populations in HIV/AIDS clinical trials was

developed in this study from the perspectives of HIV/AIDS

researchers to help us move beyond the broad categories of

‘‘economically,’’ ‘‘educationally,’’ or ‘‘decisionally’’ impaired,

or the narrowly focused vulnerable categories of pregnant

women, prisoners, and children for which there are special

protections in 45 CFR 46. Indeed, the conceptual framework

illustrates other plausible relationships of vulnerability, and

this study’s participants also identified interventions to

address certain types of vulnerability, to which IRBs should

pay greater attention. Future work on understanding vul-

nerable populations could expand the conceptual framework

to include vulnerable population indicators for other dis-

eases or conditions, and the conceptual framework could be

used as a guide to develop interventions that address situa-

tional vulnerability in clinical research.
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BACKGROUND: Many opioid-dependent patients do
not receive care for addiction issues when hospitalized
for other medical problems. Based on 3 years of clinical
practice, we report the Transitional Opioid Program
(TOP) experience using hospitalization as a “reachable
moment” to identify and link opioid-dependent persons
to addiction treatment from medical care.

METHODS: A program nurse identified, assessed, and
enrolled hospitalized, out-of-treatment opioid-depen-
dent drug users based on their receipt of methadone
during hospitalization. At discharge, patients transi-
tioned to an outpatient interim opioid agonist program
providing 30-day stabilization followed by 60-day taper.
The nurse provided case management emphasizing HIV
risk reduction, health education, counseling, and med-
ical follow-up. Treatment outcomes included opioid
agonist stabilization then taper or transfer to long-term
opioid agonist treatment.

RESULTS: From January 2002 to January 2005, 362
unique hospitalized, opioid-dependent drug users were
screened; 56% (n = 203)met eligibility criteria and enrolled
into the program. Subsequently, 82% (167/203) pre-
sented to the program clinic post-hospital discharge; for
59% (119/203) treatment was provided, for 26% (52/203)
treatment was not provided, and for 16% (32/203)
treatment was not possible (pursuit of TOP objectives
precluded by medical problems, psychiatric issues, or
incarceration). Program patients adhered to a spectrum of
medical recommendations (e.g., obtaining prescription
medications, medical follow-up).

CONCLUSIONS: The Transitional Opioid Program (TOP)
identified at-risk hospitalized, out-of-treatment opioid-
dependent drug users and, by offering a range of
treatment intensity options, engaged a majority into
addiction treatment. Hospitalization can be a “reach-
able moment” to engage and link drug users into
addiction treatment.

KEY WORDS: harm reduction; opioid dependence; methadone;

addiction treatment.
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INTRODUCTION

Opioid-dependent individuals are frequent users of hospital
services for acute medical conditions.1–3 When hospitalized, they
are often not engaged in addiction treatment.4 They avoid
hospitalization for fear of withdrawal,5 and if hospitalized,
resumedruguse at discharge.6However, hospitalizationprovides
an opportunity to improve and coordinate addiction treatment. A
hospital-based program could identify opioid-dependent
patients, engage them in addiction treatment, and mitigate
high-risk behaviors. Hospitalization is a “reachable moment”—
to engage out-of-treatment individuals whose acute illness may
render them willing to consider addiction treatment.7,8

Methadone is recommended for acute withdrawal in opioid-
dependent patients to reduce early hospital departures and
facilitate acute treatment.4,9,10 However, brief methadone expo-
sure does not improve low abstinence rates (e.g., 80% of opioid-
dependant individuals relapsewithin 1 year of detoxification).11,12

Moreover, opioid agonists administered during hospitalization do
not result in adequate ongoing abstinence after discharge.8

Research programs targeting hospitalized opioid-dependent
patients have combined engagement with intensive, structured
substance use treatment.13–15 However, patients ambivalent
about formal addiction treatment may be disinclined to enroll
or remain in these types of programs. We created a clinical
model to improve comprehensive health and lifestyle outcomes
(e.g., linkage and adherence to treatment, reduction in un-
healthy substance use behaviors) and promote low-threshold
access that might engage reluctant patients. In 2001, the
Transitional Opioid Program (TOP) was created for out-of-
treatment, opioid-dependent patients hospitalized in an urban
teaching hospital in coordination with but independent of an
affiliated Opioid Treatment Program (OTP). TOP had three
aims: (1) improve access to opioid addiction treatment; (2)
provide risk reduction strategies to prevent HIV, hepatitis, and
sexually transmitted diseases; (3) increase hospital discharge
plan adherence. TOP identified hospitalized out-of-treatment,
opioid-dependent patients and linked them to outpatient,
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interim opioid agonist addiction treatment, medical care, risk-
reduction services, and individualized case management.
Components of this clinical program and the initial 3-year
experience are described.

METHODS

The program model was based on a conceptual framework that
included the following important components: (1) interim
opioid replacement therapy; (2) individualized case manage-
ment; (3) group public health education; (4) principles of
motivational interviewing and harm reduction.

Interim Opioid Agonist Treatment

Opioid agonists facilitated patient engagement in the program
by mitigating withdrawal, craving, and illicit drug procure-
ment. The program worked to reduce risk of harm from
injection drug use and permit participants to reflect on their
circumstances, consider behavior change, and formulate
goals.

Individualized Case Management

Individualized case management marshaled resources for
vulnerable participants temporarily stabilized on opioid-agonist
therapy. After hospitalization, patients face additional barriers to
recovery (e.g., lack of long-term treatment availability, lack of
insurance, homelessness). Case management provided a safe
environment for both formal and informal addiction counseling.
Unstructured interactions provided opportunities to address
ambivalence to counseling.

Group Health Education

Group health education was an essential program component
as patients face many risk-laden decisions.16,17 Drug users
transmit information via “word-of-mouth” and may use knowl-
edge gained through health education to reduce risky beha-
viors.18 Group education maximized staff efficiency and
reinforced therapeutic messages.

Principles of Motivational Interviewing and Harm
Reduction

The program used principles recommended by the Institute of
Medicine including engaging patients in all states of readiness
to change, setting intermediate goals, working collaboratively
with patients towards them, and responding to individual
needs.19 This approach was used to educate participants
about prevention of sexually transmitted infections, increase
linkage to mental health and primary medical care, and
enhance adherence to medical treatment. Intermediate behav-
ioral goals and harm reduction methods were employed to
enhance readiness to change and decrease medical complica-
tions.20,21

The program nurse made frequent “check-in” visits during
the hospitalization because experience suggested that repeat-
ed low-pressure engagement combined with motivational
interviewing methods increased enrollment and enhanced
outcomes for ambivalent participants. Incremental progress
by achieving intermediate outcomes was considered produc-
tive and consistent with the transtheoretical model of behavior
change.22 Any reduction of harmful behaviors or increased
involvement in treatment or assistance services was positively
emphasized.23

Transitional Opioid Program Phases

Phase 1. Inpatient—Identification, Screening, Assessment,
and Enrollment. Phase 1 (during hospitalization) included
identification, screening, comprehensive medical and psychosocial
assessment, social service evaluation, daily visitation, substance
abuse treatment education, and methadone induction and
stabilization. The program nurse employed clinical judgment
while determining program eligibility in interested individuals.

Phases 2. Outpatient Days 1 Through 30—Stabilization
and Maintenance. Phase 2 (at the OTP during days 1 to 30
after hospital discharge) included methadone dose reassessment
and titration, individualized case management, and
comprehensive care planning. The program nurse transferred
medication and medical information (last methadone dose,
admission documentation, laboratory results, PPD status, and
urine toxicology) to the OTP. Patients received daily observed
methadone at the OTP up to a maximum daily dose (80 mg) to
relieve withdrawal symptoms and opioid craving. The dose of
80 mg was the highest dose from which a 60-day detoxification
was estimated to be tolerable. The first day of outpatient
methadone administration, the program nurse oriented patients
to the OTP and daily administration staff.

Participation in case management, education emphasizing
risk reduction, health education, and formal addiction
counseling was encouraged but not required. Supervised urine
drug testing and medical follow-up were recommended. The
program nurse monitored patients, offered support and infor-
mal treatment counseling, made referrals, and managed
psycho-social crises. A physician met participants the first
week at the OTP. The program nurse facilitated weekly public-
health oriented educational group discussions at the OTP
addressing common challenges (e.g., relapse prevention).
Participants also met the program nurse weekly for individual
15-min “check-in” sessions. Methadone was administered
within 15 min of the group session to encourage attendance.
OTP nurses monitored participants daily during methadone
administration and were reminded by an electronic alert to
direct participants to keep their weekly “check-in” appoint-
ment with the program nurse.

Phase 3. Outpatient Days 31 Through 90—Taper or Titration
and Transition to Long-Term Addiction Treatment. Phase 3 (days
31-90) included initiation of a 60-day methadone taper or
preparation for transfer to another OTP. The program nurse
provided both scheduled and drop-in counseling sessions
during Phases 2 and 3. As case manager, the program nurse
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supported and guided participants, helping them clarify,
define, and achieve personal treatment goals. Participants set
measurable, achievable goals and identified action steps to
meet them (e.g., decrease methadone dose 5 mg per week, keep
next doctor appointment). The plan was reviewed weekly and
revised based on progress, physical and mental health status,
housing and legal status. The program nurse assisted and
advocated for the participants to ensure that action steps were
met as planned. Participants, in consultation with the program
nurse, decided to taper or transfer to a long-term OTP based
on individual preference, availability of treatment slots,
insurance status, staff recommendations, and employment
and family issues.

Outpatient Objectives During Phase 2 and 3. Phases 2 and 3
addressed educational issues, behaviors, and service
utilization. Examples included discharge medical treatment
adherence (obtaining prescriptions and medical follow-up);
harm reduction (needle sharing avoidance, needle exchange
program enrollment, vein care, overdose prevention); condom
use; HIV counseling and testing; hepatitis C and HIV health
education; and addiction treatment education (acupuncture,
community resources, methadone, relapse prevention,
smoking cessation, recovery tools, and 12-step groups).

Design and Implementation

The Program Nurse. The program nurse consistently engaged
patients from hospital enrollment to program completion.
Daily visits helped patients establish trust and rapport,
address expectations and concerns, and optimize methadone
dosing. The program nurse (DB), available to patients and all
clinical staff by pager, was supervised by the program
physician director (CWS). During Phase 2 and 3, the nurse
reviewed treatment plans, assessed dosing, answered
questions, and provided emotional support for participants at
the OTP. OTP physicians oriented participants to opioid
agonist treatment, performed assessments, and collaborated
with the program nurse on the treatment plan. The program
nurse provided ongoing education to the OTP clinic nursing
staff about the philosophy and policies of the program to
maintain support for TOP as a distinct program with specific
goals within the larger OTP.

To determine program eligibility, hospitalized patients were
screened for receipt of daily low-dose methadone (20–40 mg).
Patients were identified through the inpatient computerized
medication ordering system. The program nurse reviewed
individual medical records and discussed the potential for
enrollment with clinical staff. Eligibility criteria included: (1)
active opioid use and dependence; (2) not currently enrolled in
an opioid treatment program; (3) no chronic use of non-
prescribed benzodiazepines; (4) no current alcohol-depen-
dence; (5) no active psychosis or suicidal/homicidal ideation.
Program participation did not guarantee the opportunity for
long-term OTP enrollment. Methadone dosing in the OTP
program was based on federal regulations authorizing up to
120 days of methadone without concurrent routine drug
testing, counseling or rehabilitation services for individuals
awaiting comprehensive treatment.24

Outcome Definitions. Important medical and psychosocial
patient outcomes were determined after program design and
implementation and were reported for descriptive purposes
only. A comparison group was not available. Outcomes were
defined in terms of whether or not treatment was provided to
participants. All outcomes were classified as “Treatment
Provided” (e.g., enrolled in long-term OTP), “Treatment Not
Provided” (e.g., loss to follow-up), or “Treatment not Possible”
because medical or psychiatric issues took precedence (e.g.,
too medically or mentally ill or incarcerated).

Data Collection. Data from the program case-management
database and the hospital’s information system were extracted
and transferred to a research database. Unique patients from
the program’s first 3 years are reported. The Institutional
Review Board of Boston Medical Center approved this study.

RESULTS

Patient Characteristics

Between January 2002—January 2005, 362 unique patients
were screened from admissions to the medical service of
Boston Medical Center that received methadone for opiate
withdrawal treatment and were neither enrolled in an OTP nor
prescribed methadone for pain control (Fig. 1). Average hospi-
talization was 5.7 days (SD 7.3; range 1-76 days). Average daily
in-patient census (Phase 1) was 2, and average program
census (Phase 1-3) was 17. The average length of participation

N = 74/362 (20%)

N = 36/203 (18%)

N = 85/288 (30%)

Phase 1

Phase 2 & 3

N = 203/288 (70%)

First Visit at Methadone Clinic
N = 167/203 (82%)

N = 288/362 (80%)

N = 362

Figure 1. Screening and enrollment schema of the transitional
opioid program.

805Shanahan et al.: Transitional Opioid Program (TOP)JGIM



in the entire program (Phases 1-3) was 60 days (SD 38; range,
1-154 days).

Unique Screened Patients

Of the 362 unique screened patients, there were 67%males: 50%
White, 45% African-American, or 5% other; 24% self-reported
Hispanic ethnicity. Mean age was 40 years. Medical conditions
typical for this population were noted.1,2 Housing information
available from a subset of patients assessed in the latter period of
follow-up revealed 60% (69/115) “any homelessness in the
previous 6 months,” 44% (51/115) “currently homeless,” and
65% (75/115) “anticipated homelessness in the next 6 months.”

Of the screened patients, 20% (74/362) were ineligible for the
following reasons: active benzodiazepine abuse 24% (18/74);
alcohol dependence with active alcohol use 24% (18/74); unsta-
ble psychiatric co-morbidity 14% (10/74); opioid use for less than
1 year 12% (9/74); medical illness severity 9% (7/74); non-daily
opioid use 7% (5/74); other reasons 9% (7/74).

Eligible Patients

Of the 362 screened patients, 80% (288) were eligible for
enrollment. However, 30% (85/288) declined program enroll-
ment because they “desire residential treatment” 48% (41/85);
“oppose methadone treatment” 24% (20/85); “have no interest
in treatment at this time” 15% (13/85); “live too far away from
the methadone clinic” 9% (8/85); or “want AA/NA only” 4% (3/
85). Overall, 89% of those eligible (255/288) reported interest
in addiction treatment.

Patients Enrolled in Hospital (Phase 1)

Of the remaining 203 patients that were eligible and accepted
enrollment, 82% (167/203) became participants at theOTP clinic
after hospitalization. Among the 18% (36/203) who “dropped-
out” (failed to transition to the OTP—Phase 2), 44% (16/36) did
not appear for the first dose, 22% (8/36) left the hospital “against
medical advice,” 11% (4/36) became too ill (e.g., transferred to
ICU or long-term nursing facility), 8% (3/36) were discharged to
another facility, and 14% (5/36) dropped out for other reasons.

Overall Outcomes of Participants Enrolled
in Hospital (Phase 1)

Of 203 participants initially enrolled during hospitalization,
treatment was provided to 59% (119/203), treatment was not
provided to 26% (52/203), or treatment was not possible 16%
(32/203).

Short-Term Substance Abuse Treatment Outcomes
of Program Participants (Phase 2 and 3)

Among the 203 enrolled participants who entered Phase 2 and
had treatment provided, 35% (71/203) enrolled in a long-term
OTP, 15% (31/203) completed methadone taper, 4% (9/203)

entered outpatient or residential substance abuse treatment,
and 2% (5/203) entered an inpatient detoxification facility.

Among 52 participants initially enrolled but who were not
provided treatment, 46% (24/52) did not show at the metha-
done clinic or left the hospital against medical advice, and 54%
(28/52) did not show at the OTP clinic for 14 consecutive days
or were discharged for behavioral issues.

Other Short-Term Outcomes

Phase 2 participants (n = 167) attained other outcomes
including: obtained discharge prescriptions, 56% (94/167);
attended primary care appointment, 54% (90/167); attended 2
or more group counseling sessions, 50% (84/167); enrolled in
a needle-exchange program, 17% (28/167); attended a 12-step
program, 16% (27/167); became employed, 16% (27/167).

DISCUSSION

The Transitional Opioid Program identified, recruited, engaged,
and linked hospitalized out-of-treatment opioid-dependent
patients to addiction care using interim opioid agonist treatment,
individualized case management, and both scheduled and drop-
in counseling. Most enrolled participants, 82% (167/203), pre-
sented for treatment at the OTP clinic after hospital discharge
suggesting that an unmet need was addressed. The program
employed minimal enrollment standards that did not require
commitment to long-term OTP.

Other investigators have studied methods to engage opioid-
dependent patients in addiction treatment. A randomized
clinical trial targeting out-of-treatment opioid users identified
and linked 126 selected individuals to methadone mainte-
nance using four strategies: case management, free treatment
voucher, case management plus voucher, or usual care for
6 months. At 3 months, long-term OTP enrollment was “usual
care” (11%), case management alone (47%), treatment voucher
(89%), and both case management and voucher (93%). En-
hanced treatment access using a voucher was twice as effective
as case management alone in linking hospitalized addicts to
drug abuse treatment.25 Vouchers also enhanced 6-month
methadone treatment enrollment rates for patients seeking
addiction treatment.26 Schwartz et al. demonstrated that more
than three-quarters of 319 heroin-dependent adults on an
OTP waitlist randomly assigned to interim methadone
remained engaged and entered a long-term OTP.27,28

TOP differs from previous reports in a few important ways.
Populations identified by ours and other programs were
similar in the range of need and readiness to change; however,
TOP engaged non-treatment seeking, opioid-dependent
patients ambivalent about substance abuse treatment. More-
over, the program approached ambivalence as a dynamic state
and by use of interim opioid agonist therapy provided patients
an opportunity to address indecision about addiction treat-
ment and modify their readiness to change. Other “programs”
described in the literature consisted of clinical trials that
created linked but distinctly separate inpatient and outpatient
services that were designed to test different methods and
settings for engaging patients. These programs had different
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objectives, enforced stricter eligibility requirements, or used
longer duration and standard OTP structure. In contrast to
reports in the literature, our program encouraged but did not
require monthly urine drug testing or formal counseling (i.e.,
no minimum engagement requirements). Similarly, urine
testing, if obtained and positive, did not impact program
participation. Moreover, duration of participation in the pro-
gram was roughly half that of other interim opioid-agonist
therapy programs.7–27 Similar to programs described by Aszalos
and O’Toole, TOP participants were hospitalized; however, our
program employed a single nurse who performed inpatient initial
contact and screening through to final outpatient taper or referral
to maintenance treatment in an OTP.13–15

The program provided the hospital-based clinical team an
option for addressing opioid dependence. The TOPmodel appears
sustainable and replicable using a modest staffing model (one
nurse) and basic coordination within existing treatment services.
The first 3 years of the program were supported by funding from
the Massachusetts Department of Public Health. In year 4, the
Boston Public Health Commission assumed program costs.
Although data to examine health services implications of the
program (e.g., hospital re-admissions) were not available, such
analyses warrant further study.

Limitations

The program was not available for recruitment at all times but
rather only 4 days/week, 8 h/day nor on all services (i.e., only
medical service). The TOP model represents a single health care
system’s experience and awaits replication. Long-term outcomes
of the model could not be determined because subjects did not
receive long-term follow-up. Use of electronic medication reports
was important and enhanced efficiency, but was not essential to
the TOPmodel, and other enrollment screeningmethods could be
devised to facilitate replication. Quantification of the relative
improvement in addiction treatment and other outcomes was
not possible because a comparison group was not available.
However, most participants were not seeking treatment when
hospitalized, and few would have received addiction treatment
had they not been enrolled in the program.

CONCLUSIONS

The Transitional Opioid Program (TOP) program model is
based on collaboration between a traditional acute inpatient
facility and an outpatient addiction treatment program. This
model of a transitional opioid program (TOP) engaged and
linked many opioid-dependent patients to appropriate addic-
tion and medical care by providing interim opioid agonist
treatment while offering a range of treatment intensity options
along with exposure to case management and health educa-
tion focused on personal risks. Given the descriptive nature of
this report, its findings should be considered preliminary and
hypothesis-generating, and further study will be required to
evaluate model efficacy and long-term outcomes.
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Abstract Standard approaches for determining weights when calculating a composite

measure of health care quality from individual quality indicators (QIs) include equal

weighting, opportunity-based weights, and judgment-based weights. Benefit-of-the-doubt

approaches have not been used in the health services area, though one has been used to

calculate composite measures for profiling countries. Underlying these approaches is the

assumption that relative performance on a set of indicators is, at least to some extent, a

revealed preference by the organizational unit about the relative importance of the indi-

cators. A benefit-of-the-doubt approach recognizes these revealed preferences by assigning

higher weights to indicators on which performance is better and lower weights to indicators

on which performance is poorer. We consider two benefit-of-the-doubt approaches. The

first uses simple linear programming (LP) models; the second uses data envelopment

analysis (DEA), the way in which the benefit-of-the-doubt approach has been previously

implemented. In both cases, constraints are added to limit weight adjustments to some

percentage of policy-determined baseline weights. Using both standard and benefit-of-the-

doubt approaches, composite scores are calculated from data on five QIs from 32

Department of Veterans Affairs (VA) nursing homes. We examine the tradeoff between the
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level of allowable weight adjustment and impact on facility rankings. If weights are

constrained to be within 75% of baseline weights, all approaches identify pretty much the

same high performing facilities. Weights from benefit-of-the-doubt approaches, because

they are able to reflect local preferences and conditions, should be attractive to facilities

and, in a collaborative environment, to policy makers.

Keywords Composite measures � Benefit-of-the-doubt approaches �
Health care quality � Performance measurement � Linear programming �
Data envelopment analysis

1 Introduction

As efforts to improve measurement of quality of care expand, an increasing number of

quality indicators (QIs) are being used to monitor progress. These QIs often capture

different dimensions of quality that reflect the multiple objectives of provider organiza-

tions. However, when assessing overall performance, it is useful to aggregate individual

QIs into a composite score (Institute of Medicine 2006). A composite score provides a

useful summary of the extent to which top management has created a culture of quality and

designed processes to ensure quality throughout the organization. Payers and consumers

can use composite scores to compare performance across providers, and policy makers can

use them to design incentives to encourage high quality, cost-efficient care.

Many different types of approaches for determining composite scores have been studied

in the health services literature (Landrum et al. 2000; Lied et al. 2002; Zaslavsky et al.

2002; Jacobs et al. 2005; Jha et al. 2005; Werner and Bradlow 2006; Agency for

Healthcare Research and Quality 2006; O’Brien et al. 2007; Lindenauer et al. 2007; Caldis

2007; Reeves et al. 2007; Shwartz et al. 2008). These approaches can be broadly distin-

guished by the way in which a construct (i.e., composite score) relates to the individual

indicators which comprise it. There are two different types of relationships: first, the

construct can be viewed as causing the indicators; or, second, the construct can be viewed

as being formed from the indicators (Edwards and Bagozzi 2000). The first type of rela-

tionship is called reflective to indicate that individual indicators reflect or are manifesta-

tions of the underlying construct. A classic example of a reflective construct comes from

educational testing: a student’s underlying ability is reflected in answers to examination

questions. The second type of relationship is called formative to indicate that the construct

is formed from, or defined by, the individual indicators. Feinstein (1999) has highlighted

this distinction in clinical medicine. Clinicians are often interested in combining multiple

uncorrelated dimensions into a single score. The Apgar score, which measures the health of

newborns, is an example of a widely used formative score.

Deciding whether a construct should be viewed as reflective or formative is based in

part on conceptual considerations and in part on empirical evidence (Jarvis et al. 2003). If

QIs are correlated, quality can be viewed as a reflective construct. In this case, factor

analysis and other types of latent variable models are often used to estimate composite

scores. Often, however, QIs are not highly correlated (Gandhi et al. 2002; Jha et al. 2005;

Berlowitz et al. 2005; Ryan et al. 2009). In fact, the general trend in health services is to

add QIs that broaden the definition of quality and reflect its different dimensions, not to add

measures that are highly correlated with existing measures. Even though measures are not

highly correlated, the QIs can be combined to create a composite score (a formative

construct) by multiplying individual QIs by weights and then summing the results. In this

paper, we treat the composite score as a formative construct.
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Conceptually, one would like to weight QIs in a formative scale based on their con-

tribution to overall patient health or well-being. However, there is rarely an empirical basis

for determining the effect of changes in QIs on these ultimate patient outcomes. As a result,

a number of practical approaches for weighting have been proposed, including equal

weights, weights based on expert judgment, and weights based on the relative variance of

each QI. When QIs are proportions (e.g., the proportion of eligible people who receive

some intervention or who experience some adverse event), a common approach is

denominator-based or opportunity-based weighting: each QI is weighted by the ratio of

number eligible for the indicator to the sum of the numbers eligible for all indicators. None

of these approaches is based on a set of underlying priorities or principles related to equity

or efficiency and, if pressed, can be hard to defend.

Nardo et al. (2005) in their review of methods for constructing composite indicators

discuss the ‘‘benefit-of-the-doubt’’ approach. As described by Cherchye et al. (2007), the

conceptual basis for this approach is the following: relative performance on a set of

indicators is a revealed preference by the organizational unit about the relative importance

of the indicators. A benefit-of-the-doubt approach recognizes these revealed preferences by

assigning higher weights to those indicators on which the organizational unit performs well

and lower weights to indicators on which it performs less well. Specifically, weights are

assigned in a way to optimize the composite measure, subject to a set of specified con-

straints. As noted by Cherchye et al. (2007, p 5), benefit-of-the-doubt weights ‘‘can be

connected to a game-theoretic set-up: they can be conceived of as Nash equilibria in an

evaluation game between a regulator and an organization.’’ (Semple 1996). The benefit-of-

the-doubt approach has been used to assess the relative performance of countries, mainly

by researchers in Europe. For example, it has been used to assess macroeconomic per-

formance (Lovell 1995), to reweight components of the Human Development Index

(Mahlberg and Obersteiner 2001; Despotis 2005), to assess sustainable development

(Cherchye and Kuosmanen 2004), and to evaluate technology achievement (Cherchye

et al. 2008).

In the above examples, the benefit-of-the-doubt approach has been implemented

through the use of Data Envelopment Analysis (DEA) (Charnes et al. 1978). DEA has been

widely used to measure the performance efficiency of organization units (Cooper et al.

2007), where efficiency is the ratio of the weighted sum of different outputs to the

weighted sum of inputs. For each organizational unit, weights for each of the outputs and

inputs are chosen to optimize efficiency subject to the constraint that the efficiency

measure is no greater than 1 for any of the units under consideration. The resulting

efficiency measure for a specific organizational unit is relative to the best performing

organizational unit(s), that is, the unit or units that are able to achieve an efficiency of 1

using the set of weights that optimize the specific unit’s performance. Charnes et al. (1978)

showed how this model can be converted to a linear programming model, which can be

easily solved.

Benefit-of-the-doubt approaches have not been used to create composite measures in the

health care area. However, in a system in which policy makers desire collaborative rela-

tionship with providers, the benefit-of-the-doubt approach has some appeal. Essentially,

policy makers are saying to providers ‘‘We recognize that your relative performance on a

set of QIs may reflect managerial decisions based upon the nature of your patients, staff,

facility or local environment. Therefore, we will adjust to some extent our set of policy-

determined baseline weights and assign somewhat higher weights to those QIs on which

you do relatively well and somewhat lower weights on those QIs on which you do rela-

tively less well.’’ Since, within constraints resulting from the amount of adjustment
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allowed, weights are assigned to optimize each facility’s performance, facilities have less

basis for complaints than if the initial policy-determined weights were used.

A criticism sometimes raised concerning benefit-of-the-doubt approaches is that once

each organizational unit uses different weights, comparisons across units are no long

possible. In response, consider students taking a course in which there are 5 different

assignments, each of which is of equal importance. A common grading option is to allow

students to drop the assignment with the lowest grade before calculating the final score. In

this case, the weighting scheme is zero for the dropped assignment and one-fourth for the

other assignments. A variation of this approach, which reduces the chance students will

ignore 20% of the course material, is to allow students to place less weight on one of the

assignments, e.g., only 12% weight on the assignment with the lowest score and 22%

weight on the other 4 assignments. Assuming the assignment dropped (or down-weighted)

occurs at random across students, only 20% of the class will be using the same set of

weights. Nevertheless, there is no hesitancy in calculating a final score based on the 4 (or 5

if down-weighting is used) assignments and then assigning a grade based on this score.

Hence, the principle of comparison when using a common rule that can result in ‘‘self-

serving’’ weights is fairly well-accepted. DEA generalizes this principle. As illustrated by

the extensive DEA literature, as long as all units ‘‘play under the same set of rules,’’ the

fact that the rules result in different weights in no way reduces the ability to fairly compare

performance across the units.

There seems little doubt that students like the option of dropping their lowest assign-

ment before calculating their final score. All students’ final scores will be higher than if the

final score were based on all five assignments. However, since final grading is usually done

on a relative basis, it is not clear until all assignments are completed who has benefited and

who has not from the policy. Nor is the extent to which the policy changes the relative

performance of most students clear. If there is relatively little change in the final grade of

most students, the policy of dropping the lowest assignment allows the teacher to ‘‘buy’’

student good will without much impact on final student rankings. If policy makers or

regulators are seeking buy-in from providers, similar type policies, which can be imple-

mented through benefit-of-the-doubt approaches, may be a way of ‘‘buying’’ provider good

will.

In this paper, we apply benefit-of-the doubt approaches to calculating a composite

measure of quality from individual QIs. To set the context, a particular reporting period

has ended and performance on a set of QIs is available. Policy makers want to calculate

a composite measure of performance for three possible purposes: (1) to facilitate choice

among consumers by providing some ‘‘gestalt’’ sense of how good a facility is; (2) as

part of a pay-for-performance program, to reward facilities whose performance has been

particularly strong; and (3) to facilitate learning about policies and practices at high

performing facilities in order to spread these to other facilities, thus raising the overall

level of performance of all facilities. The weights that are used to calculate the com-

posite measure for the recently completed period are of relevance only in that period.

They will not be used prospectively to determine overall performance in the next

reporting period.

We begin by describing several standard approaches currently used by central policy

makers to establish weights when calculating a composite measure from QIs that are

proportions. We then consider two benefit-of-the-doubt approaches. As noted, the benefit-

of-the-doubt approach has been implemented previously using DEA. DEA does not require

that specific outputs or inputs be on the same scale (e.g., quality and cost can both be

outputs), thus eliminating the need to normalize measures before combining them into a
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composite. Since different approaches for normalization can result in different rankings

(Nardo et al. 2005), avoiding the need for normalization is an advantage of DEA. However,

when all outputs are on the same scale, as they are in our example, there is no need to

normalize measures. In this case, a reasonable alternative to DEA is a simple linear

programming (LP) model that optimizes performance subject to the constraint that the sum

of the weights is one. As we illustrate, the simple LP model is much more transparent than

DEA. In what follows, we consider implementing the benefit-of-the-doubt approach using

both simple LP and DEA. For both approaches for most of the analyses, we require that the

weights remain within some range of baseline weights, thus limiting the extent of

adjustment. We describe the models used to find the optimal weights for both approaches.

Then, using data on 5 QIs from a sample of 32 nursing homes, we calculate the weights and

composite scores using the different approaches. Finally, we examine the extent to which

the relative performance of the 32 facilities is affected by the level of allowable weight

adjustments.

2 Methods

2.1 Data

The data for this study are from an original set of 35 Department of Veterans Affairs (VA)

nursing homes that were selected to represent a balanced sample of different sizes, loca-

tions and quality of care (Berlowitz et al. 2003). Data were available on 5 QIs that reflect

changes in patients’ status over time. All of these have been used previously as measures of

nursing home quality: pressure ulcer development (Berlowitz et al. 1996; Porell et al. 1998;

Mukamel 1997; Zimmerman et al. 1995); functional decline (Porell et al. 1998; Mukamel

1997; Zimmerman et al. 1995); behavioral decline (Arling et al. 1997; Porell et al. 1998);

mortality (Braun 1991; Porell et al. 1998); and preventable hospitalizations (Carter 2003).

Data used in calculating QIs were from semi-annual patient assessments performed for

case-mix-based reimbursements. Pressure ulcer development was recorded if a patient who

was ulcer free at one assessment had a stage 2 or deeper pressure ulcer at the subsequent

assessment. Functional decline was measured by a change between assessments in a score

measuring limitations in eating, toileting, and transferring. Behavioral decline was mea-

sured by a change in a score measuring extent of verbal disruption, physical aggression,

and socially inappropriate behavior. Mortality was recorded if there was a death within

6 months of an assessment regardless of location. Preventive hospitalizations occurred if

the patient was admitted to an acute medical unit within 6 months of an assessment for one

of 13 conditions identified as a potentially preventable hospitalization (Agency for

Healthcare Research and Quality 2004). Risk-adjustment models have been developed for

these QIs: pressure ulcer development (Berlowitz et al. 1996), functional decline (Rosen

et al. 2001), behavioral decline and mortality (Berlowitz et al. 2005), and preventable

hospitalizations (Pizer et al. 2003). For each patient, the models give a predicted proba-

bility of the adverse event in a 6-month period based on risk factors at the time of initial

assessment.

Data were collected in 1998 from the 35 nursing homes. However, data on all 5

measures were available for only 32 of 35 nursing homes, largely because 3 facilities

switched to a new patient assessment instrument during the data collection period. These

are the nursing homes considered in this study. For each patient, we know whether each
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adverse event occurred (indicated by a 0 or 1) and the predicted probability of the adverse

event from the relevant risk-adjustment model. Actual outcomes and predicted probabil-

ities are summed for each facility, resulting in an observed number of cases (O) and an

expected number of cases (E) for each QI. There are different ways in which observed and

expected cases might be converted to an outcome measure, all of which have both

strengths and weaknesses (Ash, Shwartz and Peköz 2003). We consider the ratio of

observed cases to expected, i.e., the O/E ratio, a widely-used way of evaluating

performance.

2.2 Calculating a composite score

2.2.1 Standard approaches: equal weights and denominator-based weights

Giving each indicator the same weight (an approach we call, not surprising, equal weights)

has a great deal of intuitive appeal, but has the disadvantage that low prevalence indicators

receive the same weight as high prevalence indicators. Denominator-based weights, the

approach used by the Centers for Medicare and Medicaid Services (CMS) for combining

individual process measures within clinical conditions (Premier 2003), weight indicators

based on their relative prevalence. We modify the CMS approach slightly for our purposes.

For each QI i at facility f, we know Oif/Eif. Similar to the CMS approach, we use the

denominators as the basis for determining relative prevalence. Specifically, the weight for

QI i at facility f is the ratio of the expected number for this QI to the sum of the expected

numbers for all QIs, i.e., Eif/Ri Eif. Thus, each QI is weighted by its relative expected

prevalence at the facility. More commonly expected QIs at a facility will have higher

Eif/Ri Eif ratios and hence will receive more weight. We refer to these weights as facility-
specific prevalence-based weights. Note, that the composite score calculated using facility-

specific prevalence-based weights =
P

i (Eif/Ri Eif)* (Oif/Eif) = Ri Oif/Ri Eif. Hence, a

reduction of one adverse event, regardless of QI, will have the same effect on the com-

posite score. In this sense, facility-specific prevalence-based weights may be thought of as

a form of equal weighting.

A modification of the above approach is to base weights not on facility-specific

expected values, but on expected values summed across all facilities. This is the approach

the Agency for Healthcare Research and Quality (AHRQ) uses to create composite mea-

sures from the individual Patient Safety Indicators. For each facility, the weight assigned to

QI i is Rf Eif/Rif Eif. We refer to this approach as overall prevalence-based weights. For

facilities with a patient mix (in terms of eligibility for the QIs) similar to the average,

facility-specific and overall prevalence-based weights will be similar; for facilities with

increasingly extreme patient mixes, weights will be increasingly different.

2.2.2 First benefit-of-the-doubt approach: simple LP models

The first benefit-of-the-doubt approach constrains the sum of the weights to equal 1. Thus,

each weight represents the proportional importance of the QI.

Let wif be the weight assigned to QI i at facility f. Then, the composite score at facility f
is Riwif (Oif/Eif). Since low values of Oif/Eif represent high performance, facility f wants

weights that minimize Riwif (Oif/Eif). The following linear programming model summa-

rizes facility f’s decision problem: find wif to
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minimize Riwif Oif

�
Eif

� �
subject to Riwif ¼ 1

wif � 0 for all i; i ¼ 1; . . .; 5

In addition, we want to ensure that at least some minimum weight is placed on each QI and

that no more than some maximum weight is placed on any QI. We analyze the situation in

which the weight for each QI is restricted to a proportional increase above and decrease

below the overall prevalence-based weight (this analysis facilitates comparisons with

results from the DEA model), using the following proportions: ±0.25, ±0.50, ±0.75, and

±0.90. When showing facility-specific results, we focus on the ±0.75 scenario, which we

consider to be a moderate level of weight adjustment. In addition, we solve the model with

no constraints. The solution to the unconstrained model is not practical, since all weight is

placed on the one QI on which the facility performs the best. However, it does show the

largest possible impact from allowing increased levels of weight adjustment.

2.2.3 Second benefit-of-the-doubt approach: DEA

In DEA, organizational units want to maximize efficiency, defined as the ratio of outputs to

inputs. When applied to the problem of calculating a composite measure, the outputs are

the QIs and the input for each facility is a ‘‘dummy variable’’ set equal to 1. To convert the

problem of minimizing a weighted sum of O/E ratios (which we used in the simple LP

model) to a comparable maximization problem, we maximize the quantity (K - O/E),

where K is an arbitrary constant. (Note that in the simple LP model, in which the sum of

the weights equals 1, maximizing Riwif *(K - Oif/Eif) has the same solution as minimizing

Riwif (Oif/Eif)). In DEA, the constraint is not on the sum of the weights, but on the

composite score, which is constrained to be B1. Thus, a facility’s composite score rep-

resents the proportion of the maximum possible score that the facility has achieved. In the

same sense that the optimal weights for a facility in the simple LP model have to be

feasible for all other facilities (i.e., they have to sum to 1), the optimal weights for any

facility in DEA have to be feasible for all other facilities.

This gives rise to the following decision problem for facility f : find wif to

maximize Riwif� K� Oif

�
Eif

� �
subject to Riwif� K� Oij

�
Eij

� �
� 1 for all j; j ¼ 1; . . .; 32

wif [ 0 for all i; i ¼ 1; . . .; 5

Again, we want to ensure that the weights stay within some range of a set of baseline

weights. The traditional way to do this in DEA is to constrain the ratio of the weights

(Allen et al. 1997). We consider the ratios of the overall prevalence-based weights as

baseline. Since in the simple LP model, weights are restricted to the range ± P of overall

prevalence-based weights, in the DEA model, the ratio of weights is restricted to the range

(1 - P)/(1 ? P) to (1 ? P)/(1 - P) times the ratio of the overall prevalence-based

weights. We also solve the unconstrained model.

To solve the simple LP models efficiently, we use Solver in Excel plus an Excel Add-in,

Solver Table (Winston and Albright 2001). To solve the DEA models, we use Excel-based

DEA software called NUHOME (which also uses Solver) developed by Crystal Decision

Systems, Inc. to enable nursing home managers to benchmark with DEA (Lenard et al.

2004).
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3 Results

Table 1 shows the number of residents eligible for each QI, the number who experienced

each type of adverse event, the ratio of the number who experienced the adverse event to

the number expected to experience the adverse event (the O/E ratio), and prevalence-based

weights. These data are shown for facilities ranked in the top 6 (high ranked facilities) or

bottom 6 (low ranked facilities) by any of the standard approaches or the benefit-of-the-

doubt approaches allowing ±0.75 adjustments to overall prevalence-based weights. As

shown in Part A of the table, in most facilities, the mortality indicator has the largest

number of eligible residents, which ranges from a low of 83 residents to a high of 817

residents (2 facilities not shown in the table also have more than 800 patients). The much

lower number of residents eligible for pressure ulcers, functional decline and behavioral

decline at some facilities results mainly from lack of a second assessment in many patients

with short lengths of stay. Part B shows the number of people experiencing each adverse

event. Part C shows the O/E ratios. There is wide variation in the O/E ratios, though less so

for the mortality indicator. Part D shows both facility-specific prevalence-based weights

and, in the last row, overall prevalence-based weights. The weight assigned to pressure

ulcer development, the lowest prevalence condition, ranges from 0.013 to 0.091; the

weight assigned to mortality, the highest prevalence condition, ranges from 0.195 to 0.747.

Hence, there is substantial variation in the way in which QIs are weighted when using

facility-specific prevalence-based weights. Using overall prevalence-based weights, pres-

sure ulcer development receives relatively little weight (0.044) and mortality a very high

weight (0.439).

Table 2 shows composite scores and facility ranks for each of the standard approaches

and for the two benefit-of-the-doubt approaches (again with ±0.75 allowable adjustments).

Facility-specific prevalence-based weights hurt facilities that do well on quality indicators

on which they have a low prevalence (compared to the average prevalence over all

facilities). For example, facility 8 does very well on pressure ulcer development, functional

decline, and behavioral decline, indicators on which its facility-specific prevalence-based

weights are much lower than the overall prevalence-based weights. Equal weighting hurts

facilities that do well on high prevalence and poorly on low prevalence indicators (e.g.,

facility 11, that does particularly well on mortality and poorly on pressure ulcers) and helps

facilities that do well on low prevalence indicators (e.g., facility 4). The benefit-of-the-

doubt approaches assign more weight to those indicators on which facilities do particular

well. This helps facilities that do particularly well on relatively high prevalence indicators

(e.g., facility 30 and 32, that do particulary well on mortality, and facility 2 that does

particularly well on both mortality and preventable hospitalizations.).

Perhaps most striking from this table is the minimal impact allowing adjustments of

±0.75 has on which facilities are ranked in the top 6. Using DEA, all of the high ranked

facilities achieve a composite score of 1, indicating they are potential benchmarks for other

facilities. The benefit-of-the-doubt approaches have a much larger effect on which facilities

are ranked among the bottom 6. In this case, only 3 of the facilities ranked in the bottom 6

using overall prevalence-based weights are ranked in the bottom 6 using either of the

benefit-of-the-doubt approaches. And, the facilities not ranked in the bottom 6 using

benefit-of-the-doubt approaches sometimes move up many ranks (e.g., facilities 2, 30

and 32).

Figure 1a shows the effect of the amount of allowable weight adjustment on the average

difference in ranks when using overall prevalence-based weights compared to each of the

benefit-of-the-doubt weights. Most obvious from this figure is that for a given level of
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flexibility, DEA has a larger impact on ranks than the simple LP models. For comparison

purposes, when using facility-specific prevalence-based weights instead of overall preva-

lence-based weights, the average change in ranks is 2; when using equal weights instead of

overall prevalence-based weights, the average change in ranks is 3. Thus, the simple LP

models with allowable adjustments of ±0.75 and the DEA model with a allowable

adjustments of ±0.50 would have less of an impact on ranks than switching from overall

prevalence-based weights to equal weighting; the simple LP models with allowable

adjustments of ±0.50 and the DEA model with allowable adjustments of ±0.25 would

have less of an impact on ranks than switching from overall prevalence-based weights to

facility-specific prevalence-based weights. At the extreme, when the models are solved

without any constraints, the average change in ranks is about 6, which on average would

move a facility from one quintile to another.

Figure 1b shows the effect of the amount of allowable weight adjustment on the cor-

relation of ranks when using overall prevalence-based weights compared to each of the
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Fig. 1 Comparison of ranks
using overall prevalence-based
weights to ranks using each of the
benefit-of-the-doubt approaches
with different amounts of
allowable weight adjustments*.
Part A: Average difference in
ranks. Part B: Correlation.
* Allowable weight adjustments:
1: ?0.25*overall prevalence-
based weights, 2: ?0.50* overall
prevalence-based weights, 3:
?0.75* overall prevalence-based
weights, 4: ?0.90* overall
prevalence-based weights, 5: no
constraints
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benefit-of-the-doubt weights. Again for comparison purposes, the correlation between

ranks using overall prevalence-based weights and facility-specific prevalence-based

weights is 0.95; the correlation when using overall prevalence-based weights and equal

weights is 0.90. In relation to comparisons with switching between standard approaches,

findings are similar to those in Fig. 1. The correlation in ranks when using overall prev-

alence-based weights compared to equal weighting is no higher than the correlation when

using overall prevalence-based weights compared to the simple LP models with allowable

adjustments of ±0.75 or the DEA models with allowable adjustments of ±0.50. The

correlation in ranks when using overall prevalence-based weights compared to facility-

specific prevalence-based weights is lower than the correlation when using overall prev-

alence-based weights compared to the simple LP models with ±0.50 adjustments or the

DEA models with ±0.25 adjustments.

4 Discussion

There is no gold standard that allows one to say that a composite measure calculated from

one set of weights is a better than another. In this situation, the value of any particular

approach rests upon its face validity: does it make sense to users? The two most widely

used approaches—variants of equal weighting and use of ‘‘expert’’ or ‘‘policy maker’’

judgment—have some appeal. However, it is easy for providers to take ‘‘pot shots’’ at the

resulting weights, often expressed by statements like the following: ‘‘These weights do not

reflect what is important to our patients.’’

Since benefit-of-the-doubt weights apply to retrospective data, the above statement does

reflect a self-serving tendency noted by Gormley and Weimer (1999) for organizations to

‘‘argue for favorable weights once they know their own position on the dependent variables

underlying the scales.’’ However, to the extent a facility’s ‘‘position on the dependent

variables’’ reflects its preferences about the relative importance of the dependent variables,

there is a legitimate basis for this argument. Benefit-of-the-doubt approaches, by giving

facilities the benefit-of-the-doubt about the reasons for differences in relative performance

across QIs, recognize this legitimacy and thus should lessen tensions between policy

makers and providers. In particular, these approaches should reduce the tendency noted by

Gormley and Weimer (1999) for poorly ranked facilities to ‘‘blame the messenger.’’ If this

does happen, the messenger has a reasonable response: ‘‘Look, within the specified levels

of allowable weight adjustments, we let you weight those QIs on which you performed

well higher and those on which you did not perform well lower. Even after letting you do

this, you still did not perform well compared to other facilities.’’ Facilities might argue that

the level of weight adjustments is not sufficient, but this has the potential to be a more

productive conversation than one criticizing the fairness of the baseline weights.

There are a variety of legitimate reasons specific to providers’ local context that might

partially explain differences in relative performance on the QIs. For example, risk

adjustment is not perfect. Poor performance on the mortality QI may reflect a particularly

severe resident case mix that is not adequately captured by variables in the risk adjustment

model. High rates of preventable hospitalizations (which can be reduced if there is ade-

quate physician availability at a nursing home) may reflect an isolated rural facility with

little physician availability in the community. For many QIs, the link between processes

used in resident care and resident outcomes is weak. For example, for an indicator like

functional decline, a particular facility may not believe that there is sufficient evidence that

process improvements can lead to better outcomes among its particularly frail patient
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population, and hence may not focus on this indicator even though its performance is poor.

It is these types of factors that are taken into account by the allowable weights adjustments

with benefit-of-the-doubt approaches. To the extent policy makers feel that factors like

these exist and are important, more flexibility can be allowed in the weight adjustments; to

the extent they do not, less flexibility can be allowed. And, to the extent they feel

‘‘legitimate’’ factors exist for some indicators but less so for others, different levels of

allowable weight adjustments could be specified for different indicators.

It is interesting in our example that benefit-of-the-doubt approaches with moderate

levels of allowable weight adjustment (e.g., ±0.75) had little impact on which facilities

were identified as top performers, but a larger impact on which providers were identified as

poor performers. There is no particular reason to think this result generalizes. The more

important lesson from our example is the benefit of examining the relationship between

amount of allowable weight adjustment and impact on rankings. Understanding this

relationship would be an important factor in deciding upon the amount of flexibility to

allow when implementing a benefit-of-the-doubt approach.

We considered two benefit-of-the-doubt approaches. To the best of our knowledge,

DEA is the only one of these approaches that has been used by others. As noted, one

advantage of DEA is that quality indicators measured using different metrics can be

combined without first normalizing the individual scores. In addition, DEA identifies for

each facility performing below its potential, benchmark facilities (or a benchmark facility).

The composite score has a clear interpretation: it is the percentage of a facility’s potential

that is being realized. Finally, benefit-of-the-doubt weights obtained through DEA have

nice theoretical properties: as noted, they can be conceived of as Nash equilibria in a game

theoretic formulation. However, there are some disadvantages as well. When the number of

facilities is relatively small (as it is in our case), it can be difficult to reliably identify

appropriate benchmark facilities. Also, if facility-specific prevalence-based weights were

used as the baseline weights, the constraints on the ratio of weights would be different for

each facility. This type of situation has not been considered in the DEA literature to the

best of our knowledge and the implications for the efficiency frontier are not clear. In

addition, and most important, it is difficult to determine exactly what it is about a facility’s

performance that results in the specific weights identified and the resulting composite

score. The reason is that a facility’s weights are determined not only by its own perfor-

mance but by the performance of all other facilities (since the weights selected for a

particular facility have to be feasible for all other facilities). The simple linear program-

ming model approach can not handle indicators measured on different scale without first

normalizing the scores. However, it has one big advantage: its transparency. It is easy to

justify the resulting weights to policy makers and facility managers.

An important question is ‘‘when do facilities benefit from benefit-of-the doubt

approaches?’’ The grading example discussed in the Introduction provides some insight.

The student who has relatively similar scores on all 5 assignments will not receive value

from being able to drop the lowest assignment and, unless all 5 scores are near the top, is

likely to be negatively impacted by a policy that allows students to drop their lowest

assignment. In the same sense, a facility that performs relatively similarly across indicators

will not receive advantage from benefit-of-the-doubt weights and, in terms of rank relative

to other facilities, is likely to suffer. Thus, benefit-of-the doubt approaches encourage

managers to proactively consider which indicators are most important for their patients and

which they believe they can most favorably impact, and to then focus on these QIs; or,

alternatively, to identify those indicators that are less important for their patients, or

particularly difficult or costly to change, and to de-emphasize these indicators.

Health Serv Outcomes Res Method (2009) 9:234–251 247

123



Many pay-for-performance programs reward facilities both on the level of quality

indicators at the end of the reporting period and on the amount of improvement in the

indicators over the reporting period. Benefit-of-the-doubt approaches could be used to

calculate a composite measure separately for absolute levels of the indicators and for

changes in the indicators. These two composites could then be weighted using whatever

weights policy makers decide upon. Or, alternatively, both absolute and change measures

could be simultaneously weighted using benefit-of-the-doubt approaches.

We have illustrated our approach by making adjustment to baseline weights. However,

there are a variety of alternative ways in which limitations might be placed on the weights.

For example, policy makers might specify a rank ordering of the weights but then allow

any specific weights consistent with this rank ordering; or, they might specify that the

weight assigned to a particular indicator has to be 25% greater than the weight assigned to

any other indicator. A more formal consensus process that uses modified Delphi or other

similar methods to achieve consensus among stakeholders might be used to determine

constraints on the weights. This is an example of a hybrid approach that combines expert

judgment with benefit-of-the-doubt approaches.

Other forms of the outcome measures can be used. One disadvantage of O/E ratios is

that they do not take account of differences in reliability of estimates from facilities of

different sizes. As an alternative, one might consider z scores, e.g., (O - E)/variance (O).

An advantage of converting a measure to a z score is that measures with very different

scales can be easily combined. Or, instead of the observed performance on each indicator,

one might use shrunken estimates of performance from hierarchical models (Arling et al.

2007).

We have illustrated benefit-of-the-doubt approaches for calculating a composite mea-

sure from individual indicators. However, the principle underlying the approach—that

relative performance on a set of indicators reflects revealed preferences about the relative

importance of the indicators—may have some value in the design phase of composite

measures. CMS recently starting to post on its website results from the Nursing Home
Compare Five-Star Quality Rating System. There is a fairly complex algorithm that leads

to the final assignment of one to five stars to each nursing home. The people who con-

tributed to the creation of the algorithm no doubt thought carefully about the relative

importance of various components of the composite and developed an approach for

arriving at a composite that reflected these judgments. In its current form, the algorithm

does not lend itself to weight adjustments. As an additional consideration in the design

phase, designers could have considered the question ‘‘Where might reasonable tradeoffs be

made by nursing homes concerning elements of the composite?’’ This might have led to a

different approach to calculating the composite, one that allowed some adjustments in

weightings for those components of the composite about which facilities might reasonably

make tradeoffs.

We studied only 32 nursing homes in a particular environment, the Veterans Health

Administration. However, our purpose in this paper was not to undertake an actual eval-

uation. Rather, it was to use these data as an example to illustrate a potentially useful

modification of existing ways that have been proposed for weighting individual QIs when

calculating a composite score. In an environment like the Veterans Health Administration,

nursing home chains, or perhaps in states, where policy makers desire to work collabo-

ratively with providers, benefit-of-the-doubt approaches seem an option worth considering.

These approaches should be attractive to facilities and may help reduce tensions between

policy makers and facilities, which each have to live with the often implicit priorities

imbedded in decisions about weights. Under benefit-of-the-doubt approaches, providers
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who invest significant resources in achieving high performance on a particular set of QIs

are assured baseline weights will be adjusted to reflect this success, as are other providers

who focus on a different set of QIs. Further, as providers and policy makers better

understand the implications of different amounts and different types of flexibility in

choosing weights, an opportunity is created for healthy dialogue concerning future adap-

tations of the ‘‘rules of the game.’’ Such dialogue can only improve the value of composite

measures and perhaps increase trust and good will that may translate into better societal

outcomes.
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ORIGINAL INVESTIGATION

A Single-Question Screening Test for Drug Use
in Primary Care
Peter C. Smith, MD, MSc; Susan M. Schmidt, BA; Donald Allensworth-Davies, MSc; Richard Saitz, MD, MPH

Background: Drug use (illicit drug use and nonmedi-
cal use of prescription drugs) is common but underrec-
ognized in primary care settings. We validated a single-
question screening test for drug use and drug use disorders
in primary care.

Methods: Adult patients recruited from primary care
waiting rooms were asked the single screening ques-
tion, “How many times in the past year have you used
an illegal drug or used a prescription medication for non-
medical reasons?” A response of at least 1 time was con-
sidered positive for drug use. They were also asked the
10-item Drug Abuse Screening Test (DAST-10). The ref-
erence standard was the presence or absence of current
(past year) drug use or a drug use disorder (abuse or de-
pendence) as determined by a standardized diagnostic
interview. Drug use was also determined by oral fluid test-
ing for common drugs of abuse.

Results: Of 394 eligible primary care patients, 286 (73%)
completedthe interview.Thesinglescreeningquestionwas
100%sensitive(95%confidenceinterval[CI],90.6%-100%)
and 73.5% specific (95% CI, 67.7%-78.6%) for the detec-
tion of a drug use disorder. It was less sensitive for the de-
tection of self-reported current drug use (92.9%; 95% CI,
86.1%-96.5%) and drug use detected by oral fluid testing
or self-report (81.8%; 95% CI, 72.5%-88.5%). Test charac-
teristics were similar to those of the DAST-10 and were af-
fectedvery littlebyparticipantdemographiccharacteristics.

Conclusion: The single screening question accurately
identified drug use in this sample of primary care pa-
tients, supporting the usefulness of this brief screen in
primary care.

Arch Intern Med. 2010;170(13):1155-1160

I LLICIT DRUG USE AND NONMEDI-
cal use of prescription drugs are
common in the primary care set-
ting and are underrecognized.1,2

Screening for drug use allows cli-
nicians to counsel patients and, when in-
dicated, refer them to treatment. Because of
this, the Substance Abuse and Mental Health
Services Administration has promoted the
integration of screening and brief interven-
tion for substance use disorders into the pri-
mary care setting.3 Screening for drug use
is also useful as part of routine clinical care,
for instance to aid in diagnosis and to avoid
medication interactions. Few screening in-
struments for drug use or drug disorders
have been validated, however, for use in pri-
mary care settings. Time is also limited dur-
ing the primary care office visit, and com-
monly recommended drug screening
instruments are composed of multiple ques-
tions, can be time consuming to adminis-
ter, and may require scoring.4,5 Practice
guidelines currently recommend the use of
a single screening question for the detec-
tion ofunhealthy alcoholuse in primary care
settings.6 Analogous single screening ques-
tions may also improve screening for drug
use. We therefore set out to validate such a
screening question in a sample of primary
care patients.

METHODS

PARTICIPANTS

The study was conducted between October
2006 and June 2007 at an urban safety-net hos-
pital-based primary care clinic at an academic
medical center. The participant selection and
data collection methods have been described
previously.7 Briefly, a sample of patients in the
waiting room was selected by a research asso-
ciate who systematically approached those wait-
ing to be seen according to a predetermined pat-
tern based on waiting room seating, which was
varied daily. This was done to minimize bi-
ased selection of participants, because, owing
to the large number of patients attending the
clinic, all patients could not be approached.
Prior to being approached for eligibility screen-
ing, patients saw no advertisement or indica-
tion by the research associate as to what the
study was about. Patients who were younger
than 18 years were excluded, as were those who,
in the judgment of the research associate, would
be unable to complete the questionnaire be-
cause of limited English, cognitive impair-
ment, or acute illness. People in the waiting
room accompanying patients who reported that
they themselves were not patients of the clinic
were also excluded. The institutional review
board of Boston University Medical Center, Bos-
ton, Massachusetts, reviewed and approved all
study procedures.
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DATA COLLECTION

Interviews were conducted by trained research staff in a private
setting, and data were recorded anonymously, unaccompanied
by any unique identifiers. Participants were first asked the single
screening question, “How many times in the past year have you
used an illegal drug or used a prescription medication for non-
medical reasons?” (where a response of �1 time was considered
positive fordruguse). If askedtoclarify themeaningof“nonmedi-
cal reasons,” the research associate added “for instance because
of theexperienceorfeelingitcaused.”Afterparticipantsresponded
to the single screening question, they were asked if they had ever
experienced any of a list of problems related to drug use. For this
wemodifiedthepreviouslydescribedShortInventoryofProblems–
AlcoholandDrug(SIP-AD)questionnaire,whichasksaboutprob-
lems ever experienced in the participant’s lifetime related to al-
cohol or drug use.8 We modified this by eliminating the word
alcohol from the questions, a modification we hereafter refer to
as theShort InventoryofProblems–DrugUse(SIP-DU). Inasepa-
rate analysis (but in these participants) we determined the
reliabilityandvalidityof theSIP-DUasameasureofdrugusecon-
sequences.9 The computerized version of the Composite Interna-
tional Diagnostic Interview (CIDI) Substance Abuse Module was
usedfortheassessmentofcurrent(12-month)drugusedisorders.10

ThisstructuredinterviewyieldsaDiagnosticandStatisticalManual
ofMentalDisorders (FourthEdition)diagnosisofdrugabuseorde-
pendence. Inaddition, aspartof theCIDI, individualswereasked
detailedquestionsaboutcurrent(pastyear)useofillicitdrugs(mari-
juana,cocaine,heroin,stimulants,orhallucinogens)andnonmedi-
caluseofprescriptiondrugs.Followingthe interview,participants
were asked to undergo oral fluid testing for the presence of com-
mondrugsof abuse (opiates, benzodiazepines, cocaine,metham-
phetamines, or tetrahydrocannabinol). Once collected, oral fluid
was sent to an outside laboratory for analysis using methods that

yieldedresults comparable tourinedrugscreening(Intercept im-
munoassay;OraSureTechnologies,Bethlehem,Pennsylvania).11-14

To aid in the interpretation of drug test results, individuals had
been asked, as part of the interview, if they had recently been pre-
scribed any drugs from a list of opiates or benzodiazepines. Be-
causethisquestionwasaddedtothequestionnaireduringthestudy,
responsesweremissingfrom23patientswhounderwentoral fluid
testing.Participantswerenot told that theywouldbeasked toun-
dergo drug testing until the interview was complete. After com-
pletingtheinterview,theywerecompensatedandthankedfortheir
participation. They were then asked to undergo oral fluid testing,
and a second informed consent process was completed. Follow-
ing the single drug screening question, but before the other as-
sessments, the10-itemDrugAbuseScreeningTest(DAST-10)was
administeredforcomparison.4 Aspartofaparallel studyonscreen-
ing forunhealthyalcoholuse,participantswerealsoaskedasingle
alcohol screening question (preceding the drug screening ques-
tion),2otherbriefalcoholscreeningquestionnaires,andacalendar-
based assessment of past-month alcohol consumption (all after
the drug screen and prior to the CIDI).7

REFERENCE STANDARD

Participants were considered to have current drug use if, during
the CIDI, they reported the use of an illicit drug (marijuana, co-
caine, heroin, stimulants, or hallucinogens), or the use of a pre-
scriptiondrug fornonmedical reasons,during thepast12months.
Asecondanalysis includedonly individualswhoconsentedtooral
fluid testing. Participants in this analysis were considered to have
current drug use if they met these criteria; if oral fluid testing was
positiveforcocaine, tetrahydrocannabinol,ormethamphetamines;
or if it was positive for opiates or benzodiazepines and they had
not reported receivinga recentprescription foroneof thesemedi-
cations. Participants were considered to have drug-related prob-
lems if they had current drug use and responded positively to any
of the15SIP-DUquestions.Thosewithdrugabuseordependence
as determined by the CIDI and who reported experiencing symp-
tomswithin thepast12monthswereconsidered tohaveacurrent
drug use disorder.

STATISTICAL ANALYSIS

Wecalculatedthesensitivity, specificity, likelihoodratios,andarea
under the receiver operating curve (AUC) of the single-question
screenfor thedetectionofdruguse,druguseassociatedwithprob-
lems, and a current drug use disorder as defined in the previous
subsection. The AUC, a measure of a test’s discriminatory power,
can be interpreted as the probability, given 1 participant without
drug use and 1 with drug use drawn at random from the popula-
tion, that the person with drug use will score higher on the test.
An AUC of 1.0 indicates perfect discrimination, an AUC higher
than 0.8 indicates good discrimination, and an AUC of less than
0.7indicatespoordiscrimination.15 Forcomparisonwiththesingle-
questionscreen,wecalculatedthesensitivity,specificity, likelihood
ratios, andAUCofanother longerscreening test, theDAST-10, for
the detection of the same conditions. The DAST-10 yields a score
of 0 to 10. A total of more than 2 points is considered a positive
screeningtestresult.4 Wecalculated95%confidenceintervals(CIs)
usingpublishedformulas.16Statisticalanalyseswereperformedusing
SASsoftware(version9.1;SASInstitute Inc,CaryNorthCarolina).

RESULTS

PARTICIPANT RECRUITMENT

Of the 1781 people approached, 903 (51%) agreed to be
screened for studyeligibility (Figure).Of these,509(56%)

903 Were screened

394 Were eligible

303 Consented

217 Completed the interview 
and oral fluid testing

1781 Patients were approached

Were excluded509
With no English302
Were not clinic patients207
Had cognitive impairment0

Did not consent91
Refused participation4
Did not show up for the 
interview

87

Had an incomplete interview17
Had lost data14
Were unable to complete the 
interview

3

Refused oral fluid testing46
Had no prescription response23

878 Refused screening

286 Completed the interview

Figure. Flowchart of participant recruitment.

(REPRINTED) ARCH INTERN MED/ VOL 170 (NO. 13), JULY 12, 2010 WWW.ARCHINTERNMED.COM
1156

©2010 American Medical Association. All rights reserved.
 at Boston University, on August 30, 2010 www.archinternmed.comDownloaded from 

http://www.archinternmed.com


wereineligibleforthestudy:302(33%)didnotspeakEnglish
and 207 (23%) were not clinic patients. Of the 394 patients
who were eligible, 303 (76%) participated: 4 (1%) refused
toparticipate,87(22%)didnot showupfor theplanned in-
terview after the visit with their physician, and of the 303
individuals who arrived and gave consent to participate, 3
(1%)wereunable tocomplete the interview.Thedataof14
participants(5%)werelostowingtoanelectronicerror, leav-
ing 286 whose data were analyzed (73% of those eligible).

Aftercompletionof theinterview,patientswereaskedtoun-
dergooral fluidtestingforcommondrugsofabuse, towhich
240 (84%) consented. Of these, 217 were asked about a re-
cent prescription for opiates or benzodiazepines.

PARTICIPANT CHARACTERISTICS

Of the 286 participants, 54% were women, and the me-
dianagewas49years (range,21-86years) (Table1).Most

Table 1. Participant Characteristics

Characteristic

No. (%)

Participants Consenting
to Oral Fluid Testing

(n=240)
Total

(n=286)

Sex
Female 135 (56.2) 155 (54.2)

Age, mean (SD), y 49.3 (12.8) 49.0 (12.3)
Median (range), y 49.0 (21.0-86.0) 49.0 (21.0-86.0)

Education
Some high school 68 (28.4) 81 (28.3)
High school graduate 86 (35.8) 107 (37.4)
Some college 50 (20.8) 59 (20.6)
College graduate 26 (10.8) 28 (9.8)
Postgraduate education 10 (4.2) 11 (3.9)

Race/ethnicity
American Indian/Alaskan native 5 (2.1) 8 (2.8)
Asian 5 (2.1) 7 (2.4)
Black or African American 153 (63.8) 179 (62.6)
Native Hawaiian/Pacific Islander 2 (0.8) 3 (1.1)
White 42 (17.4) 49 (17.1)
Unknown 33 (13.8) 40 (14.0)
Hispanic or Latino ethnicity 38 (15.8) 46 (16.1)

English is first language 185 (77.1) 223 (78.0)
Alcohol use

Hazardous consumption amountsa 71 (29.6) 88 (30.8)
Any lifetime alcohol use disorder (abuse or dependence)b 106 (44.2) 126 (44.1)

Drug usec

Current use (self-reported)d 86 (35.8) 99 (34.6)
Current use without drug-related problemse 6 (2.5) 7 (2.4)
Problem use (current use and drug problem or drug use disorder) 80 (33.3) 92 (32.2)
Current use (either self-reported or a positive oral fluid test)d 97 (40.4) 110 (38.5)
Current use without drug-related problemse 6 (2.5) 7 (2.4)
Problem use (current use and drug problem or drug use disorder) 91 (37.9) 103 (36.1)
Did not self-report current use 11 (4.6) 11 (3.8)
Current (12 mo) drug abuseb 3 (1.2) 3 (1.0)
Current drug dependenceb 27 (11.2) 34 (11.9)
Any lifetime drug-related problemf 118 (49.2) 137 (47.9)
Any lifetime drug use disorder (either abuse or dependence)b 116 (48.3) 133 (46.5)

Oral fluid testing
Any positive test result 44 (18.3) 44 (15.4)
Cocaine 25 (10.4) 25 (8.7)
Methamphetamine 0 0
Tetrahydrocannabinol 8 (3.3) 8 (2.8)
Illicit drug (cocaine, methamphetamine, or tetrahydrocannabinol) 33 (13.8) 33 (11.5)

Opiates
Reported no prescription 5 (2.1) 5 (1.7)
Reported prescription 5 (2.1) 5 (1.7)
Missing prescription response 2 (0.8) 2 (0.7)
Benzodiazepines
Reported no prescription 4 (1.7) 4 (1.4)
Reported prescription 4 (1.7) 4 (1.4)
Missing prescription response 1 (0.4) 1 (0.3)

aFor men, an average of more than 14 drinks per week over the past 30 days, or more than 4 drinks on any 1 day during the past 30 days (for women,
�7 drinks per week, or �3 drinks per occasion), determined using a calendar-based reporting method.

bLifetime and current alcohol and drug use disorders as determined by responses to the Composite International Diagnostic Interview (CIDI).
c“Current” refers to within the past year (12 months).
dAs part of the CIDI interview participants are asked about their current use of illicit drugs or of prescription drugs for nonmedical reasons.
eParticipants were considered to have drug-related problems if they were past-year drug users and responded positively to any of the 15 Short Inventory of

Problems-Drug Use (SIP-DU) questions.
fA positive response to any of the questions from the SIP-DU questionnaire.
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participants (63%) identified themselves as black or Afri-
can American, with whites (17%) and Hispanics (16%)
comprising most of the remainder. Most (78%) had com-
pleted high school, but only 14% had completed college.
The prevalence of self-reported current (past-year) drug
use was 35% (with 32% reporting at least 1 problem re-
lating touse), andamongthosewhoconsented tooral fluid
testing, 40% either self-reported drug use or had a posi-
tive test result (38% with problem use). The prevalence
of current drug abuse or dependence was 13%. The life-
time prevalence of alcohol use disorders (44%) and drug
use disorders (47%) was high.

TEST CHARACTERISTICS

The single-question screen was 100% sensitive (95% CI,
90.6%-100%) and 73.5% specific (95% CI, 67.7%-78.6%)
for the detection of a current drug use disorder (Table2).
It was slightly less sensitive (92.9%; 95% CI, 86.1%-
96.5%) and was more specific (94.1%; 95% CI, 89.8%-
96.7%) for the detection of current drug use (although CIs

overlapped). If oral fluid test results were taken into ac-
count, the sensitivity for detecting current drug use was
lower (84.7%; 95% CI, 75.6%-90.8%). The longer DAST-10
screen was also 100% sensitive (95% CI, 90.6%-100%) for
the detection of a current drug use disorder and was 77%
specific (95% CI, 71.5%-81.9%); overall, its test character-
istics were similar to those of the single-question screen
(Table 3). Participant education and primary language
affected point estimates of the sensitivity and specificity of
the single-item screen very little, although for some groups
with small sample sizes there was insufficient power to ex-
clude large differences (Table 4). The single-item screen
may be less specific for the detection of a current drug use
disorder in men and in Hispanic patients.

COMMENT

A single-question screen was sensitive and specific for the
detection of drug use and drug use disorders in a sample
of primary care patients. Its test characteristics were simi-

Table 2. Sensitivity, Specificity, and Likelihood Ratios for the Detection of Drug Use: Single Screening Question

Detection
Sensitivity,
% (95% CI)

Specificity,
% (95% CI)

Positive LR,a

(95% CI)
Negative LR,b

(95% CI) AUC

Current use, self-reported (n=286)c 92.9 (86.1-96.5) 94.1 (89.8-96.7) 15.8 (8.9-28.1) 0.08 (0.04-0.2) 0.93
With drug problem or drug use disorderd 93.5 (86.5-97.0) 91.2 (86.4-94.5) 10.7 (6.8-16.8) 0.07 (0.03-0.2) 0.90
Current use, either self-reported or a positive

oral fluid test result (n=217)c
84.7 (75.6-90.8) 96.2 (91.4-98.4) 22.4 (9.4-53.1) 0.2 (0.1-0.3) 0.92

With drug problem or drug use disordere 84.8 (75.3-91.1) 92.8 (87.2-96.0) 11.7 (6.4-21.4) 0.2 (0.1-0.3) 0.89
Current drug use disorder (n=286)c 100 (90.6-100) 73.5 (67.7-78.6) 3.8 (3.1-4.6) NC NC

Abbreviations: AUC, area under the receiver operating curve; CI, confidence interval; LR, likelihood ratio; NC, number could not be calculated (ie, the formula
results in division by 0).

aCalculated as the probability of an individual with the condition having a positive test divided by the probability of an individual without the condition having a
positive test.

bCalculated as the probability of an individual with the condition having a negative test divided by the probability of an individual without the condition having
a negative test.

c“Current” refers to within the past year (12 months).
dSelf-reported past-year drug use and either a positive response to one of the Short Inventory of Problems-Drug Use (SIP-DU) questions or a current drug use

disorder.
eSelf-reported past-year drug use or a positive oral fluid test and either a positive response to one of the SIP-DU questions or a current drug use disorder

(excludes participants without an oral fluid test).

Table 3. Sensitivity, Specificity, and Likelihood Ratios for the Detection of Drug Use: DAST-10 Findings in 286 Participants

Detection
Sensitivity,
% (95% CI)

Specificity,
% (95% CI)

Positive LR,a

(95% CI)
Negative LR,b

(95% CI) AUC

Current use, self-reported (n=286)c 82.8 (74.2-89.0) 93.6 (89.1-96.3) 12.9 (7.4-22.5) 0.2 (0.1-0.3) 0.89
With drug problem or drug use disorderd 87.0 (78.6-92.4) 92.8 (88.2-95.6) 12.0 (7.2-20.1) 0.1 (0.08-0.2) 0.88
Current use, either self-reported or a positive

oral fluid test result (n=217)c
80.0 (70.3-87.1) 93.9 (88.5-96.9) 13.2 (6.7-26.0) 0.2 (0.1-0.3) 0.89

With drug problem or drug use disordere 83.5 (73.8-90.1) 92.8 (87.2-96.0) 11.5 (6.3-21.1) 0.2 (0.1-0.3) 0.89
Current drug use disorder (n=286)c 100 (90.6-100) 77.1 (71.5-81.9) 4.4 (3.5-5.5) NC NC

Abbreviations: AUC, area under the receiver operating curve; CI, confidence interval; DAST-10, 10-item Drug Abuse Screening Test; LR, likelihood ratio;
NC, number could not be calculated (ie, the formula results in division by 0).

aCalculated as the probability of an individual with the condition having a positive test divided by the probability of an individual without the condition having a
positive test.

bCalculated as the probability of an individual with the condition having a negative test divided by the probability of an individual without the condition having
a negative test.

c“Current” refers to within the past year (12 months).
dSelf-reported past-year drug use and either a positive response to one of the SIP-DU questions or a current drug use disorder.
eSelf-reported past-year drug use or a positive oral fluid test and either a positive response to one of the SIP-DU questions or a current drug use disorder

(excludes participants without an oral fluid test).
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lar to those of a longer screening tool in this sample, as
well as in other studies reported in the literature.4

Drug use is prevalent in primary care.1 While national
guidelines do not currently recommend universal screen-
ing for drug use in primary care, recent evidence supports
the effectiveness of brief intervention in this setting, and
screening, brief intervention, and referral to treatment ini-
tiatives are widespread.3,17 In addition to identifying pa-
tients who might benefit from brief physician counseling,
drug use screening is likely worthwhile in many clinical
circumstances, such as identifying potential medication in-
teractions and prescribing risks (as when clinicians ask pa-
tients to report prescription and over-the-counter medi-
cation use and alternative medicines as part of routine care).

Time constraints in the primary care setting have been
cited as a reason for failure to provide screening and pre-
vention in general (according to one estimate, provid-
ing all recommended preventive services to an average
primary care panel would require 7.4 hours out of each
workday18). Successful screening and brief intervention
programs therefore require a means of quickly select-
ing, from among all primary care patients, those most
likely to benefit from further assessment and interven-
tion. Single-question screening tests for unhealthy alco-
hol use have been validated, and one such test is cur-
rently recommended by the National Institute on Alcohol
Abuse and Alcoholism in its most recent clinician’s guide.6

To our knowledge, no other single-question screening
test for drug use has been validated in any setting. Such
a screening test could facilitate early identification and
brief intervention, as well as the avoidance of prescrip-
tion errors and associated risks.

A number of drug use screening instruments have been
proposed for use in general medical settings, ranging from
2 questions to more than 70.5,19 Some of these are modi-
fied versions of alcohol screening tests, and some ask si-
multaneously about both alcohol and drugs (so-called con-
joint screens). Conjoint screens may be more acceptable
to some patients than direct questioning about drug use
but also require more clarification of a positive screen re-
sult, and some of the questions, adapted from alcohol
screening tests, may be less applicable to drug use (eg, the
“eye-opener” question from the CAGE-AID [“Adapted to
Include Drugs”] questionnaire).20 A brief, 2-item con-
joint screen (TICS) has been validated, representing a
screening strategy of equivalent brevity to asking a single

question about drug use and a single question about al-
cohol. The TICS was 79% sensitive and 78% specific for
either an alcohol or drug use disorder. The sensitivity for
a drug use disorder was similar, but specificity was not re-
ported.19 Two longer, but still brief, conjoint screens, the
CAGE-AID and RAFFT, have been tested in adults, with
similar test characteristics.20,21 These conjoint tests target
drug disorders but do not specifically identify drug use.

The DAST-10 (to our knowledge, not validated in a
primary care sample until the present article), the Drug
Use Disorders Identification Test (validated only in crimi-
nal justice and detoxification settings), and the Alcohol,
Smoking and Substance Involvement Screening Test
(ASSIST), 3 screening questionnaires that ask about drug
use specifically, have better test characteristics than the
shorter conjoint screening tests and address part of the
spectrum of clinical interest beyond drug diagnoses to
include use and problems, but their length (10-28 ques-
tions for the DAST-10 and �70 questions for the ASSIST)
and the need for scoring represent significant barriers to
their use as screens in the primary care setting.4,5,22 As a
screening test (as opposed to an assessment of severity
or a diagnostic tool), the single-question screen per-
formed almost as well as the longer DAST-10 in the sample
that we studied. Longer screening tools may, however,
have promise as electronic medical record systems with
decision support become more widespread (and as evi-
dence for the validity of the ASSIST accumulates), po-
tentially as a follow-up assessment after a positive single-
question screen result, or even as a written previsit
questionnaire. In summary, in terms of brevity, ease of
scoring, and validity for detecting the spectrum of drug
use conditions of interest in primary care, and there-
fore, likely greater widespread implementation, the single-
question screen seems to have favorable characteristics.

For a screening test for drug use to be useful, it must
be applicable to the broad range of people seen in pri-
mary care. The diversity of our participant sample al-
lowed us to examine the effect of sex, ethnicity, primary
language, and education on the accuracy of the single-
question screen. While variations were seen in the sen-
sitivity and specificity of the test across these groups, the
differences were small.

Our study has several limitations. A higher than ex-
pected proportion of participants reported substance use
disorders, likely reflecting the fact that they were re-

Table 4. Single-Question Screen for the Detection of Current Drug Use, in Selected Subgroups

Characteristic No.
Sensitivity,
% (95% CI)

Specificity,
% (95% CI) AUC

Female 155 100 (61.0-100) 80.5 (73.4-86.1) 0.93
Male 131 100 (89.0-100) 63.0 (53.2-71.8) 0.92
Non-Hispanic, white 45 100 (74.1-100) 79.4 (63.2-89.6) 0.94
Non-Hispanic, black 176 100 (80.6-100) 73.8 (66.4-80.0) 0.92
Hispanic 46 100 (70.1-100) 59.5 (43.5-73.6) 0.91
English primary language 223 100 (89.3-100) 72.8 (66.1-78.6) 0.93
English not primary language 63 100 (56.6-100) 75.9 (63.5-85.0) 0.92
High school graduate 205 100 (85.1-100) 74.3 (67.5-80.1) 0.91
Not high school graduate 81 100 (79.6-100) 71.2 (59.4-80.7) 0.95

Abbreviations: AUC, area under the receiver operating curve; CI, confidence interval; current, within the past year (12 months); LR, likelihood ratio.
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cruited from an urban safety-net hospital located in a com-
munity where the prevalence of such problems is high.
While this potentially limits the generalizability of our
results, it is this type of high-risk population that is typically
targeted for screening and brief intervention (as mentioned,
universal screening of all adults is not currently recom-
mended, whereas targeted screening is recommended).23

Nevertheless, additional study of the screening question
in other settings (as well as in other language and in writ-
ten and computer-based versions) is warranted. Partici-
pants were also assured anonymity, a condition that im-
proves the accuracy of the reference standard interview
but that may also serve to overestimate the accuracy of the
screening test itself. This is consistent, however, with the
methods of most other studies of screening tests for sub-
stance use disorders, thus allowing comparability of our
findings with those of other studies.

The single-question screen accurately identified pri-
mary care patients who use drugs. Some patients who have
positive tests results will have severe drug use disorders re-
quiring referral to substance abuse treatment, while those
who use drugs but have not experienced severe health or
interpersonal problems might benefit from brief interven-
tion by the primary care provider. The lack of an efficient
way to distinguish these 2 groups is a challenge that must
be addressed when implementing screening for drug use.
The DAST-10 and the ASSIST screening tools, in provid-
ing scores, provide a measure of severity. Even though they
may be too long for universal screening in many settings,
theymightbeused forassessmentsafter a single-itemscreen-
ing question is answered in the affirmative. However, this
approach has not been tested or validated.

The single-question screen accurately identified a broad
spectrum of drug use in this sample of primary care pa-
tients. The sensitivity and specificity of this single ques-
tion was comparable with that reported for longer in-
struments in other studies. These findings support the
use of this brief screen when identification of drug use
is desired in primary care settings, which should, in turn,
facilitate the implementation of screening and brief in-
tervention programs in this setting.
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(J Addict Med 2010;4; 131-136) 

This clinical case involves a man with unhealthy alcohol 
I and drug use who presents for an initial visit to primary 

care with complaints of heartburn and a recent admission for 
chest pain. Four expert clinicians contribute their thoughts 
about the case. 

CASE DESCRIPTION 
A 45-year-old man (Mr. M) hospitalized 3 months prior 

for chest pain ("noncardiac," myocardial infarction [MI) 
ruled out) presents to a primary care physician (PCP) with 
heartburn worse after meals and not helped by antacids. He 
denies weight loss, vomiting, or bloody stools/ruelena. He has 
some trouble falling asleep because of worries about his job 
and sometimes forgets to pick up his kids from their activi
ties. He is married and has 2 children (a son aged 9 yr and a 
daughter aged II yr) and working as a manager at an 
electronics store. His last visit to a PCP was 10 years ago. His 
father had a heart attack at the age of 50 years. Three years 
ago, he was injured in a motor vehicle crash and had facial 
lacerations and rib fractures; urine toxicology was positive 
for cocaine and tetrahydrocannabinol. Physical examination 
is notable for blood pressure 152/94 rum Hg and an S4. An 
electrocardiogram is normal, and the rapid plasma reagin, 
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thyroid stimulating hormone, vitamin B 12 level, liver en
zymes, renal function, and complete blood count are normal. 

Screening 
Primary care presents an opportunity to screen for 

lifestyle habits that may impair health and provide interven
tion when warranted. A majority of individuals with sub
stance use problems do not recognize their use as problem
atic. Based on considerable empirical support for screening 
and brief intervention (SBI) for risky alcohol use, and evidence 
suggesting that SBI for other drugs may be beneficial (Babor 
and Kadden, 2005; Madras et aI., 2009), Mr. M's primary 
care clinic uses the NIDA-modified Alcohol Smoking 
and Substance involvement Screening Test (run-ASSIST) 
(htrp:llwww.dmgabuse.govINIDAMED/screeningl). The nrn
ASSIST is an adaptation of the World Health Organization
developed ASSIST (World Health Organization ASSIST 
Working Group, 2002) designed for use in primary care 
settings. The run-ASSIST is easily scored and provides rec
ommendations for intervention based on drug-specific scores. 
It also includes screening information to identify those who 
may be hazardouslbannful (vs dependent) drinkers. In this 
clinic, patients complete the run-ASSIST "prescreen," which 
asks about lifetime use of substances, as part of a self-report 
intake packet, which is reviewed by the office nurse. Positive 
endorsement of any prescreen item leads to completion of the 
rest of the nm-ASSIST as a nurse administered interview 
during the review of vital signs, allergies, pain symptoms, 
medications, and other preventive services that might be due. 

On the prescreen, Mr. M indicates lifetime use of 
alcohol, tobacco, marijuana, and cocaine. During the inter
view, Mr. M states he has used marijuana daily and cocaine 
monthly in the past 3 months. He also reports heavy drinking 
episodes on the days when he uses cocaine. He reports 
quitting tobacco 5 years ago. On the nm-ASSIST, Mr. M's 
receives a cannabis use score of 17 and a cocaine use score of 
6. These "moderate risk" (4-26) scores, along with Mr. M's 
episodic heavy drinking prompt recommendation for a brief 
intervention. Based on the results of screening, the nurse 
conducts a brief intervention with Mr. M before the doctor's 
examination. 

Brief Intervention-Treatment Framework 
As practiced in Mr. M's clinic, brief intervention con

sists of one 20- to 30-minute counseling contact with the 
office nurse and the option of a follow-up visit or phone call. 
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After the intervention, the nurse flags the patient's chart so 
that the PCP is aware that the brief intervention was con
ducted before seeing the patient. The flag consists of a simple 
checklist indicating (I) which substances were reviewed; (2) 
whether a change plan was completed; and (3) whether a 
follow-up visit was scheduled. The nurse applies principles of 
motivational interviewing (Miller and Rollnick, 2002) to 
establish a collaborative atmosphere in which the patient is 
encouraged to discuss hislher substance use in the context of 
this health visit. 

Intervention 
After the administration of the nm-ASSIST, the nurse 

asks Mr. M whether they can spend a few more minutes 
discussing his substance use and health. Mr. M is initially 
reluctant to engage in the conversation and states that he 
doesn't perceive his substance use as problematic. The nurse 
reassures Mr. M that the goal of the discussion is for his 
health care team to get a better sense of how the patient 
understands the role that substances play in his life and how 
substance use is related to his health. The nurse asks Mr. M 
to review his current health concerns. Mr. M states that he 
had difficulty sleeping and lies in bed worrying about his job 
security. Since his hospital admission 3 months ago (and his 
father's MI at a young age), he is also been concerned about 
his health and sometimes worries about how his family would 
cope if he did have a serious health condition. He notes that 
smoking marijuana provides stress relief. The nurse encour
ages Mr. M to describe other "benefits"of marijuana use. Mr. 
M, pleasantly surprised at being asked, states that marijuana 
helps him fall asleep, and that after he smokes, he feels able 
to put his worries aside for the evening. The nurse then asks 
Mr. M to discuss the positive aspects of using cocaine. Mr. M 
notes that he uses it only occasionally with his friends, 
snorting cocaine and drinking beers while watching sports or 
playing video games. 

After discussing these benefits, the nurse asks Mr. M to 
describe the "downsides to using." Mr. M states that in the 
past few months he has experienced some conflict with his 
wife over his smoking. The nurse asks for elaboration on 
these events, including emotional consequences of this con
flict. Mr. M also states that he doesn't want his kids to pick 
up his "bad habit." He also notes that since having a car 
accident 3 years ago, he no longer drives after spending time 
drinking and using cocaine with his friends. In addition, Mr. 
M mentions that he occasionally noticed his heart "racing" 
after using cocaine, but it doesn't bother him. 

The nurse swnmarizes the pros and cons of marijuana 
and cocaine use described by Mr. M and then asks permission 
to share information about the possible impact of Mr. M's 
substance use on his health. The nurse is careful to present the 
feedback as potentially useful information rather than a pre
scription for change. The nurse also points out that Mr. M's 
current episodic heavy alcohol use also places him at in
creased risk for accidents, such as his past car accident. The 
nurse highlights associations between substance use and re
ported health concerns identified by Mr. M, specifically 
concerns about his memory and cardiac health. During the 
delivery of this information, the nurse engages the patient and 

asks for reactions, comments, and thoughts about what is 
being presented. 

When asked what led to him changing his past behav
ior. Mr. M endorses finances, concern for his children, and his 
wife's concern as the main reasons he cut back on both 
drinking and other drug use. He says change was "not too 
hard" at the time because he was busy working and helping 
his wife take care of their first child in the evening. After 
summarizing Mr. M's past change eflorts, the nurse asks Mr. 
M for his thoughts about his current use. Mr. M states that 
he'd like to cut back on his marijuana but doesn't really see 
the need to change his cocaine use because it is infrequent. 
He states that he was comfortable with his current alcohol 
consumption. Mr. M and the nurse work on developing a 
change plan. Mr. M decides to reduce his marijuana smoking 
by engaging in other stress relieving activities, including 
spending more time with his children and a friend who 
doesn't use drugs. He identifies his friend Charlie and his 
wife as people he can enlist to help with this plan. The nurse 
expresses appreciation to Mr. M for his involvement in the 
discussion and offers him a follow-up visit if he thinks it 
would be helpful to him. Mr. M accepts the ofler of a 

. follow-up visit in 2 weeks to review his progress. The nurse 
also provides Mr. M with brochures summarizing the health 
information they discussed (impact of smoking, cocaine, 
marijuana, and alcohol use on the body) and a copy of his 
written plan for change. The nurse informs Mr. M that his 
PCP will see their discussion noted in his medical record and 
encourages Mr. M to speak to the doctor if he has additional 
questions. 

Follow-Up Visit 
Mr. M arrives on time for his follow-up visit and 

reports that he hasn't used cocaine for the past couple of 
weekends. He's also cut back on his marijuana use to I to 2 
evenings. However, his drinking increased on weekend eve
nings. Mr. M slates that thinking about smoking marijuana as 
similar to smoking cigarettes and the possibility of conse
quences that might aflect his children made cutting back 
"something I want to do;" however, he notes that he still 
struggles to fall asleep at night and has on occasion gone 
outside to smoke to fall asleep. 

The nurse and Mr. M review his progress and refonnu
late his change plan. Mr. M restates his intent to reduce his 
marijuana use. At the end of the follow-up visit, the nurse 
provides Mr. M with information about brief substance use 
treatment offered through the hospital and encourages him to 
contact the primary care team if he needs additional help 
making changes. 

Record Keeping 
1n addition to the flag created for the doctor, the nurse 

notes in Mr. M's medical record the results of the substance 
use screening, his intention to cut baek on his own, his change 
plan, and perceived barriers and supports to change. As part 
of standard practice, Mr. M will be asked about his progress 
at his next primary care visit and will be rescreened on an 
annual basis. 
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DISCUSSION 

Daniel P. Alford, MD, MPH, FACP, FASAM 
This case highlights the multiple important opportuni

ties to screen patients for unhealthy substance use in general 
healthcare settings. Emergency room visits and hospitaliza
tions are likely "reachable moments" (Shanahan et aI., 2010) 
for patients with unhealthy substance use, especially when 
there is a link between their acute illness and their substance 
use. Before his primary care visit, Mr. M had previous 
emergency rooms visits and a hospitalization. These were all 
opportunities for healthcare providers to identify and address 
Mr. M's unhealthy substance use and draw connections 
between his substance use and his chief complaints (ie, motor 
vehicle crash and chest pain). Despite unhealthy substance 
use being a common problem in general healthcare settings, 
physicians are often reluctant or are inadequately trained to 
effectively screen or provide brief interventions (Isaacson et 
al., 2000). 

An important question when implementing substance 
use SBI in general healthcare settings is who should perform 
it and when should it take place? During Mr. M's visit to 
primary care, a nurse administered the SBl for those patients 
who "prescreened" positive. Collaborative care in which staff 
other than the PCP screen and counsel patients is certainly 
one way to lessen the burden of multiple preventive agendas 
for PCPs. However, in this case, ] am concerned about the 
low PCP involvement. In this SBI, the PCP was informed of 
the screening results, brief intervention conducted, and the 
patient's plan for change before the PCP visit. Ideally, this 
would be used by the PCP to emphasize the association 
between the patient's substance use and personally relevant 
health outcomes, reinforcing the feedback that the patient 
received and supporting any change efforts that the patient 
may wish to undertake; however, it is not clear that this 
occurred. The timing is also an issue in implementing SBI in 
primary care settings. With valid single-item screening tests 
for alcohol (Smith et aI., 2009) and drugs (Smith et aI., 20 I0) 
now available, it is feasible to "prescreen" patients before 
they see their PCP. However, for patients prescreening pos
itive, a more extensive screening/assessment (eg, NIDA
modified ASSIST) is needed, followed by a brief interven
tion, all of which can be time consuming. The challenge with 
the nurse model in this case is how readily it could be 
implemented in a busy primary care practice where 20 to 30 
minutes before a PCP visit is not available and may interfere 
with patient flow. Delaying the full screen/assessment and 
brief intervention until after the PCP visit is one possible 
solution but risks the patient leaving without having their 
unhealthy substance use addressed and excludes the PCP 
from the SBI process. 

Finally, when a patient such as Mr. M screens positive 
for multiple substances (ie, cocaine, marijuana, and alcohol), 
which substance should the brief intervention focus on? 
Should it focus on all the substances, thc substance the patient 
is most concerned about, or the substance that is most risky 
for the patient's health as determined by the healthcare 
provider? In Mr. M's case, despite having a lower nm
ASSIST score for cocaine, I could argue that his "occasional" 
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intranasal cocaine use is putting his health at grave risk. He 
likely has preexisting heart disease with his elevated blood 
pressure and fourth heart sound. Cocaine use can cause 
increased myocardial oxygen demand, vasoconstriction, 
thrombosis, and premature atherosclerosis, which in combi
nation with his family history of coronary heart disease put 
him a high risk for having a MI (Lange and Hillis, 200 I). The 
occurrence of MI with cocaine is unrelated to the amount 
ingested, route of administration, or frequency of use (Lange, 
2003) Moreover, the combination of cocaine and alcohol 
produces cocaethylene (Laizure et aI., 2003), which increases 
the risk of cocaine-associated cardiac toxicity. I wonder 
whether Mr. M's comment that he "doesn't see the need to 
change his cocaine use" because it was "infrequent" was 
based on not being adequately informed about the potential 
risks that cocaine poses for him. It would have been helpful 
to first assess Mr. M's understanding of the potential health 
risks of his cocaine use before offering him feedback and 
information. Although it is important for brief interventions 
to be patient centered allowing patients to set goals, it would 
be unfortunate if the patient chose priorities for change 
without being fully informed of the risks associated with 
his/her substance use. 

Judith Bernstein, PhD, ADN, MSN 
Sometime it takes centuries to discover the obvious. As 

long ago as 1670, the French mathematician Pascal said, 
"people are generally better persuaded by the reasons which 
they have themselves discovered than by those which have 
come into the mind of others." Clinicians spend much valu
able time lecturing patients about the negative imperatives for 
behavior change-risk factors and potential health conse
qucnccs-but often overlook the uses of patient self-reflec
tion and positive reinforcement. Motivational interviewing 
provides a toolbox for this type of patient-centered brief 
intervention in the course of a health care visit. Screening for 
unhealthy alcohol use is currently recommended in the pri
mary care setting by the U.S. Preventive Services Task Foree 
(2004), and moderate effect sizes for reductions in both 
quantity and alcohol-related consequences are well substan
tiated by a series of meta-analyses (Kaner et aI., 2009). The 
evidence is not yet in for drug use, but preliminary research 
and program evaluation findings suggest promise (Bernstein 
et aI., 2005; Madras et aI., 2009). 

As this case illustrates, motivational interviewing re
flects "the rather simple notion that the way clients are spoken 
to about changing addictive behavior affects their willingness 
to talk freely about why and how they might change" 
(Rollnick, 200 I). The nurse began by asking permission to 
discuss the subject, establishing respect for the patient and 
setting the stage for the patient to be the engine of change. 
The nurse then elicited the patient's perspective on the pros 
and cons of his substance use and only then offered nonjudg
mental feedback about the possibility of connection between 
his substance use and his health eoncerns. If the nurse had 
begun by asking Mr. M what he understood about the risks of 
use, resistance and denial might have been encountered. 
Instead, by starting by eliciting positive effects of drug and 
alcohol use, the nurse was able to learn about the role cocaine 
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and alcohol played in important relationships and the pa
tient's use of marijuana for stress reduction. Mr. M was then 
able to weigh these "benefits" against risks that he named for 
himself; the result was a plan for change that he believed he 
had the capacity to carry out. When he reported at follow-up 
that he had accomplished some but not all of these goals, he 
was received with positive reinforcement, rather than ernbar
rassed about having "slipped." Brief intervention of this type 
is not a substitute for specialized treatment in those who 
exhibit dependence. but it can lead to behavior change over 
time, especially when reinforced in the context of continued 
primary care. Mr. M may still need a referral for counseling 
to examine sleep disruption and stress processing, but he has 
already changed his thinking about drug use and begun to 
alter negative health behaviors. 

It is important to note that a nurse delivered this 
intervention. PCPs are often reluctant to begin complex 
conversations about behavior change because of time pres
sures. Use of a physician extender, a nurse, social worker, or 
an outreachworker who functions as a member of the clinical 
team could ensure that fulfilling U.S. Preventive Services 
Task Force (2004) recommendations does not take the 7.4 
hours of physician clinical time each day that a landmark 
time-motion study demonstrated (Yarnall et aI., 2003). Iden
tification of unhealthy substance usc during a clinical visit, 
followed by intervention to encourage healthier behaviors, is 
too important an opportunity to miss. 

Tibor Palfai, PhD 
With empirical support for the use of alcohol SBI in 

primary care (Kaner et aI., 2009), investigators have adopted 
similar approaches for drug use with promising results (Ma
dras et al., 2009). Although there are a variety of brief 
interventions that may be used to address substance use in 
medical settings (Babor and Kadden, 2005; Kaner ct aI., 
2009), motivational interviewing (Miller and Rollnick, 2002) 
is particularly well suited for addressing substance use in the 
primary care setting where patients often do not identify their 
substance use as problematic or perceive the need to change. 
Moreover, motivational interviewing and its adaptationshave 
received empirical support as a brief treatment for illicit drug 
use and marijuana use specifically (Hcttema ct al., 2005). 

In this case, the patient presents with hazardousalcohol 
use, cocaine use, and frequent marijuana use. Among the 
challenges faced by the nurse is how to enhance motivation to 
change marijuana use in a patient who appearsto view his use 
as nonproblematie and how to do this in a manner that may 
be enduring to support behavior change (eg, self-change and 
linkage to treatment). One of the features of motivational 
interviewing that makes it particularly valuable for this case 
is its emphasis on supporting patient autonomy (Markland et 
aI., 2005). There is now considerable empirical support for 
the view that behavior change is facilitated to the extent that 
patients perceive their activity as autonomously controlled 
(Ryan and Deci, 2008). Autonomous sources of behavior 
include personally important values. goals, and beliefs and 
refleet the degree to which one experiences an action as 
willingly chosen. Autonomy support Occurs through a num
ber of processes including understanding and acknowledging 

perspectives, expressing regard, minimizing pressure and 
control, providing choices, and delivering a meaningful ra
tionale for suggestions or requests. 

The interview illustrates the variety of ways that the 
nurse provides autonomy support for the patient through the 
intervention. As detailed above, the nurse skillfully addresses 
initial patient reluctance by presenting the interview as a 
collaborative discussion that is intended to better understand 
substance use from the patient's point of view. By inviting 
the patient to first describe his current health concerns, the 
nurse is able to acknowledge what is most important for the 
patient, express empathy, and help the patient consider sub
stance use in the context ofoverall health. The nurse's efforts 
to support autonomy are evident in the way that feedback 
about use and information about potential consequences are 
presented to the patient. These aspects of the intervention, 
which are common to a number of adaptations of motive
tional interviewing (Burke et al., 2003), may be particularly 
relevant for patients who are not aware of the association 
between substance use and presenting health concerns. Ap
preciating that the delivery of information about negative 
health effects may be perceived by the patient as an attempt 
to convince him to change, the nurse asks permission to 
deliver information about the effects of marijuana and co
caine on health, states thatthe information mayor may not be 
experienced as important for the patient, and frequently 
checks with the patient about his perception of the informa
tion. Statements that indicate that the nurse values his per
spective and appreciates his engagement are particularly 
important during this part of the intervention. 

The nurse also seeks to identify, elaborate on. and 
reinforce instances in which the patient has been successful in 
promoting change. This includes both efforts to identify 
patient successes to enhance self-efficacy regarding current 
change, as well as efforts to highlight and elaborate on goals 
and values that have served as important sources of ehange in 
the past. As this patient indicates an interest in change, the 
nursediscusses options abouthow he might undertakechange 
efforts and elicits sources of support and barriers to change. 
In addition, the nurse offers a follow-up session, which is 
presented as an option that the patient may use if helpful to 
him. The nurse further emphasizes choice and autonomy in 
the manner in which a follow-up session is offered in person 
or by phone. This follow-up session allows the nurse to 
explore the patient's experience with behavior change and 
continue support for autonomy while keeping the patient 
engaged with the change goal in a manner thathe has chosen. 

Richard Saltz, MD, MPH, FACP, FASM 
It is noteworthy that Mr. M's PCP has implemented 

SBI for drugs. If drug SBI can improve primary care patient 
outcomes. then she/he will have been at the vanguard of 
practice. However, all universal preventive practiees have 
opportunity costs, so each new practice should have proven 
efficacy. Guessing about efficacy, even when the practice 
seems logical, is not good enough-many good ideas have 
been later proven ineffective. We know that SBI for nonde
pendent unhealthy alcohol use has modest efficacy (U.S. 
Preventive Services Task Force 2004); data are lacking for 
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single primary care visit drug SBI (Saitz et aI., 20 I 0). Also, 
there are reasons why it may not work, such as severity of 
those who use certain drugs, patient preferences against being 
referred to treatment, the wide range of substances used, and 
the complexity of prescription drug abuse. Brief adaptations 
of motivational interviewing similar to those used in this case 
are most likely to work. 

In Mr. M's case, the practice wasn't screening (or its 
synonym "prescreening," which has somehow entered the 
vernacular in SBl programs but has no meaning distinct from 
"screening"). Screening quickly separates those at risk from 
those at lower risk and implies that the patient is asymptom
atic with regard to the target condition. Yet, Mr. M had a 
hospitalization for chest pain, multiple trauma and positive 
urine drug tests, has insomnia and heartburn, and is some
times forgetful. Screening was complete (and positive) before 
any questions were asked during this visit. Appropriate eval
uation for Mr. M would include assessment relevant to the 
differentia) diagnosis ofhis symptoms and conditions, includ
ing alcohol and other drug use, which can cause or playa role 
in each. 

Fortunately, Mr. M's PCP has implemented the nm
ASSIST, despite its length, need for scoring, less immedi
ately relevant (to screening) questions about lifetime use, and 
inability to specify whether a patient is drinking risky 
amounts. Why then, fortunate? Because the benefit of such a 
tool is the assessment data it provides. Answers to individual 
questions give the clinician something to discuss. Scores give 
an estimate of severity and thus can inform brief intervention 
goals and urgency. Another fortunate feature of Mr. M's 
PCP's practice is having a nurse who can do brief counseling. 
This uncommon setup may be ideal for addressing a range of 
health behaviors in primary care. If drug SBI is proven 
efficacious, staff with behavioral expertise could step in after 
brief (eg, single question) validated screening. This approach 
seems most feasible and could result in wider dissemination 
of SBI. 

I was surprised at Mr. M's response to the brief inter
vention. Although Babor (2004) found efficacy for marijuana 
brief intervention, their study was of people who sought the 
intervention. However, screening-identified primary care pa
tients often do not perceive consequences or risks and have 
little ambivalence about their marijuana use for clinicians to 
work with. I might have prioritized differently. Mr. M had 
heartburn and hypertension, which could have been related to 
alcohol consumption, and chest pain (and possibly prema
ture atherosclerosis) that could have been related to his 
cocaine use (and heart racing, which was related to it). I 
might have emphasized the link between these conditions of 
importance to him, and his alcohol and cocaine use, high
lighting the discrepancy between what he values and his use, 
rather than spend precious time on his marijuana use. 

The ability to make links between substanee use and 
medical conditions raises the question of the physician role in 
SB!. The best evidence for efficacy of alcohol SBI is for a 
PCP eounseling his or her patient on multiple occasions 
(Whitlock et al., 2004). If the physician isn't going to do the 
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screening or the brief intervention, they should at least pro
vide feedback and a warm handoff. 

Finally, this case hints at another challenge for PCPs 
and patients. Information in medical records can have impact 
on insurability and potentially employment if the patient 
releases their records, which they often must do when apply
ing for benefits. Federal substance dependence confidentiality 
regulations apply to programs that hold themselves out as 
providing treatment for addiction. In this case, there is no 
diagnosis of addiction, and the PCP was not representing the 
practice as an addiction treatment provider, so the regulations 
don't apply. The good news is that this PCP will be able to 
provide a safe, comprehensive eare for the patient includ
ing his substance use and other medical conditions. The 
bad news is that there will be potentially damaging infor
mation in the record. Privacy protections in primary care 
and addiction treatment programs should be reconsidered 
to prevent discrimination while encouraging high quality 
integrated healthcare. 
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Systematic Review: Treatment Agreements and Urine Drug Testing to
Reduce Opioid Misuse in Patients With Chronic Pain
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Background: Experts recommend opioid treatment agreements and
urine drug testing to reduce opioid analgesia misuse, but evidence
of their effectiveness has not been systematically reviewed.

Purpose: To synthesize studies of the association of treatment
agreements and urine drug testing with opioid misuse outcomes in
outpatients with chronic noncancer pain.

Data Sources: MEDLINE, PsycINFO, EMBASE, Cochrane Central
Register of Controlled Clinical Trials (January 1966 to June 2009),
reference lists, and expert contacts.

Study Selection: Original research addressing opioid medications,
chronic pain, and treatment agreements or urine drug testing, with
a sample size of 50 participants or more and published in English,
Spanish, or French.

Data Extraction: Two investigators independently identified eligible
studies, extracted data, and assessed study quality. The outcome of
opioid misuse was defined as drug abuse, drug misuse, aberrant
drug-related behavior, diversion, or addiction.

Data Synthesis: Of 102 eligible studies, 11 met inclusion
criteria; 6 were in pain clinics and 5 were in primary care
settings. Four primary care studies examined multicomponent

strategies that included interdisciplinary support. All studies were
observational and rated as poor to fair quality. In 4 studies with
comparison groups, opioid misuse was modestly reduced (7% to
23%) after treatment agreements with or without urine drug
testing. In the other 7 studies, the proportion of patients with
opioid misuse after treatment agreements, urine drug testing, or
both varied widely (3% to 43%).

Limitations: Diversity of interventions and opioid misuse measures
precluded meta-analysis. Most studies evaluated combinations of
interventions.

Conclusion: Relatively weak evidence supports the effectiveness of
opioid treatment agreements and urine drug testing in reducing
opioid misuse by patients with chronic pain. Further research on
effective ways to monitor and reduce opioid misuse is needed,
especially in primary care settings.

Primary Funding Source: Substance Abuse and Mental Health
Services Administration, National Institute on Drug Abuse, and
Robert Wood Johnson Foundation.

Ann Intern Med. 2010;152:712-720. www.annals.org
For author affiliations, see end of text.

Chronic pain is one of the most common reasons for
medical visits (1, 2), affecting 20% to 50% of patients

who visit primary care providers (3–5). During the past 2
decades, opioid analgesics have been increasingly pre-
scribed for chronic noncancer pain (1, 6, 7) and are now
among the most frequently dispensed medications in the
United States (8). The expansion of opioid prescriptions
for chronic pain was initially supported by research from
the 1980s and early 1990s, which reported a low risk for
opioid addiction (9). However, treatment of chronic pain
with opioids has continued to increase, despite a lack of
rigorous research demonstrating the effectiveness of long-
term treatment (10–13) and a burgeoning public health
threat posed by opioid misuse, including abuse, addiction,
diversion, and unintentional overdose (14–18).

To mitigate the risks for prescription opioid misuse,
medical societies and regulatory agencies have published
consensus guidelines recommending specific risk-reduction
strategies, including written opioid treatment agreements
and urine drug testing for patients with chronic pain who
are prescribed long-term opioid analgesics (19–21). Be-
cause the adverse consequences of prescription opioid mis-
uses including overdose or death, are severe and the risk for
misuse cannot be reliably predicted, experts advise that
“universal precautions” should be adopted when prescrib-
ing long-term opioid analgesics (22). Although most pa-
tients with chronic pain are managed in primary care prac-
tices (1), adoption of opioid treatment agreements and
urine drug testing by primary care physicians has been
limited. In 3 primary care studies of management of pa-
tients who were prescribed long-term opioids, only 23% to
44% of physicians completed treatment agreements with
these patients, and only 8% to 30% obtained urine drug
tests (23–25). Among the several reasons for limited use of
these approaches by primary care physicians may be the
lack of a clear evidence base for their effectiveness in re-
ducing opioid misuse and other adverse outcomes (26, 27).
This systematic review addresses this gap by evaluating the
effectiveness of opioid treatment agreements and urine
drug testing in reducing opioid misuse among outpatients
with chronic noncancer pain.
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METHODS

Data Sources and Searches
We consulted with a research librarian and conducted

a systematic literature search of MEDLINE, PsycINFO,
EMBASE, and the Cochrane Central Register of Con-
trolled Trials from the earliest index date to week 2 of June
2009 for relevant studies published in English, Spanish, or
French. We used Medical Subject Headings and keywords
to search opioid medications, chronic pain, and opioid
treatment agreements or urine drug testing (Appendix
Table 1, available at www.annals.org), combined by using
the Boolean operator “and,” as previously described
(10, 28). To identify additional studies, we reviewed all
reference lists from included studies, consensus statements,
and relevant review articles. In addition, we consulted au-
thors of included studies and experts in pain and opioid
management.

Study Selection
Two reviewers screened abstracts identified by the lit-

erature search for potential eligibility. Articles were consid-
ered eligible for full review if they addressed opioid misuse
outcomes after implementation of treatment agreements or
urine drug testing; reported data from an original study
(not a review or an editorial); were conducted in an out-
patient setting in patients with chronic noncancer pain;
included 50 or more participants; and were published as
full manuscripts in English, Spanish, or French. Studies
were not excluded on the basis of study design alone. We
excluded studies in emergency departments because they
do not provide longitudinal care, as well as studies of pa-
tients with cancer-related, acute, or postoperative pain. In a
random sample of 100 abstracts, the observed agreement
between reviewers on this first screening was 95%, which
corresponded to substantial agreement (� � 0.76).

To define the final set of eligible studies, 2 physician–
researchers retrieved and independently reviewed full
manuscripts. Eligible studies were conducted in a relevant
study population and included patients who were pre-
scribed at least 3 months of opioids or who received opioid
treatment described as “long-term” or “chronic.” Studies of
opioid treatment agreements had to describe a written doc-
ument that used any of 3 terms for the medication (opioid,
controlled substance, or pain medication) and any of 4
terms for the type of document (agreement, contract, treat-
ment plan, or informed consent). Because of the wide vari-
ation in the description and inclusion of the treatment
agreement documents in identified studies, we did not fur-
ther specify the type of treatment agreements for inclusion
in the review. Studies of urine drug testing needed to use
testing routinely as part of a management strategy and not
as a single test to detect misuse for research purposes. The
urine drug test needed to assess for controlled substances,
but we did not define the type of assay or the specific drugs
tested.

With regard to opioid misuse outcomes, eligible stud-
ies needed to evaluate behaviors described as aberrant or
indicative of abuse, misuse, or diversion, consistent with
the terminology recommended by Ballantyne and LaForge
(29). Examples of such behaviors include overuse of pre-
scribed opioids, repeatedly lost or stolen prescriptions, re-
ceipt of opioid medications from multiple providers or
sources, prescription adulteration or forgery, or concomi-
tant use of nonprescribed controlled substances (licit or
illicit) (29). Outcomes could have been measured from
patients, providers, medical charts, or laboratory tests.
Urine drug tests indicative of opioid misuse included those
that were positive for a nonprescribed controlled substance
or negative for the prescribed controlled substance and
confirmed with gas or liquid chromatography and mass
spectrometry. The observed agreement between reviewers
was 94.2% (� � 0.83). A third reviewer resolved disagree-
ments about eligibility.

Data Extraction and Quality Assessment
Two reviewers used a standardized instrument to in-

dependently extract data from each study. They extracted
data on the patient sample, outpatient setting, interven-
tion, opioid misuse outcome measures, and results.

By using a quality assessment checklist that was de-
rived from the ECRI Institute (13), Downs and Black (30),
and Jadad and coworkers (31), 2 reviewers assessed the
quality of included studies in 3 domains: sample, design,
and a global assessment (32) (Table 1). We modified these
measures to address features of observational studies. The
quality checklist assigned a maximum of 15 points to each
study: 3 for sample (external validity) and 12 for design
(internal validity). In addition, each study was evaluated by
using the modified GRADE (Grading of Recommenda-
tions Assessment, Development, and Evaluation) quality

Context

Some experts recommend treatment agreements and urine
drug testing to discourage misuse when opioids are pre-
scribed for chronic noncancer pain, even though the
effectiveness of these strategies is uncertain.

Contribution

This systematic review identified 11 poor- to fair-quality
observational studies of treatment contracts and urine
drug testing and found only weak, heterogeneous
evidence that these strategies were associated with less
misuse.

Implication

Careful studies of strategies to promote safe use of opioids
for chronic noncancer pain are needed. Unless evidence
becomes available to support a benefit of treatment con-
tracts and urine testing, the absence of these strategies
should not be considered a mark of poor-quality care.

—The Editors

ReviewTreatment Agreements and Urine Drug Testing

www.annals.org 1 June 2010 Annals of Internal Medicine Volume 152 • Number 11 713



assessment criteria, which consider the rigor of the design,
biases, and limitations on a scale of 1 to 4 (33). On the
basis of scores on the quality checklist and GRADE, we
assigned 1 of the following ratings to each study: excellent
(score �11 and GRADE �3), good (score �11 and
GRADE �2), fair (score � 6 to 10 and GRADE �2), or
poor (score �5 or GRADE � 1). Ratings between review-
ers had 73% agreement (� � 0.48), and a third indepen-
dent reviewer resolved disagreements in quality assessment.
We did not exclude studies on the basis of quality. Appen-
dix Tables 2 and 3 (available at www.annals.org) provide a
detailed quality assessment for each study, including scores
for individual domains.

Data Synthesis and Analysis
For each study, we calculated the absolute risk reduc-

tion (ARR) and 95% CIs for opioid misuse in the inter-
vention versus control or comparison group. Consistent
with options described in the Cochrane Handbook for Sys-
tematic Reviews (34), we dichotomized a continuous out-
come variable in 1 study to calculate the ARR; the study
reported the mean number of opioid prescribers per pa-
tient per quarter, and we selected a cutoff of 2 or more as
indicative of receiving opioids from multiple sources (35).
The interventions evaluated and the measures of opioid
misuse were too variable to permit meta-analysis, so we
summarized results descriptively.

Role of the Funding Source
The Substance Abuse and Mental Health Services Ad-

ministration, the National Institute on Drug Abuse, and
the Robert Wood Johnson Foundation funded the study

through the Treatment Research Institute’s Program of
Research to Integrate Substance Use into Mainstream
Healthcare (PRISM). The funding sources had no influ-
ence on the analyses, preparation of the manuscript, or
the decision to submit the manuscript for publication.

RESULTS

Of 4667 abstracts identified, 100 studies met criteria
for full review, and 2 additional articles were identified
from reference lists and expert contacts. Of these 102 stud-
ies, 11 met our inclusion criteria (35–45) (Figure). No
studies evaluated opioid overdose, abuse, or dependence, as
they were defined by the Diagnostic and Statistical Manual
of Mental Disorders, Fourth Edition. Six studies were con-
ducted in pain specialty settings (37, 38, 42–45). Of the 5
studies in primary care settings, 3 evaluated interdiscipli-
nary programs that integrated care by pain specialists, psy-
chiatrists, nurses, or pharmacists on a referral basis for pa-
tients suspected of opioid misuse (36, 39, 40). Another
primary care study included a secretary-based patient track-
ing system (35). Overall, 7 studies evaluated opioid treat-
ment agreements as part of multicomponent management
strategies that included routine urine drug testing (36–41,
44), and 1 study evaluated urine drug testing alone (45).
Disparate outcome measures of opioid misuse were used, as
described in Table 2.

Figure. Study flow diagram.

Studies identified and screened for eligibility (n = 4667)

Studies retrieved for detailed evaluation (n = 100)

Excluded (n = 4567)
Did not address study 

objectives: 4389
Review or editorial: 158
<50 participants: 8
Inappropriate study sample: 4
Unable to obtain full article: 6
Published as abstract only: 1
Not published in English, 

French, or Spanish: 1

Excluded (n = 91)
No outcome of interest: 63
No original data: 24
<50 participants: 3
Only patients with cancer: 1

Studies included in analysis (n = 11)
Opioid treatment agreements: 10
Urine drug testing: 8*

Studies identified 
from reference lists 
of retrieved articles 
(n = 1) or expert 
contact (n = 1)

* Seven studies evaluated management strategies incorporating both
treatment agreements and urine drug testing.

Table 1. Assessment of Study Quality

Sample domain (maximum 3 points)*
Persons with diverse types of chronic pain conditions included
Persons with history of substance abuse included
Persons with mental health disorders included

Design domain (maximum 12 points)*
Prospective design
Control group included
Control participants from a similar population
Intervention described clearly
Intervention consistent among groups
Outcome described clearly
Outcome objective
Completion or response rate �85%
Distribution of potential confounders provided
Multivariate analysis conducted
Adequate adjustment for confounding
Results clearly presented

Global assessment (maximum 4 points)†
Very low � 1
Low � 2
Moderate � 3
High � 4

* 1 point was assigned for each.
† Based on the GRADE (Grading of Recommendations Assessment, Develop-
ment, and Evaluation) algorithm (33).
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The description of treatment agreements and urine
drug testing interventions varied widely among studies. Six
of 10 studies evaluating treatment agreements provided a
copy of the agreement (35, 39–42, 44), but the remaining
4 studies offered little or no description of it. The same
treatment agreement was used in 2 studies in the same
setting (39, 40), yielding 5 agreements available for review.
All 5 of these agreements listed the conditions necessary for
continuation of opioid medications. Although these condi-
tions varied, all agreements required patients to agree not
to sell or share opioid medications and to provide urine or
blood specimens for drug testing at their providers’ re-
quest. In most agreements, patients agreed not to abuse
illicit drugs or alcohol, obtain opioids from more than 1
provider or pharmacy, or request a refill before the previous
prescription should have been completed. Although 3
agreements informed patients that opioid medications may
not improve their pain or function, only 1 stated that a
lack of response would indicate that these medications
should be discontinued (42). Among the 8 studies that
evaluated urine drug testing, the frequency of and indica-
tions for testing varied. Testing was described as “regular”
or “random” in 4 studies (37–39, 41), and 1 study defined
a protocol for testing before enrollment and on a monthly
basis thereafter (40). Three studies described a minimum
frequency of urine testing (at enrollment, annually, or
both), with more frequent testing according to the physi-
cian’s judgment (36, 44, 45). The assay used in urine drug
testing interventions was specified in 5 of 8 studies; 1 study
used an immunoassay screen alone (38), and 4 used con-
firmatory gas chromatography and mass spectrometry (39,
40, 44, 45).

All 4 studies that included a control group reported a
decrease in opioid misuse after treatment agreements as
part of the opioid management strategy (35–38). Two of
these studies were conducted in Veterans Administration
primary care clinics that provided monthly visits with a
clinical pharmacist (36) or tracking by a secretary (35) as
part of the monitoring program. One Veterans Adminis-
tration study (36) found that opioid misuse among the 335
study participants decreased from 51.0% before the inter-
vention to 28.1% afterward (ARR, 22.9% [95% CI,
17.3% to 28.7%]) (36). The other Veterans Administra-
tion study (35) reported a decrease from 47.3% to 26.4%
(ARR, 20.9% [CI, 10.6% to 31.2%]) in opioid misuse
among 209 intervention patients compared with no change
in matched control participants. The remaining 2 con-
trolled studies were conducted in the same sample of pa-
tients in a pain specialty setting and used historical control
participants (37, 38). These studies found statistically sig-
nificant decreases in obtaining opioid medications from an
outside source from 17.8% to 9.2% (ARR, 8.6% [CI,
4.4% to 12.8%]) and in detection of illicit drug use from
22.5% to 16.0% (ARR, 6.5% [CI, 1.3% to 11.7%]). The
quality of the 4 controlled studies was rated fair for 2 (35,
36) and poor for 2 (37, 38). Quality concerns include

unrepresentative and high-risk samples (35–38), use of
pre–post design (35, 36), and historical control groups (37,
38). Appendix Tables 2 and 3 provide a detailed quality
assessment.

Seven uncontrolled studies found wide variation in the
proportion of patients with opioid misuse after treatment
agreements, urine drug testing, or both (3% to 43%) (39–
45). Of the 3 primary care studies, 2 were conducted in the
same interdisciplinary referral-based program for patients
with suspected substance abuse (39, 40) and reported that
32% of patients misused opioid medications, despite com-
pleting opioid treatment agreements. Another uncon-
trolled primary care study found that 17% of patients mis-
used opioid medications after a treatment agreement (41).
Two studies in pain specialty settings reported misuse of
opioids during the year after an agreement in 24% to 28%
of patients (43, 44). A study of patients in a pain specialty
setting without a history of substance abuse found that
only 3% misused opioids (42). The only study of opioid
misuse after implementing routine urine drug testing with-
out an opioid treatment agreement, conducted in 2 pain
centers, found that 43% of patients misused opioids over
nearly 4 years (45). The quality of these studies was rated
as fair for 5 (39–41, 43, 45) and poor for 2 (42, 44). In
addition to lack of a control group, a common quality
concern is sampling bias because 2 studies excluded pa-
tients with known substance abuse (42, 43), whereas an-
other 2 included patients who received referrals because of
substance abuse concerns (39, 40).

DISCUSSION

Despite an increasing reliance on prescribed opioids to
treat chronic noncancer pain and a concurrent increase in
diversion and overdose deaths (17, 18), this systematic re-
view found that few studies have been conducted on the
use of opioid treatment agreements and urine drug testing
to reduce opioid misuse. Opioid misuse outcome measures
varied substantially across studies, with none examining
the clinically important outcomes of opioid abuse, depen-
dence, overdose, or death. Moreover, all 11 studies used
observational designs that are vulnerable to several threats
to validity, such as unmeasured confounding. In the 4
studies that included comparison groups, multicomponent
management strategies were associated with a 7% to 23%
reduction in patient misuse of opioids when compared with
preintervention conditions or historical control participants.

These studies were not representative of practice set-
tings in which most patients are prescribed long-term opi-
oids for chronic noncancer pain. Although we searched for
studies conducted in any outpatient setting, most were
conducted in pain specialty settings or in primary care
practices that offered complex management strategies, in-
cluding monitoring by ancillary or interdisciplinary staff.
However, most patients with chronic pain are managed in
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primary care settings (1) that probably lack the staffing and
support to implement these complex strategies.

In 7 studies that did not have control groups, we ob-
served wide variation in opioid misuse after implementa-
tion of treatment agreements, urine drug testing, or both
(4% to 32% in primary care and 3% to 43% in pain
clinics). This variation probably reflects differences in the
underlying risk for misuse in the study samples. Hariharan
and colleagues (41) examined a representative sample of
primary care patients and, after treatment agreements,
identified opioid misuse (for example, prescription adulter-
ation, several opioid sources, or other opioid-related over-
the-counter violations) in only 4% of patients. In compar-

ison, a literature review by Kahan and coworkers (46)
reported that 7% to 31% of primary care patients who
received treatment with long-term opioid medications but
without treatment agreements exhibited signs of opioid
misuse, such as repeatedly requesting early refills or report-
ing lost or stolen medications. Unfortunately, differences
in the measures of opioid misuse limit the conclusions we
can draw about the effect of the agreement itself.

A recent review by Chou and colleagues (47) exam-
ined a broad range of issues about opioid management and
found little support for monitoring strategies, such as opi-
oid treatment agreements and urine drug testing, but cited
only 1 relevant study. In our systematic review, we identi-

Table 2. Studies Evaluating Opioid Misuse After Implementation of OTAs or UDT

Study, Year
(Reference)

Study
Design

Setting Sample Characteristics* Management Strategy

Wiedemer et al,
2007 (36)

RCS VA-based primary care
with consultative
support

335 patients referred by a PCP OTA and routine UDT, with regular
monitoring visits with clinical
pharmacist

Goldberg et al,
2005 (35)

RCS VA-based primary care 91 patients with an OTA in their medical record; mean age,
52 y; 88% men; 66% white

OTA‡

Manchikanti et al,
2006 (37)

PCS Pain clinic 500 consecutive patients receiving stable opioid regimen; mean
age, 48.5 y; 41% men; mean pain duration, 10.7 y

OTA and routine UDT

Manchikanti el al,
2006 (38)

PCS Pain clinic 500 consecutive patients receiving stable opioid regimen; mean
age, 48.5 y; 41% men; mean pain duration, 10.7 y

OTA and routine UDT

Chelminski et al,
2005 (39)

PCS Primary care with
consultative support

85 patients referred by a PCP to a pain program; mean age,
51 y; 60% men; 78% white; 75% had a history of alcohol
use; 44% had a history of substance use

OTA, routine UDT, monthly visits
in the context of a
multidisciplinary pain
management program††

Ives et al, 2006 (40) PCS Primary care with
consultative support

196 patients referred by a PCP to a pain program; mean age,
52 y; 55% men; 75% white; 28% had a history of alcohol
abuse; 29% had a history of cocaine abuse

OTA, routine UDT, monthly visits
in the context of a
multidisciplinary pain
management program††

Hariharan et al,
2007 (41)

RCS Primary care 330 patients; median age, 49 y; 52% men; 50% white; 48%
black

OTA and UDT

Compton et al,
2008 (43)

PCS VA-based pain clinic 135 patients without current substance use disorder defined by
DSM-IV; mean age, 53 y; 94% men

OTA and monthly visits

Burchman and Pagel,
1995 (42)

RCS VA-based pain clinic 81 patients with no known history of substance use, followed
in clinic �1 y

OTA and monthly visits

Vaglienti et al,
2003 (44)

RCS Pain clinic Approximately 780 patients with OTA; of 184 patients with
infractions, 51% were men

OTA with monthly UDT

Katz et al, 2003 (45) RCS Pain clinic All 122 patients receiving long-term opioid therapy at 2
academic pain centers; mean age, 45 y; 51% men; 89%
white; 17% had a history of substance abuse

Routine UDT¶¶

ARR � absolute risk reduction; BEH � behavioral monitoring (includes overuse, lost or stolen prescriptions, and provider impression of misuse); DSM-IV � Diagnostic and
Statistical Manual of Mental Disorders, Fourth Edition; GRADE � Grading of Recommendations Assessment, Development, and Evaluation; iUDT � urine drug test results
inappropriately positive for an illicit or nonprescribed drug or negative for a prescribed opioid; MS � receipt of opioid medications from multiple sources; OTA � opioid
treatment agreement; PCP � primary care physician; PCS � prospective cohort study; RCS � retrospective cohort study; RxA � prescription adulteration or forgery; UDT
� urine drug testing; VA � Veterans Administration; VIOL � other or unspecified violation of OTA.
* Sample characteristics provided, as available.
† Quality rating: excellent (score �11 and GRADE � 3), good (score �11 and GRADE �2), fair (score � 6–10 and GRADE �2), or poor (score �5 or GRADE � 1).
‡ Terms of OTA included UDT.
§ Matched on age, sex, race, and duration and dose of opioid treatment.
� Mean number of opioid prescribers per patient per quarter �2 (yes or no) during the 1.5 y after OTA compared with 2 y before OTA.
¶ Obtaining opioids either illegally or from another physician in nonemergency circumstances (yes or no).
** UDT detected the presence of cocaine, marijuana, methamphetamines, or amphetamines.
†† Multidisciplinary team included the patient’s PCP, a clinical pharmacist, program assistant, pain psychiatrist, and nurse.
‡‡ A single marijuana-positive UDT result was not included in the definition of “opioid misuse.”
§§ UDT detected the presence of cocaine or marijuana.
� � Attempted to fill opioid prescriptions from an outside source.
¶¶ UDT frequency varied at the 2 sites (at one, at least annually or more if the physician found it to be indicated; at the other, at approximately every visit).
*** Behaviors included lost or stolen prescriptions, opioid overuse, visits without appointments, intolerance and allergies to several drugs, and frequent telephone calls.
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fied 11 relevant studies and provide a comprehensive syn-
thesis of the available evidence base. Our finding of limited
evidence for the effectiveness of opioid treatment agree-
ments should be viewed in the context of findings from a
Cochrane review of treatment agreements (contracts) be-
tween patients and health care providers for clinical indi-
cations other than chronic pain, such as addiction, hyper-
tension, and obesity (48). In that review, 16 of 30
randomized, controlled trials found statistically significant
improvements in outcomes, including abstinence from
substance abuse and adherence to medications and behav-
ioral regimens.

Despite the lack of rigorous evidence supporting the
use of treatment agreements and urine drug testing, these
strategies have been endorsed by pain and addiction ex-
perts, professional societies, and regulatory agencies (19–
21), and their use has been proposed as a quality indicator
(49). Even in the absence of strong evidence, several com-
pelling reasons for physicians to consider implementing
these strategies exist. First, primary care providers who use
opioid treatment agreements report improved satisfaction,
comfort, and sense of mastery in managing chronic pain
(50, 51). Second, management strategies that include treat-
ment agreements have been associated with reductions in
emergency department visits in observational studies (35,

36). Third, cross-sectional studies and a case series have
demonstrated that urine drug testing is a valuable tool to
detect use of nonprescribed drugs and confirm adherence
to prescribed medications beyond that identified by patient
self-report or impression of the treating physician (45, 52–
57). Finally, implementing routine urine drug testing may
improve the provider–patient relationship and clinic mo-
rale, as suggested in a letter to the editor (58).

In addition to lack of a strong evidence base, barriers
to implementing treatment agreements and urine drug
testing exist, particularly in primary care practices. Clini-
cians may be concerned about the time required to com-
plete a treatment agreement with the patient (36) or that
committing to a treatment agreement will restrict their
clinical decision making. Furthermore, some clinicians
may regard it as unethical to require treatment agreements
for patients who take opioid analgesics but not for pa-
tients who take other potentially dangerous therapies, such
as warfarin or insulin (59). Barriers to conducting urine
drug testing in primary care practices include discomfort
with discussing testing with patients, lack of access to ap-
propriate tests (60), confusion about how to interpret or
respond to test results (61, 62), and belief that one’s pa-
tients are not at risk for opioid misuse and urine drug
testing would be unnecessary. Misinterpretation of test re-

Table 2—Continued

Control
Condition

Follow-up Misuse Measure Results Limitations Quality†

Pre–post analysis 2-y observation iUDT and BEH ARR, 22.9% (95% CI,
17.3%–28.7%)

Sampling bias Fair

Pre–post analysis; also described
temporal change in 224
matched patients without
an OTA§

4-y observation MS� ARR, 20.9% (CI,
10.6%–31.2%); no temporal
change among patients
without an OTA

Potential confounding
intervention; misuse
measure may not be
clinically relevant

Fair

Historical control group from
the same setting

Not provided MS¶ ARR, 8.6% (CI, 4.4%–12.8%) Historical control group Poor

Historical control group from
the same setting

Not provided iUDT** ARR, 6.5% (CI, 1.3%–11.7%) Historical control group Poor

None 3-mo follow-up iUDT‡‡, MS, RxA,
VIOL

27 (32%) with misuse Sampling bias Fair

None 1-y follow-up iUDT‡‡, MS, RxA,
VIOL

62 (32%) with misuse Sampling bias Fair

None Median 22.5-mo follow-up
during 5-y observation

MS, RxA, iUDT, VIOL 54 (17%) with any misuse; 14
(4%) with prescription drug
abuse; 53 (16%) with illicit
drug use§§

Incomplete UDT data Fair

None 1-y observation VIOL, which included
iUDT and BEH

38 (28%) with any OTA
violation; 15 (11%) with
problematic opioid use

Sampling bias Fair

None 3-y observation MS� � 2 (3%) with misuse Misuse measure may not be
clinically relevant

Poor

None 1-y observation iUDT 184 (approximately 24%) with
misuse

Sample size was imprecise Poor

None 3.75-y observation iUDT and BEH*** 53 (43%) with misuse UDT frequency varied
between 2 sites

Fair
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sults can lead to falsely accusing patients of opioid misuse
and consequently harming the provider–patient relation-
ship (60). Future research must address barriers and potential
harms when evaluating the effectiveness of implementing
these strategies.

Our review is limited by the considerable variation in
the definition of opioid misuse in identified studies. Mea-
sures of opioid misuse ranged from subjective (provider
impression of misuse) to the more objective finding of a
positive urine drug test for an illicit substance. These mea-
sures also vary in severity; experts believe that adulterating
a prescription is more likely to indicate addiction than
obtaining opioids from multiple sources, which could rep-
resent undertreatment of pain (63). Unfortunately, no
measure of opioid misuse has been demonstrated to be
clearly superior in predicting clinically important out-
comes, such as opioid abuse, dependence, overdose, or
death. Research on defining optimal measures for opioid
misuse is necessary because the use of clinical outcomes,
such as opioid dependence, overdose, or death, would re-
quire large study populations and long time frames to iden-
tify events.

Another limitation is the multicomponent nature of
most opioid management strategies, which does not distin-
guish the most effective components. Even among opioid
treatment agreements, wide variation exists (64, 65). Ex-
perts have promoted goal-directed agreements that ac-
knowledge the lack of evidence supporting long-term opi-
oid treatment of chronic pain by defining functional goals
to be achieved by the patient in order to continue the
opioid analgesics (66, 67). In this review, we identified
only 1 study that used a goal-directed agreement (42), and
we could not draw any conclusions about its superiority
over other approaches. Similarly, the implementation of
urine drug testing interventions (for example, frequency, or
type of assays) varied among studies and was reported in-
consistently. Finally, publication bias and language bias
may have limited the evidence available for our systematic
review.

Our systematic review reveals that weak evidence sup-
ports the use of opioid treatment agreements and urine
drug testing to reduce opioid misuse, despite the theoreti-
cal benefits of these strategies. This lack of evidence may
explain in part why they have not been widely adopted in
primary care. However, serious consequences of opioid
misuse are on the rise (14–18) and affect all age groups
(68, 69). Urgent attention is necessary to address this glar-
ing deficiency in research, as are studies on the effectiveness
of long-term opioid therapy for noncancer pain. Future
research on effective risk-reduction strategies needs to be
conducted in diverse primary care settings and use stan-
dardized measures of misuse, ideally those associated with
clinical outcomes. In addition, this research should assess
not only the benefits but also the potential harms of these
strategies, such as patients forgoing pain treatment because
of a perceived stigma or clinicians undertreating pain be-

cause of the perceived burden of opioid risk management.
Studies of opioid management strategies need to be con-
ducted as part of a larger initiative to improve the safety
and effectiveness of long-term opioid treatment of patients
with chronic noncancer pain.
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Appendix Table 1. Search Terms*

Themes MeSH Terms† Keywords or Text Words‡

1. Opioid medications Narcotics, analgesics,
opioid

opi$, narcotic$, buprenorphine, butorphanol, codeine, dihydromorphine,
fentanyl, heroin, hydrocodone, hydromorphone, levorphanol, meperidine,
methadone, morphine, nalbuphine, oxycodone, oxymorphone,
propoxyphene

2. Chronic pain Pain pain$
Chronic disease chronic pain, pain management, noncancer pain, pain syndrome, pain

treatment, pain control, nonmalignant pain
3a. Opioid treatment agreements Contracts agreement$, contract$, treatment plan, informed consent
3b. Urine drug testing Substance abuse detection drug test$, drug screen$, drug monitor$, urine test$, urine screen$, toxicology

Mass screening screen$, opi$ assess$, addict$ screen$

MeSH � Medical Subject Heading.
* MeSH terms and keywords and text words within each theme were combined by using the Boolean operator “or.” Themes were then combined by using the Boolean
operator “and” as (theme 1) “and” (theme 2) “and” (theme 3a or theme 3b).
† MEDLINE, EMBASE, and Cochrane Central Register of Controlled Trials.
‡ Keywords were used in MEDLINE and EMBASE, and text words were used in Cochrane Central Register of Controlled Trials and PsycINFO.
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Appendix Table 3. Derivation of GRADE Score

Study, Year (Reference) Initial GRADE
Score*

Adjustment† Reason for
Adjustment

Final GRADE
Score

Wiedemer et al, 2007 (36) 2 – – 2
Goldberg et al, 2005 (35) 2 – – 2
Manchikanti et al, 2006 (37) 2 �1 Selection bias‡ 1
Manchikanti et al, 2006 (38) 2 �1 Selection bias‡ 1
Chelminski et al, 2005 (39) 2 – – 2
Ives et al, 2006 (40) 2 – – 2
Hariharan et al, 2007 (41) 2 – – 2
Compton et al, 2008 (43) 2 – – 2
Burchman and Pagel, 1995 (42) 2 – – 2
Vaglienti et al, 2003 (44) 2 �1 Missing data§ 1
Katz et al, 2003 (45) 2 – – 2

GRADE � Grading of Recommendations Assessment, Development, and Evaluation.
* The initial GRADE score was based on study design: 4 � randomized trial, 3 � quasi-randomized trial, 2 � observational study, 1 � any other evidence (33).
† GRADE score was decreased for quality limitations or increased for strong association (33).
‡ Comparison with a historical control group that was not well described and differed from the intervention group in inclusion criteria and in exposure to contaminating
co-interventions.
§ The precise number of participants receiving the intervention was not reported.

W-292 1 June 2010 Annals of Internal Medicine Volume 152 • Number 11 www.annals.org



Concierge Medicine: A “Regular” Physician’s Perspective
Michael Stillman, MD

Concierge medical practices, which advertise expanded access to
care and individualized attention, collect charges both from insur-
ance companies and directly from their patients. Some bill hundreds
of dollars for one-time “executive” physicals, whereas others have
patients pay annual retainer fees. Yet, virtually no data are available
about these “luxury” practices. It is not known how many physi-
cians have “turned concierge,” whether they have altered their
testing and prescribing patterns, or whether their clinical outcomes
are superior to those of their colleagues in traditional practices.
Although some have voiced concern that concierge physicians cre-

ate a 2-tiered system and may contribute to the difficulty that
many patients have with access to care, the medical community has
largely remained silent on the matter. The mere existence of con-
cierge medicine may reflect our need as physicians to do better by
our patients. Yet our responsibility as a professional community is to
engage in—not run from—that monumental challenge.

Ann Intern Med. 2010;152:391-392. www.annals.org
For author affiliation, see end of text.

Late last week, Marc, a fit, middle-aged patient, sent an
e-mail telling me he was joining a concierge practice.

Marc, his wife, and several of his siblings—all patients in
my office for nearly 20 years—had always received same-
day attention for any concerns, promptly returned calls,
evidence-based and ethical care, and warm service from my
staff. My relationship with him had at times seemed as
much friendly as professional, and he had once invited me
to his vacation home for dinner. So what precipitated this
breakup?

Several weeks previously, 1 day before departing for
vacation, Marc had called to tell me he felt something
“stuck in his throat.” He denied fevers, chills, or night
sweats; had no new lumps in his neck; and had no diffi-
culty swallowing food or breathing. Apart from this minor
complaint, in fact, he felt perfectly well. Although Marc
did not want to come to the office, he wondered what I
thought might be wrong. I told him that he probably had
postnasal drip or acid reflux, but that we could certainly
arrange for neck ultrasonography and, if the result was
negative, laryngoscopy. I called his local hospital, sched-
uled the ultrasonography for the day he returned from
vacation, and called Marc to let him know.

Two weeks later, I called Marc and left a message inquir-
ing whether he had had the ultrasonography, because I had
not yet seen a report. In response, Marc penned the following
e-mail: “I want you to know,” he wrote, “that I have enor-
mous regard for your capabilities as a doctor . . . and have
always felt you were extremely caring and thorough. It is
simply,” he continued, “that I have a slight tendency to-
ward obsessive worrying, and it has been my experience
that waiting in line in the world of medicine can be tor-
ture.” Marc told me that when he found he could not
obtain same-day ultrasonography, one of his friends had
directed him to a concierge practice. He had paid an
$1800 fee, been seen within an hour, gone directly for an
endoscopy, and received a diagnosis of . . . acid reflux.
Marc had received the prompt diagnosis he felt he needed
and had therefore decided to stay with his new physician.

This is not the first time a patient has left me for a
concierge practice.

Gary, a healthy man 44 years of age, called to tell me
he had subacute hand and arm numbness, and I offered
him a same-day visit. His symptoms and physical exami-
nation suggested ulnar neuropathy—a peripheral nerve
entrapment—but one of his nonmedical friends had con-
vinced him he had a bulging disk and needed an imaging
study. I scheduled Gary for a confirmatory nerve study,
and only realized he had switched physicians when he did
not attend. Disappointed with my reluctance to order
magnetic resonance imaging, Gary found a more accom-
modating “luxury” physician who had done so promptly.

Mary, a pleasant woman 60 years of age, told me at
our first visit that she had lupus. She had been hospitalized
several times for “autoimmune flares,” received immuno-
modulators intermittently, and had become so accustomed
to her diagnosis that she “blamed all her sickness on it.”
After closely reviewing Mary’s records, I found no evidence
of an autoimmune disorder, but when I told her this good
news and offered her a reevaluation from my favorite rheu-
matologist, she left me for a concierge physician. Rather
than being overjoyed, she felt I had “pulled a rug out from
under her,” and in transferring physicians cited her need
for “more personal” care.

Tim, a delightful man 21 years of age, presented with
lymphadenopathy, weight loss, and night sweats. At our
first visit, I admitted him to my service, arranged for an
expedited metastatic workup, and unfortunately diagnosed
lymphoma. Although I visited Tim several times after work
hours and communicated closely with his oncology team,
his parents enrolled him with a concierge physician who
charges a $5000 annual “membership fee.” Tim’s father
wrote that although he appreciated my efforts and atten-
tion, he was looking for “more proactive care.” I have won-
dered since whether Tim’s father had chosen that uniquely
American approach of throwing money at a problem to
buy a solution.

Despite the recent explosion of luxury practices, very
little is known about them. No reliable statistics report the
number of physicians who have “gone concierge” (or how
many patients these transitions have displaced), and their
clinical outcomes remain uninvestigated. A single study in
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2005 (1) reported that patients at concierge practices are
less ethnically diverse than the general population and have
lower rates of diabetes, heart disease, and hypertension.

Several authors have expressed their ethical misgivings
over concierge medicine in well-written articles. Donohoe
(2) questions how physicians trained with public monies
could limit their practices to a wealthy few and argues
that associations between academic medical centers and
“executive” practices undermine our efforts to produce
clinically and morally thoughtful trainees. Carnahan (3)
suggests that concierge physicians are cherry-picking the
wealthiest and healthiest patients, “leaving behind a com-
paratively sick population to be absorbed by others in the
community.” Brennan (4), however, argues that the “lux-
ury style of practice” allows physicians to spend ample time
with patients and to “undertake the ethical responsibility
to put [their] welfare above everything else.” Kirkpatrick
(5) describes how his retainer practice—which grosses $2.5
million per year—has satisfied patients, physicians, and
medical center leadership and staunched an outflow of
“important patron patients” (italics mine) who favor the
“high-service benefits of belonging to a concierge practice.”

It is understandable that patients want the best care
possible, and practices that advertise 24-hour physician
availability, lengthy appointments, and expedited access to
subspecialists and procedures are naturally appealing.
Marc, perturbed by having to wait a reasonable amount of
time for a nonemergent evaluation, felt gratified to receive
immediate care, whereas Gary, convinced that he needed
magnetic resonance imaging, must have felt his new phy-
sician was doing “everything possible” to evaluate his
symptoms.

I am less charitable, however, toward concierge physi-
cians and am surprised by the neutrality with which the
medical community has addressed their work. First, each
of us has vowed to “treat without exception all who seek
[our] ministrations,” and limiting one’s practice to several
hundred wealthy patients undermines this tenet of our pro-
fession. Even though economic realities and schedule lim-
itations dictate that some physicians maintain a certain
payer mix or eventually close their panels to new patients,
I am certain that the legendary physicians of our profession
would be embarrassed by the criteria some of our col-
leagues have used in selecting which patients they will and
will not see.

Second, Donohoe (2) correctly asserts that many re-
tainer practices use a “buffet approach to diagnosis which
makes a mockery of evidence-based medical care.” A pa-
tient with a “lump in his throat” without dysphagia need
not be sent for same-day ultrasonography and a man with
hand numbness, no neck pain, and a negative Spurling
test result does not require cervical magnetic resonance
imaging.

Third, without proof that concierge medicine is clini-
cally superior to traditional care, any suggestion that ill
patients will be more tightly managed or that they will live
longer or healthier lives is specious. Some patients may be
willing to pay retainer fees simply for expanded access to
their physicians or for receiving their care in a well-
appointed office. Yet until data demonstrate that the
longer visits, “executive” physicals, or annual ancillary test-
ing offered by so many luxury practices yield better clinical
outcomes, no one should not be allowed or led to believe
that prompt or expensive care is necessarily the best.

Patients deserve and desire our fullest attention and
consideration. They want to be listened to, to feel that we
understand and appreciate their concerns, and to know
that we are their staunchest advocates. Perhaps the emer-
gence of concierge medicine will remind us of these tenets
and force us to redouble our professional efforts. Broad
adoption of the “medical home” model, which emphasizes
the physician–patient relationship and enhanced access to
care, may one day obviate luxury care. This being said,
physicians who opt out of the current system by expending
their energies catering to “patron patients” rather than
helping reform a deeply flawed health care system or ener-
gizing a beleaguered professional community should reen-
ter the fray. There are patients to be cared for, both
wealthy and underprivileged; ideas to be proposed and ex-
changed; and policymakers to be educated and persuaded.
These difficult times call for engagement, not isolation and
retreat.
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A PIECE OF MY MIND

For Those on Whom We Rely

FIVE MONTHS AGO DEB—MY OFFICE MANAGER—
developed pain in her right armpit. It was initially
mild, yet over a course of weeks it had become severe

enough that she had difficulties with typing and filing. I
never pried nor insisted that she be seen by her physician,
and Deb is so accustomed to minimizing her own
concerns—so reluctant to “bother a doctor”—that she did
not seek formal consultation until quite recently. One
month ago she visited her primary care physician and was
prescribed a ten-day course of ibuprofen. Two weeks ago
she saw a physiatrist, who ordered magnetic resonance
imaging—a study that was ultimately canceled.

Deb and I have a tacit understanding that I am not to
meddle in her medical management; she deserves her pri-
vacy, and she and I are so close that my interventions would
be subjective and therefore faulty. There is simply no way I
could offer her my most clear-headed opinion. When her
pain peaked, however, and she wondered aloud how she
would get through the day, I quickly palpated her armpit
and shoulder, found that no area was unusually tender, and
sent her around the corner for a chest film. By the time Deb
returned to our office, a radiologist had called me with un-
welcome news. The film revealed a large right upper lobe
mass, most likely with pleural extension.

Overriding Deb’s objections, I canceled our patients for
the day, brought her to our hospital’s emergency depart-
ment where we were met by her family, and had her
admitted to the medicine service. During a two-day hospi-
tal course, she underwent a transthoracic biopsy, had both
brain magnetic resonance imaging and a PET scan, and
was diagnosed with squamous cell carcinoma. She
returned to work the day after discharge, feeling guilty
about a stack of paperwork she had left undone, but dur-
ing her brief absence a pall hung over the office. It was not
simply that she was not there; she does occasionally take
vacation. Rather, it was that my staff and I had a jolting
glimpse into what it would be like were Deb to become too
ill to continue working with us. We felt amputated from
some essential source of strength and goodness. We felt
diminished and dull.

My first job after completing residency was at a commu-
nity hospital. Eager for general internists, the chief medi-
cal officer had hired me on a guaranteed salary, given me
an advertising budget with which to attract new patients,
and placed me in an office with a well-established local in-
ternist. Deb was the lead secretary in that office, and she
adopted me as if I were her own son. During my first weeks
in practice, I knew very few of the physicians and staff who

would prove essential to my ability to attract patients. Deb
escorted me around the hospital, introduced me to her friends
and colleagues, and had lunch with me every day so I would
not be lonely. She was so thorough in handling adminis-
trative tasks, so hard-working, and so unusually sensitive
in her dealings with patients, I later begged her to leave a
position she had held for more than 20 years in favor of man-
aging my own practice. The day she agreed to join me was
one of the most important of my life.

Deb and I have shared many humorous moments. We have
bantered with our favorite patients and giggled over how
awkwardly our medical students behave (then marveled at
how quickly they mature). We also share interests outside
work and have compared notes on play-off games, disas-
trous runway couture, and the previous night’s perfor-
mances on Glee and American Idol. Deb was once so horri-
fied to hear that a patient had disappeared into our private
office bathroom to collect a sample for semen analysis, she
dubbed the room the “Cave of Iniquity.” Many years later,
she and I still speak of “The Cave,” and our new hires never
know to what we are referring.

We have also shared a good number of tragedies. Deb and
I have jointly attended patients’ wakes, supported people
who have struggled after a spouse’s or child’s death, and writ-
ten sympathy letters to families of patients for whom we once
cared. We have seen one another though personal and fam-
ily troubles with illness, addiction, and crumbling relation-
ships and have shared, in the first hour of our workdays be-
fore our staff and patients arrive, a great many sensitive
revelations.

Deb has been my stout pillar of support—an insightful
woman who will unobtrusively correct me when I am
wrong and who will stand with me, even when others
desert, when she feels I am right. Deb proofreads and edits
my journal submissions and most sensitive correspon-
dences before I mail them, often altering and improving on
both tone and content. She seems to know exactly what I
want to say, yet words my thoughts more gracefully and
polishes my pieces’ rough edges. Once, when I was just
months out of residency, I became angry at and hung up
on a woman who had had me paged and awakened at 3
o’clock in the morning for a mild cough. The woman’s
family threatened me—both physically and legally—and
several hospital administrators called me in for a disciplin-
ary conference. Deb’s pithy response: “I would never wake
someone up for a cough.”
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Finally, Deb has been the staunchest of patient advo-
cates, treating them, as we all should, as if they were fam-
ily. Her formal job description is simply to manage our
office’s finances and staffing, yet she has found struggling
patients transitional housing, enrolled elderly patients
in publicly funded transportation programs, arranged
for nursing visits for people without adequate medical
support at home, and argued down insurance companies
that have wrongly billed our patients or inappropriately
denied payment for our services. Patients often thank me
for my care and tell me I am unusual in that I see to both
their medical and nonmedical needs. I deflect this praise
toward Deb. She is our patients’ first point of contact,
their guide through an often-baffling health care system,
and their unyielding defender who takes upon herself the
burden of setting injustices right.

This essay is not a remembrance. Deb, her family, and I
know she has difficult months and years ahead, yet we
both hope and expect that she will emerge from these
menacing times and retake her place as the enthusiastic
and essential hub about which so many lives revolve.
Rather, I wrote this in appreciation specifically of a woman

who has quietly and with extraordinary humility made my
career, and more broadly about the people on whom we
physicians rely.

In practices large and small, general and subspecialty, and
in urban, suburban, and rural settings, some fortunate phy-
sicians’ careers blossom based largely on the efforts of our
managers, nurses, secretaries, and medical assistants. These
people who can never be adequately compensated for their
energy, enthusiasm, and investment in our work are not di-
agnosticians yet are every bit as important to our ill pa-
tients and their loved ones as we are. They are our public
faces, projecting and amplifying only our best intentions.
They are our soundings boards, our moral compasses, and
our confidants. They are our part-time “spouses,” coming
to know us so well they can read and manage our moods at
least as deftly as can our own families. They become our
dear and trusted friends.

Michael D. Stillman, MD
Brookline, Massachusetts
michael.stillman@bmc.org

Acknowledgment: The author thanks Deb for permission to share her story.

The spirit of liberty is the spirit which is not too sure
that it is right; the spirit of liberty is the spirit which
seeks to understand the minds of other men and wom-
en; the spirit of liberty is the spirit which weighs their
interests alongside his own without bias.

—Learned Hand (1872-1961)
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  This study examined the prevalence and correlates of partner aggression perpetration in 
597 primary care chronic pain patients. Approximately 30% of participants reported per-
petrating low-level aggression, 12% reported injuring their partner, and 5% reported en-
gaging in sexual coercion. Women reported more low-level aggression perpetration than 
men, and men reported more engagement in sexual coercion than women. Substance use 
disorders (SUD) were associated with all outcomes, and both aggression victimization and 
lifetime ratings of posttraumatic stress disorder (PTSD) were associated with low-level 
aggression and injuries. In multivariate analyses, gender, aggression victimization, PTSD, 
and SUD evidenced associations with one or more outcomes. Findings indicate a need for 
aggression screening in this population and highlight avenues for intervention.  

  Keywords  :   chronic pain  ;   aggression  ;   primary health care  ;   substance use  ;   posttraumatic 
stress disorder        

 An extensive literature documents the scope and impact of intimate partner aggres-
sion victimization among medical populations, including those experiencing 
chronic pain ( Balousek, Plane, & Fleming, 2007 ). Relative to this research, little 

work has examined rates of perpetration of partner aggression in primary care medical 
settings, and none has focused on patients with chronic pain. Therefore, in the current 
investigation, we set out to examine the prevalence of behaviors reflecting intimate partner 
aggression perpetration among a sample of chronic pain patients, as well as potential cor-
relates associated with these forms of aggression. 

 Chronic pain has been linked to psychiatric factors that are characterized by negative 
affect and impulsive behavior, and that confer risk for aggression. In particular, patients 
with chronic pain are likely to evidence heightened posttraumatic stress disorder (PTSD), 
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depression, and substance use problems ( Larson et al., 2007 ;  Liebschutz et al., 2007 ; 
 McWilliams, Cox, & Enns, 2003 ), all of which are strongly linked to relationship aggres-
sion perpetration in other populations ( Jordan et al., 1992 ;  Stuart, Moore, Gordon, Ramsey, 
& Kahler, 2006 ;  Taft et al., 2005 ). Seminal theories of aggression, such as Berkowitz’ 
cognitive-neoassociationistic model ( Berkowitz, 1990 ), hold that those who experience 
more frequent and severe negative affect also experience heightened feelings, thoughts, 
and memories related to anger and have a higher propensity for aggressive behavior. 
Problematic substance use is further likely to decrease positive communication behaviors 
and disinhibit aggressive behavior ( Leonard & Roberts, 1998 ), particularly in the presence 
of anger and heightened negative affect ( Eckhardt, 2007 ). 

 While no theoretical or empirical models have been developed to explain the pos-
sible association of chronic pain with relationship aggression, Fishbain and colleagues 
( Fishbain, Cutler, Rosomoff, & Steele-Rosomoff, 2000 ) have developed a clinical model 
of patient violence toward physicians that describes some potential explanatory mecha-
nisms. Specifically, this model, which has received some recent empirical support ( Bruns, 
Disorbio, & Hanks, 2007 ), highlights the role of problematic and stressful interpersonal 
relationships with those involved in the patients’ care, negative affect, physical symptom 
factors such as level of pain and perceptions of functional health and disability, and po-
tential substance abuse. Analogous processes are likely to occur within the context of an 
intimate relationship, which has its own set of stressors, such as pain-related occupational 
and family role changes, financial difficulties, and impaired sexual functioning ( Schwartz, 
Slater, & Birchler, 1996 ). Such relationship strains are likely to independently or jointly 
increase risk for aggression along with negative affect and possible substance abuse prob-
lems that accompany chronic pain. 

 We expected that variables reflecting negative affect and behavioral disinhibition would 
distinguish primary care chronic pain patients who report intimate partner aggression per-
petration from their nonaggressive counterparts. Specifically, we examined PTSD, depres-
sion, and substance use disorders (SUD) as potential correlates of aggression. Consistent 
with the Fishbain model ( Fishbain et al., 2000 ), it was also hypothesized that chronic pain 
severity and indices of physical and mental health disability would be associated with 
higher relationship aggression. Demographic and background correlates (age, gender, and 
race/ethnicity) were also explored, and we considered the role of victimization experience 
since much intimate aggression is bidirectional in community-based samples ( Johnson & 
Ferraro, 2000 ) and individuals may aggress out of self-defense ( White, Smith, Koss, & 
Figueredo, 2000 ).  

  METHODS 

  Participants 

 Participants were 597 patients who were 18 to 60 years of age, spoke English, endorsed 
pain of 3 months or more, reported use of any analgesic medication (over-the-counter or 
prescription) in the prior month, and had a scheduled primary care appointment. Of the 
825 who met eligibility criteria for the study, 597 (76%) agreed to participate. When com-
paring screening questions responses between those who enrolled and those who declined, 
enrollees were more likely to be African American (61% vs. 55%,  p  < .05), less likely to 
take over-the-counter pain medication (67% vs. 79%,  p  < .001), and more likely to take 
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opioid pain medication (41% vs. 30%,  p  < .01). Age and gender were not different. Overall, 
the sample averaged 45.8 years of age and was 58.6% female, 60.8% African American, 
27.8% with less than a high school education, 61.1% with a reported income less than 
US$20,000, 60.5% unemployed, and the majority experienced high pain limitation. 

 Trained research interviewers consecutively approached patients in primary care wait-
ing rooms of an academic, urban, safety-net hospital primary care practice. Potential par-
ticipants were asked to complete a written screening instrument about their pain, analgesia 
use, and demographic characteristics. Written informed consent was obtained from eligible 
and interested patients. All study measures were administered via interviews that lasted 
45 to 90 min and participants were compensated US$10. Recruitment occurred between 
February 2005 and August 2006. The Boston University Medical Center Institutional 
Review Board approved the study, and National Institutes of Health issued a Certificate of 
Confidentiality.  

  Measures 

 Aggression perpetration was assessed with three questions taken from Wave III of the Add 
Health Home Questionnaire (Carolina Population Center, n.d.;  Fang & Corso, 2007 ). Each 
question represented separate dependent variables: (1) Low-level aggression: Have  you  
ever threatened your partner with violence, pushed or shoved [him or her], or thrown some-
thing at [him or her] that could hurt? (2) Injury: Has your partner ever had an injury, such as 
a sprain, bruise, or cut because of a fight with you? and (3) Sexual coercion: Have  you  ever 
insisted on or made your partner have sexual relations with you when [he or she] didn’t 
want to? Participants reported on each outcome using a yes/no dichotomous scale. After 
each positive response, participants were asked the year of the last perpetration behavior. 
Each perpetrating behavior was analyzed as a separate outcome. Partner aggression per-
petration assessed using the Add Health Questionnaire has been shown to be significantly 
associated with an index of general aggression perpetration in young adulthood, attest-
ing to the construct validity of this outcome measure ( Herrera, Wiersma, & Cleveland, 
2008 ). Intimate partner victimization was measured using the same three questions. Any 
of the three victimization experiences constituted victimization in bivariate and regression 
analyses. 

 The Composite International Diagnostic Interview (CIDI;  World Health Organization, 
1997 ) was used to measure PTSD ever (lifetime) or in the past year (current). The CIDI has 
been shown to have good test-retest and interrater reliability and good validity ( Andrews & 
Peters, 1998 ;  Wittchen, 1994 ). 

 Major depression was measured using the Patient Health Questionnaire (PHQ) for 
Depression ( Kroenke, 2002 ). The PHQ is a nine-item measure examining past 2 week 
major depression with items rated on a 4-point scale and total scores ranging from 9 to 27. 
The psychometric properties of the measure have been previously demonstrated ( Kroenke, 
2002 ). 

 SUD was defined as meeting  DSM-IV  criteria for any drug abuse or dependence ever, 
and/or past year alcohol dependence as measured by the CIDI version 2.1 for drug disorder 
( World Health Organization, 1997 ) and Short-Form (SF) for alcohol dependence ( World 
Health Organization, 1997 ). Past year SUD included active diagnosis in the past 12 
months. 

 Pain-related disability (limiting or nonlimiting) was measured using the Graded 
Chronic Pain Scale, a seven-item validated measure of pain and disability that includes 
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two subscales: Chronic Pain Intensity and Disability Points ( Von Korff, Ormel, Keefe, & 
Dworkin, 1992 ). Scoring involves categorizing the participant into one of five pain grades: 
pain free, low disability-low intensity, low disability-high intensity, high disability-moder-
ately limiting, and high disability-severely limiting. 

 Health-related quality of life was measured with the SF-12 Mental Health and SF-12 
Physical Health composite scores ( Ware, Kosinski, & Keller, 1996 ). This measure is de-
rived from the SF-36 Health Survey and is scored using norm-based scoring. Several stud-
ies in both medical and general populations have shown the SF-12 to have good reliability 
and validity ( Gandek et al., 1998 ;  Salyers, Bosworth, Swanson, Lamb-Pagone, & Osher, 
2000 ;  Ware et al., 1996 ).  

  Analysis 

 This is a secondary analysis of a cross-sectional study of primary care patients with chronic 
pain designed to look at correlates of pain, SUD, and violence-related mental health prob-
lems. After computing descriptive statistics for the aggression outcomes, bivariate analyses 
were performed examining differences in characteristics associated with each perpetrating 
behavior. Logistic regression models were created using those variables found to be sig-
nificantly associated with aggression perpetration at the bivariate level, as well as victim-
ization for all models.   

  RESULTS 

  Descriptive Statistics for Aggression 

 Descriptive statistics for the study correlates are reported in  Table 1 . As is shown in  Table 2 , 
almost one-third of participants (30%) reported perpetrating low-level aggression toward 
their partner, and less than half of the sample (44%) reported low-level aggression vic-
timization. The prevalence of injury stemming from intimate partner physical aggression 
victimization (33%) was approximately 3 times greater than was the prevalence of partici-
pants reporting that they injured their partner (12%). Five percent of participants reported 
engaging in sexual coercion, and 20% of participants indicated that their partners sexually 
coerced them. Participants reported a mean of about 10 years since the last perpetration 
behavior (9.9 for low-level aggression and sexual coercion and 13.2 for injuring partner) 
and 12 years since last victim experience (11.2 for low-level aggression, 12.1 for injury by 
partner, and 11.8 for sexual coercion).   

 We further examined intimate partner aggression prevalence by victim–perpetrator status 
(victim-only status, perpetrator-only status, or both victim and perpetrator). As  Table 3  indi-
cates, most participants who reported aggression perpetration also reported victimization (of 
any type). For example, 85% of participants who reported low-level intimate partner aggres-
sion perpetration also reported victimization. It is not known whether this was bidirectional 
in the same relationship or victimization and perpetration in different relationships.   

  Correlates of Intimate Partner Aggression Perpetration 

 Several potential correlates were examined as factors that may distinguish those who re-
port intimate partner aggression perpetration versus those who do not. Results from these 
analyses are presented in  Table 4 . A gender effect was found, such that women were more 
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likely to report perpetration of low-level aggression, and men were more likely to report 
sexual coercion of a partner. Partner aggression victimization was strongly associated 
with both low-level aggression and partner injury, and its association with sexual coer-
cion approached significance. Lifetime PTSD represented a significant correlate of low-
level aggression and partner injury, whereas a current diagnosis of PTSD was associated 
only with low-level aggression. Current major depression, on the other hand, was not sig-
nificantly associated with any form of aggression, though its association with low-level 
aggression approached significance. SUD represented a significant correlate for all three 
outcomes. Mental health–related quality of life score was lower (worse) in perpetrators of 
low-level aggression but not the other types of aggression.   

  Regression Analyses 

  Table 5  reports the outcomes of regression models predicting the three outcomes. In Model 
1, female gender, any victimization, lifetime PTSD, and SUD were associated with low-
level aggression perpetration, whereas mental health–related quality of life was not. When 
we substituted current PTSD for lifetime PTSD, it was not statistically significant (data not 

  TABLE 1.      Descriptive Statistics for Study Correlates ( N  = 597)   

Variable  N %

Female 350 58.6

Race

 Black 363 60.8

 Hispanic 59 9.9

 White 103 17.3

 Other 70 11.7

Victimization 316 52.9

Current PTSD 123 20.6

Lifetime PTSD 219 36.7

Depression 249 41.7

Current or lifetime SUD 256 42.9

Limiting pain 535      89.6

  M  SD 

Age in years 45.8 9.6

SF-12 physical health 36.5 11.7

SF-12 mental health 42.2 12.7

    Note.  Victimization includes at least one of the three forms of 
aggression (i.e., low-level aggression, injury, sexual coercion). PTSD = 
Posttraumatic Stress Disorder; SUD = Substance Use Disorder; SF-12 = 
Short Form-12 Physical and Mental Health Related Quality of Life.   
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shown). For Model 2, any victimization and SUD were associated with higher infliction of 
injury, whereas lifetime PTSD was not. For Model 3, female gender was associated with 
less sexual coercion, while any victimization experience was associated with more sexual 
coercion and SUD was not associated with this outcome.    

  DISCUSSION 

 High rates of intimate partner aggression perpetration and victimization were reported in 
this sample of primary care patients with chronic pain recruited from an urban academic 
practice, with almost one-third reporting perpetration of low-level aggression and almost 
one half of the sample reporting low-level aggression victimization. More than 12% of the 

  TABLE 2.      Intimate Partner Aggression Descriptives ( N  = 597)   

  N %

Perpetration

 Low-level aggression 180 30.15

 Injury 74 12.40

 Sexual coercion 30 5.03

 No perpetrator experiences 382 65.64

 Any 1 perpetrator experience 124 20.77

 Any 2 perpetrator experiences 67 11.22

 Any 3 perpetrator experiences    9  1.51

  M  SD 

 Mean number of perpetration behaviors 0.49 0.76

  N %

Victimization

 Low-level aggression 262 43.90

 Injury 199 33.34

 Sexual coercion 119 19.93

 No victim experiences 281 48.28

 Any 1 victim experience 96 16.08

 Any 2 victim experiences 125 20.93

 All 3 victim experiences  80 13.40

  M  SD 

 Mean number of victimization experiences 1.01 1.12
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sample reported the infliction of injuries on their partner, and rates of injury victimization 
were almost 3 times higher. Approximately 5% of this sample reported engaging in sexual 
coercion, while rates of sexual coercion victimization were 4 times higher. Considering 
data on relationship aggression rates obtained from representative sample studies of the 
general population ( Coker et al., 2002 ), and being mindful of the use of different aggres-
sion measures across studies, current findings suggest elevated rates of aggression occur-
ring in the intimate relationships of patients experiencing chronic pain. 

 Reports of higher rates of intimate partner aggression victimization than perpetration are 
consistent with the focus of the broader literature that has emphasized associations between 
abuse victimization experiences and chronic pain ( Bailey, Freedenfeld, Kiser, & Gatchel, 
2003 ;  Balousek et al., 2007 ;  Walsh, Jamieson, Macmillan, & Boyle, 2007 ). It is important to 
note, however, that individuals tend to underreport their intimate relationship perpetration be-
havior relative to their victimization due to social desirability and other biases ( Moffitt et al., 
1997 ). Thus, perpetration reports in this study are likely to represent underestimates, and the 
true rates of aggression victimization and perpetration are likely to be more comparable than 
current study findings indicate. In addition, study findings indicate that a number of corre-
lates were associated with intimate relationship aggression perpetration in this sample, even 
when controlling for victimization experiences, suggesting that aggression perpetrated in this 
sample was not exclusively due to acts of self-defense or bidirectional aggression. 

  TABLE 3.      Intimate Partner Aggression Behavior by Victim–Perpetrator Status   

 

Victim Perpetrator Both

 N %  N %  N %

Perpetration

 Low-level aggression   27 15.1 152 84.9

 Injury     9 12.0  66 88.0

 Sexual coercion    10 32.3  21 67.7

  M  SD  M  SD  M  SD 

 Mean number of 
 perpetration behaviors

  1.31 0.63 1.45 0.57

  N %  N %  N %

Victimization

 Low-level aggression 116 43.9   148 56.1

 Injury  81 40.5   119 59.5

 Sexual coercion  50 40.9    72 59.0

  M  SD  M  SD  M  SD 

 Mean number of 
 victimization experiences

1.82 0.76   2.05 0.75
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 Consistent with the Fishbain model ( Fishbain et al., 2000 ) adapted for intimate partner 
aggression, it was predicted that variables reflecting negative affect and behavioral disinhi-
bition, as well as chronic pain severity and disability would emerge as significant correlates 
of aggression perpetration. Among these predictors, SUD generally emerged as the strongest 
relative predictor. This correlate was associated with each of the three aggression perpetra-
tion outcomes at the bivariate level and both measures reflecting nonsexual aggression when 
statistically accounting for the other significant correlates. Problematic substance use leads 
to disinhibition of aggressive impulses ( Eckhardt, 2007 ;  Leonard & Roberts, 1998 ), and pre-
vious research indicates that substance abuse is associated with violent ideation in this pop-
ulation ( Bruns et al., 2007 ). Substance use may be particularly problematic in the context of 
PTSD and poor mental health functioning, which were also associated with aggression per-
petration at the bivariate level. PTSD and not poor mental health functioning was associated 
with low-level aggression perpetration in the context of the other significant correlates. 

 Women appeared to report more low-level aggression than men, while men reported 
more engagement in sexual coercion behavior. These findings are generally consis-
tent with the broader literature on intimate partner aggression perpetration. A meta-
analysis by  Archer (2000)  indicated that women engage in slightly higher rates of 

  TABLE 5.      Characteristics Associated With Intimate Partner 
Aggression Perpetration   

Model Odds Ratio (95% CI)

1. Low-level aggression

 Female vs. Male 1.97 (1.25–3.11)

 Any victimization—Yes vs. No 7.18 (4.45–11.59)

 Lifetime PTSD—Yes vs. No 1.81 (1.18–2.77)

 Any SUD—Yes vs. No 2.23 (1.43–3.47)

 SF-12 mental health score 1.01 (0.99–1.02)

2. Injury

 Any victimization—Yes vs. No 7.12 (3.40–14.90)

 Lifetime PTSD—Yes vs. No 1.12 (0.66–1.89)

 Current/lifetime SUD—Yes vs. No 2.42 (1.42–4.13)

3. Sexual coercion

 Female vs. Male 0.22 (0.09–0.53)

 Any victimization—Yes vs. No 2.34 (1.04–5.30)

 Current/lifetime SUD—Yes vs. No 1.54 (0.68–3.47)

    Note.  Victimization includes at least one of the three forms of aggression 
(i.e., low-level aggression, injury, sexual coercion). PTSD = Posttraumatic 
Stress Disorder; SUD = Substance Use Disorder; SF-12 = Short Form-12 
Physical and Mental Health–Related Quality of Life.   
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noninjurious intimate aggression than men, particularly in community-based samples 
( Archer, 2000 ). Men’s aggression is more likely to lead to victim injury, though current 
study findings did not find such gender differences. Regarding differences in sexual 
coercion, previous research indicates that men engage in higher levels of sexual coer-
cion or sexual aggression than women ( Hartwick, Desmarais, & Hennig, 2007 ;  Stets 
& Pirog-Good, 1987 ). 

 The current investigation has some important clinical implications. Intimate partner 
aggression victimization as well as perpetration appears to be heightened in the chronic 
pain population, suggesting that increased screening, prevention, and intervention efforts 
focused on partner aggression are warranted for these individuals. Such efforts should 
target both men and women, as current study findings suggest that although some gender 
differences were noted, both genders may engage in or experience intimate partner aggres-
sion. It appears that interventions that target SUD in particular, as well as symptoms of 
PTSD, may be especially effective in reducing aggression. Couples-based interventions 
also appear warranted for this population, as the aggression reported in this study sug-
gests that it may frequently be bidirectional in nature, and victimization was a robust pre-
dictor of perpetration. Previous work indicates that the response of the intimate partner to 
a patient’s negative pain behaviors can serve as powerful determinants of adjustment and 
the maintenance of such behaviors, lending further support for couples-based interven-
tion approaches ( Burns, Johnson, Mahoney, Devine, & Pawl, 1996 ;  Cano, Gillis, Heinz, 
Geisser, & Foran, 2004 ;  Cano & Leonard, 2006 ;  Newton-John & Williams, 2006 ;  Romano 
et al., 1992 ;  Schwartz et al., 1996 ). However, couples therapy may be contraindicated in 
cases of moderate- to severe-aggression or in the presence of a pattern of coercive control 
in the relationship. 

 The cross-sectional nature of this study precludes us from drawing firm conclusions re-
garding the directionality of obtained associations. Findings that much of the aggression may 
have occurred several years prior to study participation (taking into account the previously 
described possible deflated self-reported rates of aggression) suggest that aggression victim-
ization led to the experience of chronic pain in this sample. Moreover, aggression perpetra-
tion may also lead to higher levels of chronic pain because anger expression may alienate 
patients from their partners and other sources of support ( Burns et al., 1996 ), and several 
other psychological, biological, and genetic mechanisms have been proposed for this rela-
tionship ( Bruehl, Chung, & Burns, 2006 ). Prospective designs are needed to more fully ex-
amine the directionality of associations among the variables investigated in the current study. 
It is perhaps most likely that associations among chronic pain, aggression victimization and 
perpetration, and the correlates of interest are bidirectional in nature. Future research in this 
area should also utilize more comprehensive measures of different forms of physical, psycho-
logical, and sexual intimate partner aggression and should obtain reports from both members 
of the couple. Finally, sampling was limited to one primary care setting in one locale. It is 
possible that findings would not generalize to other settings or study sites. 

 Despite these limitations, this study represents an initial attempt to examine reports of 
intimate relationship aggression perpetration in a sample of chronic pain patients, including 
correlates of such aggression. Findings suggest relatively high rates of aggression perpe-
tration and victimization in this sample and highlight the role of substance use problems in 
particular as a correlate of perpetration. Additional work is needed to better understand the 
nature and scope of the relationship aggression problem in patients experiencing chronic pain 
and to ultimately reduce aggression and enhance intimate relationships in this population.    
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ABSTRACT----------------------- 

Background: Health literacy affects the acquisition of health knowledge and is thus linked to health outcomes. 
However, few scales have been developed to assess the level of health knowledge among the general public. 
Methods: The IS-item Japanese Health Knowledge Test (J-HKT) was developed by using itern response theory to 
score an itern pool. We examined the construct validity of the J-HKT in relation to bealth literacy items, and analyzed 
the sociodemographic and behavioral factors associated with poor health knowledge. 
Results: We enrolled 1040 adult participants (mean age, 57years; women, 52%). The 15 items that best identified 
people with poor health knowledge were selected. For all items on the J-HKT, the information function curves had a 
peak in the negative spectrum of the latent trait. As compared with participants reporting high levels of income, 
educational attainment, and literacy, those with low levels of income, education, and literacy had a lower total score 
on the J-HKT. As compared with non/ligbt drinkers, moderate and heavy drinkers bad lower total scores on the 
J-HKT. 
Conclusions: The J-HKT may prove useful in measuring health knowledge among the general public, and in 
identifying and characterizing those with poor health knowledge. 

Key words: health knowledge; health literacy; socioeconomic status 

services, such as recommended vaccination and health 
INTRODUCTION --------  screening progmmsll-13 In addition, during both acute and 
A growing body of evidence supports the impact of low health chronic illnesses, the quality of self-care is poor among those 
literacy on the health of individuals': therefore, recent with limited knowledge, which may manifest in the greater 
attention has focused on the elucidation of potential causal use of potentially harmful complementary or alternative 
pathways linking low health literacy to poor health.2~ Among medicine.!" 

the mechanisms that mediate the influence of health literacy Many studies have evaluated the relationship between 
on the health of individuals, the effect of health literacy on health literacy and health knowledge.,·"?··,I,,I. These have 
health knowledge may be one of the most consistent and mostly focused on patients with specific illnesses, such as 
critical factors.4-<I It has been proposed that low health literacy asthma, diabetes, congestive heart failure, hypertension, 
leads to poor health knowledge and, ultimately, to worse and human immunodeficiency virus infection; few have 
health outcomes, because people with low health literacy evaluated the association between low health literacy and 
have difficulty in acquiring the health knowledge necessary poor health knowledge in the general public. In patients 
to navigate the healthcare system and to practice effective with chronic diseases, the relationship between health literacy 
self-care. and health knowledge of a particular disease has been 

Patients with poor knowledge of illness prevention and confirmed"',?,S,",16 In order to better understand the 
chronic diseases have lower adherence to medical instructions relationship between health literacy and health know ledge, 
and are more likely to have high-risk health behaviors.v!" and to belp target education and guide disease prevention for 
Thus, these individuals are less likely to utilize healthcare the general public, it would be useful to examine the 

Addrea9 for correspondence. PIof. Yasuharu Tokuda, 3-2-8 Miya-machi, Ibaraki, Mito City 3100015. Japan (e-mail: tokuyasu@onnge.ocn.ne.jp). 
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relationship between health knowledge and health literacy in 
the general public. However, this objective cannot be realized 
without a tool to assess general health knowledge. Such a tool 
would be particularly useful if it were short, if it could 
differentiate among people at the low end of the health 

knowledge spectrum, and if it could be administered in a 
mode other than in-person interview. Thus, in the present 
study, we used nominal categories modeling of item response 
theory (IRT) analysis to develop a test of general health 
knowledge for Japanese adults. To evaluate construe! validity, 
we examined the association between this health knowledge 
test and health literacy. In addition, we identified the 
sociodemographic and health behavioral factors that were 
significantly associated with poor health knowledge. 

METHODS ----------

Study participants 
The data for this study were collected from responses to a 
national cross-sectional online survey conducted from 3 July 
to 8 July 2008. Institutional review board approval was 
obtained from the National Institute of Japanese Language. 
Japan was divided into 10 regions: Hokkaido, Toholru, 
Kanto, Tokai, Keihin, Hokuriku, Kyouhanshin, Chugolru, 
Shikolru, and Kyushu. The number of potential participants 
was determined within each region from a panel of people 
registered by Yahoo JAPAN Co. (Tokyo, Japan) by means of 
prohability sampling proportionate to age and sex, using 
Japanese national census data of population distributions for 
people aged 3G-90 years in 2007. People younger than 30 
years were excluded because our aims included evaluation of 
the potential association between health knowledge and final 
educational attainment. In addition, health care workers, such 
as physicians, nurses, hospital workers, and public health 
workers, were excluded. No gifts or payments were given for 
participating in the survey. 

Data collection 
The survey gathered demographic and socioeconomic data, as 
well as responses to the questionnaire for health literacy and 
the test of health knowledge. Demographic data included age, 
sex, annual income, education, and occupation. Regarding 
annual income, cutoffpoints of2, 4, 6, and 8 million Japanese 
Yen (JY) were used to generate 5 income categories (the 
average exchange rate for I US dollar in July 2008 was about 
100 JY). We used these income cutoffs because the National 
Tax Agency regards an income of 2 million JY as the cutoff 
level for low-wage workers and reports the income 
distribution in this fashion. For educational attaimnenl, 5 
categories were used (did not graduate high school, high 
school graduate, vocational school, short-term college, and 
undergraduate/postgraduate degree). For occupational status, 
5 categorical levels were included: working full-time, 
homemaker, working part-time, retired, and not currently 

working. Survey items also assessed current and past 
smoking, current alcohol usc, and chronic conditions 
(cancer, cardiovascular disease, hypertension, diabetes, 
arthritis, asthma or chronic obstructive pulmonary disease, 
and depression), as previously deseribed.? 

Current alcohol consumption was categorized into 3 
categories: nonllight, moderate, and heavy. Non/light 
drinkers were defined as those who drank less than once a 
week; moderate and heavy users included those who drank at 
least once a week. In addition, heavy users were defined as 
those who drank in a day ~3 glasses of beer, ~540 ml of 
Japanese sake (nihonshu), three-quarters of a bottle or more 
of wine, or ~180ml of whisky. All remaining participants 
were defined as moderate users. 

Health literacy was measured by self-report using 2 
validated screening questionsI 7 . Specifically, we asked:' S 

"How often do you have problems learning about your 
medical condition because of difficulty understanding written 
information?" (Item I: "Problems learning") and ''How often 
do you have someone help you read hospital materials?" 
(Item 2: ''Help reading"). The 5-point Likert response scale 
was. "Never". "Occasionally", "Sometimes", "Often", or 
"Always", These 2 items have been shown to predict scores 
on commonly used English-language measures of health 
literacy: the Short Test of Functional Health Literacy in Adults 
(STOFHLA) and the Rapid Estimate of Adult Literacy in 
Medicine (REALM).I7·18 Due to the linguistic differences 
between English and Japanese, English-language instruments 
for measuring health literacy cannot be simply translated. 
Thus, we used these 2 self-report items as surrogate measures 
of health literacy.l7-'· 

Development of the Japanese Health Knowledge 
Test (J-HKT) 
The first phase of development included item generation by a 
group of experts in healthcare, literacy, linguistics, and mass 
media. This 25-member group included physicians, nurses, 
pharmacists, linguists, journalists, university researchers in 
communication, and representatives of patient advocate 
groups. Each item was developed with a single correct 

response among a list of 4 choices. When providing the item 
test to the study participants. they were advised that there was 
a 2-minute time limit for each item. Each item was scored as 
correct or incorrect. 

In the second phase of develupment, the 48-item pool was 
shortened using item response theory (IRl) analysis, specifi
cally the nominal categories model. This model was proposed 
by Bock2• as an extension ofIRT analysis for nominally scored 
items, As compared with the use of a graded categories model 
or a binary logistic model, the nominal categories model is 
more effective in examining the full spectrum of contributions 
for each item and the possible responses in an instrument. For 
this purpose, we used a sample size large enough to meet the 
requirements of nominal categories modeling. 



321 

In the nominal categories model, the response probability 
PVk that respondent i with a latent trait 8, response to category 
k (k~ 1,2•... ,Af) of itemj is described as follows": 

exp«(Xj,8, + "fi') 
Pijk = K 

I:
J

exp«(Xjk'8; + "fil') 
1'=1 

where Af denotes the number of the category of item j. 
We cannot interpret the parameters of the categories 
independently in the nominal categories model because the 
equation defined for a response probability to the category 
contains other parameters. Thus, in order to estimate item 
parameters. Okubo suggested that a restriction be imposed as 
follows": 

(XiI = "fil = 0 

The role of the alpha parameter is that of a slope in the linear 
funetion. A larger slope implies that the item clearly 
discriminates the latent trait 8" while a smaller slope implies 
low discrimination, The role of the gamma parameter is that of 
an intercept. A larger intercept gamma suggests that the item 
is difficult to solve, while a smaller intercept gamma suggests 
it is easy to solve. 

Next. the item response category characteristic curve 
(lRCCC) is determined by the relative relations among 
parameters; thus, each parameter cannot be interpreted 
alone. The usual method to analyze the characteristics of 
items is to draw the IRCCC by using the estimated 
parameters. The IRCCC is a multinomial logistic regression 
curve whose independent variable is a fuctor-in this case, 
health knowledge. 

Item information functions were then generated for each 
item. Item information function curves were derived from the 
response probabilities from the IRCCCs. The standard error of 
measurement curve can be calculated as the reciprocal of the 
square root of the item infonnation function. Item information 
funetions describe responses at different levels of a latent 
trait-health knowledge in this study. A combination of all 
items together was used to generate the test information 
function. and an item reduction procedure was performed 
based on the item information functions. Participants with a 
score that was 2:1 standard deviation lower thanthe meanwere 
classified as having a low score. 

Phase 3 of development sought to support the validity of 
the J-HKT. The face validity of the J-HKT was confirmed by 
the aforementioned expert panel. Next, for construct validity, 
we hypothesized that health literacy would be associated 
with improved J-HKT scores and thus the association 
between literacy and J-HKT scores was examined by using 
the nonparametric test for trend across ordered groups 
developed by Cuzick.23 

Associations between sociodernographic characteristics and 
J-HKT scores were evaluated by a logistic regression model 
that included age and sex, as well as additional variables 
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found to be significant in univariate analyses. Statistical 
analyses were performed using R version 2.6.6 (R Foundation 
for Statistical Computing) and STATA 10.0 (College Station, 
Texas, USA), and graphics were generated using Mathematica 
version 6.0 (Wolfram Research, Illinois, USA). A 2-tailed P 
value <0.05 was considered statistically significant. 

RESULTS ----------

Of 2500 subjects randomly selected from the online panel, 
1074 participated in the study (response rate, 43.0%). Among 
these, after deleting data from participants working in the 
health care industry, data for 1040 persons were available fur 
our analysis and were considered as the final sample. Table I 
shows the sociodernographic characteristics ofall participants; 
52% were women and the mean age was 57 years (range, 
30-90). 

Table 1. CharaeteriaUcs of participants (n • 1040) 

Characteristic Meen (SO) or n, % 

Age (yea",) 57 (15) 
sex 

Male 497,48% 
Female 543,52% 

Income(Japanese Yen) 
<2 million 92,9% 
2-3.99 million 264,25% 
4-5.99 million 290.28% 
6-7.99 million 160.15% 
8 million or more 234.23% 

Edtlcalion 
<Grade 12 51,5% 
High school graduate 379,38% 
Vocational school 107, 10% 
Some college 139,13% 
University or graduate degree 364,35% 

Working slalus 
Working full-time 445,43% 
Homemaker 273,26% 
Working part-time 91,9% 
Retired 135, 13% 
Currently notworking 96.9% 

Smoking 
Current 200,19% 
Former 247.24% 
Nov... 593,57% 

Current alcohol use 
NoneJ1ight 588.57% 
Moderate 407,39% 
Heavy 45,4% 

Chronic condition 
Cancer 38.4% 
cardiovascular oiseeee 21,2% 
Hypertension 221,21% 
Dtabetes 55,5% 
Arthritis 45,4% 
Asthma or COPO 29.3% 
Depression 33.3% 

COPO = chronic obstructive pulmonary disease. 
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Tabla 2. Estimated parametel8 for tha 15 llems of tha Japanese Health Knowledge Test 

Alpha (slope parameter) 
hem Category 

number 
2 3 4 

1 0.00 0.07 0.46 0.36 
2 0.00 0.62 1.56 0.91 
3 0.00 -1.53 -0.30 -0.45 
4 0.00 -0.89 0.33 -0.47 
5 0.00 2.70 2.19 1.49 
6 0.00 1.67 0.94 2.26 
7 0.00 0.83 -1.79 -2.02 
8 0.00 0.26 0.23 1.02 
9 0.00 -1.07 -0.87 -1.04 

10 NA 0.00 1.53 NA 
11 0.00 0.56 NA 0.32 
12 0.00 -0.74 -0.87 0.24 
13 0.00 -1.52 0.96 NA 
14 0.00 0.81 -0.33 -0.25 
15 0.00 -1.18 -0.21 0.69 

values for category 1 were set to 0 for estimating parameters. 
NA. not avaUable. 

The initial item pool contained 48 items that covered 
knowledge of body parts, diseases, hospitals, drugs, 
healthcare systems, health policy, and home care. The 
expert panel considered these 48 items to have adequate 
content validity, and to represent the mnge of patient 
knowledge required to understand common medical 
problems. Based on the item infurmation functions of the 
IRT analysis for health knowledge testing in the 1040 
participants, a IS-item J·HKT was produced from the initial 
48-item pool (Table 2 and Supplement). 

Regarding each response 10 individual items of the J-HKT, 
all IRCCCs of the J-HKT satisfied the assumption of 
monotonicity, ie, scores for each item were higher among 
participants with a higher overall J-HKT score. For most 
items, a greater number of intersections of probability curves 
of item responses was shifted to the negative spectrum of the 
latent trait. Figure I shows the item information function for 
individual items of the J-HKT. 

To better discriminate between people with poor health 
knowledge and those with intermediate or higher levels of 
health knowledge, IS items with the highest information 
function at -0.85 (those with the lowest percentile of 20"10 
of overall scores in all participants) of latent trait a, were 
included in the J-HKT. Thus, wc chose items able to 
differentiate among people at the low end of health 
knowledge; as such, the curves for all items of the J-HKT 
show a peak of the information functions in the negative 
spectrum of the latent trait. 

Figure 2 shows a histogram of total Scores fur the IS-item 
J-HKT. The mean score was 4.7 and the standard deviation 
was 1.6; the median score was 5.0 and the mode was 4.0. The 
score is normally distributed, with a skewness of -0.37 and 
a kurtosis of -0.38. Figures 3 and 4 show the proportions 
of participants with poor health knowledge, by responses to 

Gamma {location parameter} 
Category 

2 3 4 

0.00 0.88 2.04 -0.41 
0.00 o.n 2.99 2.08 
0.00 -2.25 0.13 0.84 
0.00 1.26 2.04 0.21 
0.00 4.65 2.58 1.93 
0.00 3.28 0.42 0.84 
0.00 0.71 -2.68 -3.15 
0.00 -0.16 1.08 2.25 
0.00 -2.04 -2.50 -2.13 
NA 0.00 3.54 NA 

0.00 2.53 NA 0.89 
0.00 -1.42 -0.71 -0.17 
0.00 -2.56 0.68 NA 
0.00 1.37 -0.50 -0.08 
0.00 -0.91 -0.34 1.12 

the 2 health litemcy items ("Problems learning" and "Help 
reading"). There were statistically significant associations 
between responses to the health literacy items and total 
score on the J-HKT (ie, construct validity). Figure 5 shows 
the item information function curve of the IS-item J·HKT, 
and Figure 6 depicts the standard error curve of the item 
information function of the IS-item J-HKT (the standard error 
is the reciprocal of the item infurmation function). 

Table 3 shows the distributions of total score on the J-HKT 
by sociodemogmphic characteristics, smoking, and alcohol 
use. Overall, 36% of participants had a score of 0-3, which 
was defined as poor health knowledge (ie, more than I 
standard deviation below the mean, 4.7 - 1.6= 3.1). Age, sex, 
and employment stalus were not associated with test scores; 
however, participants with low income and low educational 
attainment were more likely to have a lower score on the 
J-HKT. Although smoking status was not associated with 
J-HKT score, those with higher current alcohol use had a 
lower total SCore on the J-HKT. 

Table 4 presents the results of the logistic regression model 
for poor health knowledge on the J-HKT (0-3, yes versus 
no) adjusted for age, sex, income, education, and current 
alcohol use. Compared with those with an income >8 million 
JY, those with income ~ and <4 million JY were more likely 
to have poor health knowledge (odds ratio [OR], 1.68; 95% 
confidence interval [CI], 1.08-2.62) and those with an income 
<2 million JY were also more likely to have poor health 
knowledge (1.84; 1.02-3.31). In addition, as compared with 
university degree holders, those who had not graduated high 
school were also more likely to have poor health knowledge 
(2.08; 1.05-4.14). Regarding current alcohol use, as compared 
with non/light drinkers, poor health knowledge was more 
likely among modemte drinkers (1.53; 1.12-2.09) and heavy 
drinkers (2.28; 1.16-4.47). 
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Figure 1.	 Item information function curves for each Rem of the Japanese Health Knowledge Test were generated by 
analysis of data from 1040 Japanese adulls. The curves were derived from the response probabiltties from the 
Item response category characteristic curves. The standard error of measurement curve was calculated as the 
reciprocal of the square rootof the ttem information function. Note, the scales for the y-axis differ among ttems. 

FIgure 3 Proportion of the low-score group 
by response to item 1 of health literacy 

(%) (P=O.007, Z=·2.71for trend) 
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Figure 3.	 Proportion of participanls wRh poor heatth'5 
knowledge, by response to item 1 ("Problems ~,.. 

.. 
learning") on the health Itteracy test. The 
question was, "How often do you have prob
lems leaming about your medical condition 
because of difficutty understanding written 
information?" The S-point Likert response 
scale was, "Always" (1), "Often" (2), "Some• ,•	 times" (3), "OCcasionally" (4), and "Never" (5). 
Participants with lower Itteracy represented a 

Figure 2.	 Histogrem of total scores on the Japanese higher proportion of those with a low score on 
Heatth Knowledge Test. the Japanese Health Knowledge Test. 
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Figure 4 Proportion of the low-score group Table 3. Scono nlsults of the 15-iIem Japanese Health 

(%) 

50 

40 

30 

20 

10 

o 

by response to iIen 2 ofhealth literacy	 Knowledge Test (n z 1040) 

1 

(P=0.030, Z=-2.16furtrend) 
Group with low

Total score scoresCharacteristic 

Mean SD P-value n (%) P-value 

Age (years) 
<65 (n ~ 685) 4.87 1.63 0.660' 162 (24) 0.996' 
2;65(n ~ 355) 4.63 1.57 (0.441) 84 (24) (0.001) 

Sex 
Male 4.62 1.63 0.455' 125(25) 0.2TT" 
Female 4.69 1.58 (0.748) 121 (22) (1.181) 

Income (Japanese Yen) 2	 3 4 5 
<2 million 4.17 1.46 <0.001' 27 (29) 0.004' 

Figure 4.	 Proportion of participants with poor health 2--3.99 mllfion 4.55 1.60 (4.150) 72 (27) (-2.89) 
knowledge. by response to item 2 ("Help 4-5.99 million 4.63 1.66 72 (25) 
reading") on the health literacy test. The 6-7.99 million 4.73 1.54 32 (20) 

question was, "How ollen do you have 8 million or more 4.96 1.58 43 (18) 
Educationsomeone help you read hospital materials?" 

<Grade 12 4.24 1.59 <0.001' 17(33) 0.021'The 5-point Likert response scale was. "Always' 
High school graduale 4.50 1.55 (4.340) 98 (26) (-2.31)(1), "Often" (2), "Sometimes" (3), "Occasionally" 
Vocational school 4.37 1.31 26 (24) 

(4), or "Never" (5). Participants with lower Some college 4.78 1.86 31 (22)
literacy represented a higher proportion of University or graduate 4.92 1.68 74 (20)those with a low score on the Japanese deg.... 
Health Knowledge Test. Wor1<ing status 

Wor1<ing full-time 4.67 1.63 0.565' 110 (25) 0.938" 
Homemaker 4.74 1.66 (0.740) 61 (22) (0.805) 
WO/1<ing part-time 4.51 1.49 21 (23) 
Retired 4.71 1.55 30 (22) 
CurrenUy not working 4.47 1.51 24 (25) 

Smoking12,......--=-------.., 
10 

c 
o 8 
~ 
E 6 

~ 4 
2 

Current 4.49 1.59 0.1548 56 (28) 0.079' 
Fonner 4.79 1.53 (1.680) 47 (19) (5.090) 
Never 4.66 1.64 143(24) 

Current alcohol use 
None/lighl 4.74 1.59 0.027" 121 (21) 0.004' 
Moderate 4.57 1.61 (2210) 109(27) (2.850) 
Heavy 4.31 1.72 16(36) 

so = standard deviation.oL...._~_~-==:::::J 
aparticipants with a score of 0-3 points, ie, mean - SO.-3 -2	 -1 0 1 2 3 
brhe chi-square test was used. The numbers in parentheses are the 

latent trait chi-square statistic.
 
"The trend test was used. The numbers in parentheses are the
Figure 5.	 Item infonnation function curve for the 15-ltem 
z-statlsto.Japanese Health Knowledge Test. 
dUnear regression was used. The numbers in parentheses are the
 
t-slatistic.
 
8ANOVA was used. The numbers in parentheses are the F-siatistic.
 

DISCUSSION ---------- 
3 ..-~-------_____., 

2.5 
2 

~ 1.5 
lIJ 

1 

0.5 

Using nominal categories modeling of item response theory 
analysis, we developed the I5-item J-HKT for Japanese 
adults. The instroment had a good ability to discriminate 
among those with poor health knowledge. In addition, 
items on the J-HKT and health literacy instruments were 
significantly correlated. The proportion of respondents with 

-3 -2 -1 0 1 2 3 a low score on the J-HKT was higher among those with 

latent trait low literacy, which provides evidence of construct validity. 

Figure 6. Standard error of the Item infonnation function 
for the 15-item Japanese Health Knowledge 

Further, fully 36% of the participants had poor health 
knowledge (defined as a score of 0-3 of a possible 15 on 

Test. S.E. indicates standard error. the J-HKT). Finally, we found that poor health knowledge was 



Tokuda Y, at 81. 325 

Table 4. logistic "'llression analysla of the odds of a low 
score on the Japa_ Health Knowledge Test 
(n "1040) 

95% CI of
Characteristic Odds ratio P-value

odds ratio 

Aga 0.99 0.96-1.00 0.145 
Sex 

Male" 1.00 
Famale 0.91 0.66-1.25 0.557 

Income (Japanese Yen) 
8 million or more- 1.00 
6--7.99 million 1.12 0.67-1.88 0.881 
4-5.99 million 1.45 0.94-223 0.091 
2-3.99 millioo 1.88 1.06-2.62 0.022 
<2 million 1.84 1.02-3.31 0.042 

Education
 
University or graduatfl
 1.00

degree 
Somacollege 1.26 0.76--2.06 0.366 
Vocational school 1.18 0.69-2.02 0.538 
High school graduate 1.43 0.99-2.06 0.058 
<Grade 12 2.08 1.05-4.14 0.036 

Current alcohol use 
Nonenight" 1.00 
Moderate 1.53 1.12-2.09 0.006 
Heavy 2.28 1.16-4.47 0.017 

lIRe1erenc:e group. 
ct :;; confidence interval. 

associated with low income, low educational attainment, and 
heavier current use of alcohol. 

We used nominal categories modeling to elueidate the 
individual discriminating power and the effect of item position 
in the initial 48-item pool. This allowed us to identify items 
with good psychometric characteristics for inclusion in the 
IS-item J-mn. Therefore, it is likely that we successfully 
developed a test that performs well in assessing health 
knowledge level among people with moderately poor health 
knowledge. 

We chose to focus the discriminating capacity of this test at 
the low end of health knowledge, for several reasons. First, 
people with the lowest levels of health knowledge are those 
who have the worst health outcomes.'·,2',2> An increase in 
health knowledge among people who already have relatively 

greater knowledge is desirable, but is not likely to provide the 
biggest health impact. Next, focusing health resources on 
people with poor health knowledge is a means of minimizing 
health disparities.'· People with poor health knowledge are 
likely to have more complex illnesses, and management of 
complex illnesses requires proper adherence to regimens via 
active patient involvement in treatment, which is more likely 
when illnesses are better understood.' 

Several limitations should be noted. First, the results of our 
study were based On an online survey. A high proportion of 
Japanese adults use the internet, and while this mode oftesting 
is much less expensive and much more convenient than in
person household interviews, it is possible that people in the 
sampling frame were younger, wealthier, and more educated 

than the general public.27 As such, caution should be used in 
extrapolating Our results. 

Similarly, while the participation rate in this project is 

satisfactory for online research, it is likely that the participants 
were different from nonparticipants. Different methods for 
sampling the general population or patient populations with 
experience of frequent visits to clinicians (eg, due to chronic 
illness) might result in different distributions of J-HKT scores. 
There might also have been issues related to differential 
item functioning between participants and nonparticipants." 
Although this paper presents a careful psychometric 
evaluation of the IS-item J-HKT, additional research is 
needed to ensure appropriate calibration. 

Third, since this was an online survey, we do not know if 
the participants had help or discussed the questions with 
anyone else. The online panel registration system required 
a personal identification number and password, and did 
not allow participants to test more than once. However, 
participants had to read the questions, and poor reading skill 
may have resulted in an incorrect answer for an item that 
would have been answered correctly had it been read aloud. 
Further research in the form of a test-retest evaluation is 
needed to determine if the results of verbal administration 
differ from those of the written test28 

Fourth, based on the item information functions of the IRT 
analysis for each response to individual items, the content of 
several responses must be improved. For instance, on item 10, 
no participants seleeted responses 3 or 4, and, on item I, 
nearly all participants selected response 3. Moreover, several 
items will require revision because of dynamic changes in 
the public's awareness of health information, due to rapid 
turnover in health-related knowledge in this era of rapid 
technological advance. 

In summary, the current study described an online test 
of health knowledge among Japanese. We carefully evaluated 
the psychometric properties of this test and produced an 
instnnnent that can accurately discriminate among participants 
with poor health knowledge. The J-HKT is a convenient and 
valid measure of health knowledge, and can be used for the 
general Japanese public. Japanese public health practitioners 
and clinicians can easily use this quick test for the purposes of 
health education and disease prevention. 

SUPPLEMENTS --------- 

How to answer the IteR18 below 
Below are some medical terms that you may encounter Or 
have encountered on various occasions in medical settings or 
situations. Please select the sentence that you think best 
describes each term. The objective of this test is to evaluate 
your awareness of healthcare terms. It is NOT a test to 
determine the number of correct responses. Please answer 
each Item based on your knowledge, even if you are 
unfamiliar with the terms. 

.~-, .. --,_ , .... 
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Item I Please select the sentence that best describes the term "Tumor." 

I. A slate of cancer that can be life-threatening. 
2. Early treatment, such as surgery, is necessary because it often metastasizes throughout the body. 
3. A growth of tissue (mass of cells) that arises from abnormal cellular proliferation. 
4. Growth is slow, and it does not spread to other parts of the body or invade surrounding tissue. 

Item 2 Please select the sentence that best describes the term "Anti-tumor Drug." 

I. It works for all forms of cancer, so it is given to almost all cancer patients. 
2. Because this drug does not CW"e cancer, it is predominantly used for terminal cancer. 
3. This drug suppresses cancer cell proliferation and eliminates cancer. 
4. Due to its numerous adverse effects and limited therapeutic effect, this drug is used only when requested by patients. 

Item 3 Please select the sentence that best describes the term "Ileus." 

I. It has almost the same meaning as intestinal obstruction. 
2. It does not occur to people who have had abdominal surgery in the past. 
3. A condition where the passage of bowel contents is excessively rapid. 
4. A small, sac-like protrusion that develops on the intestinal wall. 

Item 4 Please select the sentence that best describes the tenn "Ulcer." 

I. Because it is benign, there is no need to worry about cancer. 
2. Duodenal ulcers may develop into cancer. 
3. A condition where the surface of mucous membrane or skin is injured and deeply gouged. 
4. Stomach ulcer usually heals on its own. 

Item 5 Please select the sentence that best describes the tenn "Renal Failure." 

I. Because it is asymptomatic and painless, treatment is generally not required. 
2. A condition where the kidney is diseased and requires or almost requires dialysis (artificial kidney). 
3. It is caused by chronic nephritis, not diabetes or hypertension. 
4. It is caused by long-term, heavy alcohol consumption and causes jaundice (yellowish pigmentation of the skin). 

Item 6 Please select the sentence that best describes the term "Influenza." 

I. It is what we call the "common cold." 
2. A bacterial infectious disease caused by the influenza bacteria. 
3. It is 100% preventable by vaccine. 
4. Antibiotics are ineffective. 

Item 7 Please select the sentence that best describes the term "Arteriosclerosis." 

I. Changes in the artery associated with old-age. 
2. It is caused by diabetes and/or hypertension but progresses with age. 
3. It is not caused by smoking. 
4. It happens less in men than in women. 

Item 8 Please select the sentence that best describes the tenn "Remission." 

I. It is when an illness has been completely cured, 
2. It is a phenomenon in which symptoms worsen due to chronic diseases. 
3. It is when no further hospitalization or examination is necessary. 
4. It is when symptoms are gone but the illness is not completely healed. 
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Item 9 Please select the sentence that hest descrihes the term ''Tenninal Care." 

I.	 Medical practice that emphasizes QOL enhancement more than life-sustaining treatment. 
2. It is only for terminal cancer patients, 
3. Medical services provided at train stations. 
4. It refers to "Care of the Dying" 

Item 10 Please select the sentenee that best describes the term "Hospice." 

I.	 A hospital ward where once you enter, you never leave. 
2. Hospitalization fees at a hospice cost more than fees at a regular hospital ward. 
3. Palliative care is provided to ease physical, psychological and spiritual pain of tenninally-i11 patients. 
4. A place for dying where no treatment is provided. 

Item II Please select the sentence that best describes the term "Death with Dignity." 

I. Administering a lethal injection for the purpose of stopping the heart and hastening death. 
2. Choosing to die peacefully and naturally, maintaining one's dignity. 
3. Committing suicide by ingesting poison. 
4. It is when the patient refuses life-support for not wanting to cause his/her family any trouble. 

Item 12 Please select the sentence that hest describes the term "Clinical Pathway." 

I.	 Comprehensive and standardized plan ofcare in which care categories, such as exam, surgery, administration ofmedication, 
treatment, nutrition, etc., are organized and sequenced over a specified course of time. 

2. A schedule that specifies outpatient clinic physicians based on days and specialty. 
3. Ao identification card required for hospital consultations. 
4. Individually-developed care schedules that emphasize each physician's unique treatment protocol. 

Item 13 Please select the sentence that best describes the term "Metabolic Syndrome." 

I.	 Ao overweight person with greater-than-standard abdominal girth measurement, 
2. Ao obese person who has a high level of "bad" cholesterol. 
3. There is an increased risk of diabetes, hypertension, hyperlipidemia and complications due to accumulation of visceral fat. 
4. Its cause is more due to heredity than life-style habits. 

Item 14 Please select the sentence that best describes the term "EBM." 

I. A standard medical practice that eliminates a physician's experience and instincts. 
2. To practice medicine based on scientific evidence but also being considerate of each patient's situation and values. 
3. To conduct research based on assumption and imagination. 
4. To use treatment that has been reported to be effective in a small number of study cases. 

Item 15 Please select the sentence that best describes the term "Evidence." 

1. Treatment methods that are subjectively chosen and widely recommended by specialists. 
2. A large majority of home remedies have "evidence" and is proven effective. 
3. Treatment methods that have been proven effective in animal experiments, 
4. Scientific evidence and proof that explain the effectiveness of treatment methods and medications. 

, ""-'~--_:_' ......... ".,.." .. ~\ ....... "
 .........
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Abstract

This study determined the frequency of reporting being introduced to opioids by a physician among opioid-dependent patients. Cross-
sectional analyses were performed using baseline data from a cohort of opioid addicts seeking treatment with buprenorphine. The primary
outcome was a response to the question: “Who introduced you to opiates?” Covariates included sociodemographics, depression, pain, and
current and prior substance use. Of 140 participants, 29% reported that they had been introduced to opioids by a physician. Of those who
were introduced to opioids by a physician, all indicated that they had initially used opioids for pain, versus only 11% of those who did not
report being introduced to opioids by a physician (p b .01). There was no difference in current pain (78% vs. 85%, p = .29); however,
participants who were introduced to opioids by a physician were more likely to have chronic pain (63% vs. 43%, p = .04). A substantial
proportion of individuals with opioid dependence seeking treatment may have been introduced to opioids by a physician. © 2010 Elsevier
Inc. All rights reserved.
Keywords: Opioid dependence; Pain; Physician
1. Introduction

Based on 2008 national data, nearly 2 million individuals
in the Unite States abuse or depend on opioids, with most
reporting abuse of prescription opioids (Substance Abuse
and Mental Health Services Administration, 2009). Indivi-
duals may be introduced to opioids through a variety of
nonmedical and medical situations. Patients who are
introduced to opioids through a physician may subsequently
develop abuse or dependence either through continued use of
prescription opioids or heroin. However, most persons who
havemisused prescription opioids report receiving them from
a friend or relative (Substance Abuse and Mental Health
Services Administration, 2009), and others may purchase
⁎ Corresponding author. 801 Massachusetts Ave, Rm 2078, Boston,
MA 02118. Tel.: +1 617 414 6912; fax: +1 617 414 4676.

E-mail address: judith.tsui@bmc.org (J.I. Tsui).

0740-5472/10/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jsat.2010.06.012
diverted opioids from other sources (Inciardi, Surratt, Cicero,
& Beard, 2009). Therefore, prescription opioid abuse and
dependence may develop without provision of script from a
physician. At the same time, physician prescribing rates for
opioids are increasing (Caudill-Slosberg, Schwartz, &
Woloshin, 2004; Gilson, Ryan, Joranson, & Dahl, 2004;
Olsen, Daumit, & Ford, 2006; Sullivan et al., 2008), raising
concern that the medical providers may share the responsi-
bility for the rise in opioid abuse and dependence.

The risk of developing opioid abuse or dependence after
being prescribed opioids for acute or chronic pain by a
physician is unknown. A meta-analysis of iatrogenic
addiction (defined as an “addiction of a patient to a drug
initially prescribed for a medical condition”) concluded that
the literature could not establish whether the risk was high
(N10%) or low (b0.1%) (Wasan, Correll, Kissin, O'Shea, &
Jamison, 2006). However, the practice of prescribing opioids
for pain is fairly common: research suggest that up to one

http://dx.doi.org/10.1016/j.jsat.2010.06.012
http://dx.doi.org/10.1016/j.jsat.2010.06.012
http://dx.doi.org/10.1016/j.jsat.2010.06.012
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fifth of adults are prescribed opioids annually (MMWR,
2010; Williams, Sampson, Kalilani, Wurzelmann, & Jan-
ning, 2008). Even if the true risk is low, the widespread
practice of prescribing opioids could still result in a
substantial absolute number of cases of opioid abuse and
dependence, thereby contributing to the problem. Therefore,
the relatively common practice of prescribing opioids could
still result in a substantial absolute number of cases of opioid
abuse and dependence. Furthermore, it is important to
examine the phenomenon of physician introduction to
opioids among a population of prescription and nonpre-
scription opioid users because (a) patients who were initially
introduced to opioids by a physician may have shifted their
use to heroin and (b) prescription opioids can be procured
without use of a physician script.

This study examined the prevalence of reporting being
introduced to opioids by a physician among a cohort of
patients with opioid dependence who were seeking addiction
treatment with buprenorphine. In addition, we performed
descriptive analyses to understand how participants who
reported opioid introduction through a physician differed
from those who did not. We hypothesized that opioid-
dependent participants who had been introduced by a
physician would be more likely to use prescription opioids
as opposed to heroin and would be more likely to have pain
because this would be an underlying reason for an initial
introduction to opioids by a physician.
2. Methods

2.1. Study sample and design

This cross-sectional study used baseline data from
participants in a randomized, controlled trial to determine
whether treatment for depressive symptoms increases
treatment retention among opioid-dependent patients initia-
ting buprenorphine (Stein et al., 2010). Participants were
recruited through community advertising, physician refer-
rals, and word-of-mouth. Study inclusion criteria included
the following: age 18–65, Diagnostic and Statistical Manual
of Mental Disorders, Fourth Edition diagnosis of opioid
dependence, score on the Modified Hamilton Depression
Revised Scale greater than 14 (Miller, Bishop, Norman &
Maddover, 1985), absence of significant suicidal ideation,
willingness and ability to complete a 3-month treatment with
buprenorphine, no history of severe mental illness (bipolar
disorder, schizophrenia, schizo-affective, or paranoid disor-
der), no currently prescribed medications for depression
(participants were not specifically excluded if they were
taking a tricyclic antidepressant only for pain), and ability to
complete the study assessment in English. The study was
approved by the Rhode Island Hospital and Butler Hospital
Institutional Review Boards.

Between November 2006 and May 2009, 932 individuals
were screened by telephone, and of those, 394 callers
appeared eligible for the study and were invited for an
in-person screening visit. Of the 226 who attended this visit,
147 fully met criteria and agreed to enroll the parent study.
Seven participants (4.8%) were missing data on the question
that asked whether a physician had introduced them to
opiates and were excluded from the analyses, leaving a final
study cohort of 140.

2.2. Measures

The primary outcome examined was participants'
responses to the question: “Who introduced you to opiates?”
Possible responses included physician, sexual partner,
friend, family member, stranger, and no one. Covariates
included the demographic variables age, gender, race (White
vs. non-White), current (past 30 day) employment, and
insurance status. Clinical variables included severe depres-
sion, current pain, chronic pain, self-report of starting
opioids for pain, having a primary care provider, and regular
use of alcohol, marijuana, or cocaine prior to opioid use.
Severe depression was defined as a score greater than 28 on
the Beck Depression Inventory II (Beck, Steer, & Brown,
1996). Current pain was defined as having any pain in the
past week; chronic pain was defined as pain that had been
present for at least 6 months. Current pain was rated in
severity by using the Visual Analog Scale (VAS; Melzack,
1987). Chronic severe pain was defined as pain experienced
6 months or longer that (a) caused at least moderate
interference (defined by a single question from the Short
Form-12 Questionnaire (Ware, Kosinski, & Keller, 1996) or
(b) was of at least moderate in intensity (defined as a score
above the median VAS score for the group). This definition
was adapted from a study of chronic severe pain in
methadone maintenance patients by the Rosenblum et al.
(2003). Initiation of opioids for pain was defined as positive
response to the question: “Do you believe that you started
using your primary opiate of addiction to relieve physical
pain?” Information on current (last 30 days) and past use of
prescription opioids and heroin (including route of admi-
nistration) was obtained using the Addiction Severity
Index (McLellan et al., 1992). Regular use of alcohol,
marijuana, and cocaine was determined by the question:
“Prior to starting opiates, did you ever have daily or regular
use of (drug)?”

2.3. Statistical analysis

All analyses were performed using baseline study data.
The prevalence of physician introduction to opioids was
determined by calculating the proportion with that report
from the total sample. Descriptive analyses were performed
comparing individuals who reported a physician introduction
to opioids to those who did not report a physician
introduction. We examined differences in demographic,
clinical, and substance use-related variables between parti-
cipants using Student's t tests and Pearson's chi-square tests.



Table 1
Characteristics of opioid-dependent patients who do and do not report a physician introducing them to opioids

Characteristics

Physician Introduced (n = 40) Physician Did Not Introduce (n = 100)

p% or M (±SD) % or M (±SD)

Age 38 (±9) 37 (±10) .87
Female 28 22 .49
Non-White 15 22 .35
Married 10 7 .52
Employed 45 56 .24
Has health insurance 44 33 .24
Has a primary care provider 38 37 .96
Duration of opioid use 9 (±8) 9 (±7) .74
Prior injection drug use 38 76 b.01
Regular use of alcohol prior to opioids 35 34 .91
Regular use of marijuana prior to opioids 53 72 .03
Regular use of cocaine prior to opioids 23 45 .01
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All statistical analyses were conducted using Stata version
10.0 (College Station, TX).
3. Results

Of the 140 opioid-dependent participants seeking
treatment in the sample, 40 (29%) reported that they had
been introduced to opioids by a physician. The mean age
in the sample was 38 years (SD ± 10), 24% were female,
and the average duration of opioid use was 9 years. There
were no significant differences in gender, age, race, marital
status, employment, or insurance status among individuals
who did and did not report being introduced to opioids by
a physician (Table 1). Individuals who were introduced to
opioids through a physician were less likely to have
injected drugs. Regular use of alcohol prior to starting
opioids was equally reported among those who were and
were not introduced by a physician to opioids. However,
individuals who were introduced by a physician were
significantly less likely to report prior use of marijuana
and cocaine.

All of the participants who reported being introduced to
opioids by a physician indicated that they had started using
opioids to treat pain as compared to only 11% of those not
introduced to opioids by a physician (Table 2). The
Table 2
Pain, depression, and drug-related aberrant behaviors among opioid-dependent pa

Behaviors Physic

Introduced to opioids for pain 100
Current (past week) pain 78
Chronic (N6 months) pain 63
Chronic severe pain 53
Severe Depression 38
Regular opioid use was prescribed by a physician 85
Ever used a physician to procure a prescription for opioids to get high 50
Ever used a physician to procure a prescription for opioids to sell to others 10
Ever sought out a physician known to easily prescribe opioids 33
prevalence of any current or chronic pain was high in the
overall sample (83% and 49%, respectively). There were no
significant differences in the proportions reporting current
pain (any pain in the past week) between individuals who
had and had not been initially introduced to opioids by a
physician (Table 2). Among individuals who reported pain,
the mean VAS score between the two groups did not
significantly differ (57 [SD ± 4] for physician introduced vs.
60 [SD ± 3] for not physician introduced; p = .57).
Individuals who had been introduced to opioids by a
physician were more likely to have chronic pain and chronic
severe pain. The percentage of individuals with severe
depression did not differ between the two groups. Partici-
pants who were introduced to opioids by a physician were
more likely to admit to using a physician to procure a
prescription for opioids to get high with and to seek out a
physician who “gives opiate prescriptions without asking too
many questions.”

Participants introduced to opioids by a physician were
more likely to be currently using prescription opioids only
(Fig. 1) compared with participants who were not introduced
by a physician (chi-square, p b .01). However, 32% of
opioid-dependent individuals who were physician-intro-
duced reported currently using heroin in combination with
prescription opioids, and 10%were using heroin exclusively.
Likewise, participants who were introduced to opioids by a
tients who do and do not report a physician introducing them to opiates

ian Introduced (n = 40), % Physician did not introduce (n = 100), % p

11 b.01
85 .29
43 .04
30 .01
48 .26
14 b.01
32 .05
4 .17
17 .04



Fig. 1. Patterns of current opioid use among opioid-dependent participants
who were and were not introduced to opioids by a physician.
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physician were half as likely to currently inject drugs (28%
vs. 57%, p b .01).
4. Discussion

Opioids are prescribed in medical settings for acute and
chronic pain, and physicians may provide an introduction
to opioids in individuals who subsequently develop opioid
abuse and dependence. This study found that among a
cohort of opioid-dependent patients who were seeking
addiction treatment with buprenorphine, 29% reported that
they had been introduced to opioids through a physician
treating their pain. To our knowledge, this is the first study
to assess this question in a population of opioid-dependent
patients who were users of both prescription and
nonprescription opioids. This study, although it does not
define the risk of developing opioid abuse or dependence
among patients who are prescribed opioids in a medical
setting, provides insights on the fraction of patients whose
opioid dependence can be linked to a medical introduction
to opioids.

This study expands the current understanding of physi-
cians' roles in the growing trend of opioid abuse and
dependence. Prescription opioid misuse is reportedly
increasing (Gilson et al., 2004; Zacny et al., 2003), as are
overdose deaths related to prescription opioids (Hall et al.,
2008; Warner, Chen, & Makuc, 2009). Concurrently,
physician prescribing rates for opioids are increasing
(Caudill-Slosberg et al., 2004; Gilson et al., 2004; Olsen
et al., 2006; Sullivan et al., 2008), raising concern that the
medical providers may share responsibility for the current
trend. Physicians are encouraged to screen for and treat pain,
and opioids are effective in treating pain (Ballantyne & Mao,
2003), although the risk for subsequent addiction is not
known (Wasan et al., 2006). Even if the risk is low, the
widespread practice of prescribing opioids among physicians
could still result in a substantial absolute number of cases of
opioid dependence and thereby contribute to the problem of
opioid dependence. This study suggests that physician
introduction to opioids is a factor for a sizeable proportion
of individuals who have opioid dependence requiring
addiction treatment.

The finding that participants who reported being
introduced to opioids through a physician were more likely
to have chronic pain is consistent with prior research.
Studies of opioid-dependent patients on methadone main-
tenance show that more than a third report chronic pain
(Rosenblum et al., 2003; Rosenblum et al., 2007). At least
two prior studies have found a higher prevalence of chronic
pain among opioid-dependent patients who were primarily
prescription drug users compared to nonprescription drug
users (Brands, Blake, Sproule, Gourlay, & Busto, 2004;
Rosenblum et al., 2007). However, it is interesting to note
that the proportion of individuals with current pain was
similar among those who did and did not report a physician
introduction to opioids. It is possible that some participants
who did not initiate opioids for pain may have developed
pain for reasons related to their opioid use. Such causes for
pain in this cohort might include injuries from trauma,
depression (Bair, Robinson, Katon, & Kroenke, 2003),
chronic medical conditions that are associated with pain
such as hepatitis C virus (Barkhuizen et al., 1999;
Silberbogen, Janke, & Hebenstreit, 2007; Thompson &
Barkhuizen, 2003), or opioid-induced hyperalgesia (Chu,
Angst, & Clark, 2008).

Our study cohort included both current users and
nonusers of prescription opioids, and results demonstrated
that most individuals who were introduced to opioids by a
physician for pain continued to use prescription opioids over
heroin. Still, 42% of participants who reported that a
physician introduced them to opioids were currently using
some heroin (either exclusively or in combination with
prescription opioids), and more than a quarter were injecting
opioids, which confirms prior research that suggest shifting
trajectories of opioid abuse among individuals who are
initially prescribed opioids. A study of opioid-dependent
patients in a methadone treatment program in Canada found
that 24% of participants reported using prescription opioids
(medically or nonmedically) initially and heroin later
(Brands et al., 2004), and a study of 72 methadone
maintenance treatment programs in the United States found
that 69% of primary heroin users had ever used prescription
opioids (Rosenblum et al., 2007). Our finding that opioid-
dependent individuals who are initially introduced to opioids
for pain are more likely to admit to prescription drug aberrant
behaviors (telling a doctor they had pain to obtain opioids so
that they could get high, or seeking out a physician known to
prescribe opioids “without asking too many questions”)
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suggests that the patients who display drug aberrant
behaviors are more likely to have developed their opioid
addiction in the context of pain management through a
physician, as opposed to initiating use through illicit opioids.
This may be relevant to dispelling the bias against use of
effective pain medicines for injection drug users (Breitbart
et al., 1996).

There are several limitations to this study. The relatively
small sample size limited power to detect statistically
significant differences. The study questionnaire asked
whether the participant was introduced to opioids by a
physician but did not obtain detailed information on the
setting (e.g., office or emergency department), the respon-
dent's ongoing relationship with that prescribing physician,
or the amount and duration of the initial opioid prescription.
Furthermore, this question relied on patient recall, which
could be subject to bias in either direction, and patients'
conceptions of what constitutes an “introduction” to opiates
may have differed. Second, our study was conducted among
a sample of opioid-dependent individuals with depressive
symptoms who were seeking treatment with buprenorphine,
which may limit generalizability. However, depression is
common among opioid-addicted patients: Studies estimate
that approximately a third to one half have depression
(Brienza et al., 2000; Croughan, Miller, Wagelin, &
Whitman, 1982; Khantzian & Treece, 1985; Rounsaville,
Weissman, Crits-Christoph, Wilber, & Kleber, 1982).
Furthermore, our sample appears to be similar to other
populations of buprenorphine-treated patients with regard to
the proportion currently using heroin versus nonheroin
opioids, supporting its overall general representativeness
(Stanton, McLeod, Luckey, Kissin, & Sonnenfeld). Finally,
by excluding individuals on antidepressants, which may
include a small subset on tricyclic antidepressants for
depression and pain, ours may be an underestimate of the
true proportion of opioid-dependent individuals who are
introduced to opioids by a physician for pain.

In summary, this study found that 29% of patients who
were presenting for treatment for opioid dependence
reported that a physician had introduced them to opioids.
This finding reinforces the need for physicians to carefully
select patients before initiating an opioid therapeutic trial
and, once prescribing, to monitor patients regularly for
opioid misuse, abuse, and dependence (Passik, 2009).
More prospective research is needed to examine the
trajectories of opioid use that occur among individuals
who introduced to opioids through a physician and to
develop strategies to prevent patients from developing
addiction to opioids.
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Improving Decision Making at the End
of Life With Video Images

Angelo E. Volandes, MD, Michael J. Barry, MD, Yuchiao Chang, PhD,
Michael K. Paasche-Orlow, MD, MA, MPH

Background. Decision making at the end of life is fre-
quently complex and often filled with uncertainty. We
hypothesized that people with limited health literacy
would have more uncertainty about end-of-life decision
making than people with adequate literacy. We also
hypothesized that video images would decrease uncer-
tainty. Design. Before and after oral survey. Participants.
Subjects presenting to their primary care physicians.
Methods. Subjects were asked about their preferences for
end-of-life care after they heard a verbal description of
advanced dementia and were asked to rate the level of
their uncertainty. Subjects then viewed a video of a patient
with advanced dementia and were asked again about their
preferences and uncertainty. Uncertainty was measured
using the Decisional Conflict Scale with score ranges from
3 (high uncertainty) to 15 (no uncertainty). Health literacy
was measured using the Rapid Estimate of Adult Literacy
in Medicine, and subjects were divided into 3 literacy
categories: low (0–45, 6th grade and below), marginal (46–

60, 7th–8th grade), and adequate (61–66, 9th grade and
above). Results. A total of 146 patients completed the
interview. Prior to the video, the average uncertainty scores
for subjects with low, marginal, and adequate health liter-
acy were 10.8, 12.4, and 13.5, respectively (P < 0.0001).
After the video, the 3 groups had similar uncertainty about
their decisions. The average uncertainty scores for subjects
with low, marginal, and adequate health literacy were
13.6, 14.1, and 14.5, respectively (P= 0.046). Conclusions.
Subjects with limited health literacy expressed more
uncertainty about their preferences for end-of-life care
than did subjects with adequate literacy. Our video deci-
sion aid improved end-of-life decision making by decreas-
ing uncertainty regarding subjects’ preferences, especially
for those with limited literacy. Key words: end-of-life deci-
sion making; video; decision aids; uncertainty; advance
care planning; health literacy; ethics; palliative care;
dementia; Alzheimer’s disease. (Med Decis Making
2010;30:29–34)

Decision making at the end of life is frequently
complex and often filled with uncertainty.1

Patients are increasingly asked to describe their pre-
ferences for medical care in advance of having a dis-
ease such as dementia.2,3 Physicians use verbal or
written descriptions to communicate future health
states, but serious doubts have been raised regarding
whether patients can realistically envision future
health states on the basis of verbal descriptions
alone.4

Limited health literacy is a prevalent barrier to
accurate communication that can pose significant
obstacles to informed decision making at the end of
life.5 Although more than 90 million American
adults have limited health literacy,6,7 techniques that
can be used to overcome communication barriers
posed by limited health literacy are frequently not
employed. For example, visual images have been
shown to improve communication of information
with patients.8–11 The medium of video allows
patients to envision health states in a manner not
easily captured with verbal communication and can
both engage people and efficiently communicate
information about the experience of illness.12

One measure of improved decision making at the
end of life includes decreasing uncertainty regard-
ing decisions.1 We hypothesized that people with
limited health literacy would have more uncertainty
about end-of-life decision making than people with
adequate literacy. In addition, we hypothesized that
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video images would decrease uncertainty and that
this improvement would be greatest for people with
limited health literacy. We conducted a before-and-
after trial to examine whether a video of a patient
with advanced dementia could improve decision
making by decreasing uncertainty.

METHODS

Participants

Patients at 6 study sites who were older than 40 y
and were scheduled to see a general internist were
eligible to participate. The study sites consisted of
urban and suburban primary care clinics affiliated
with 2 teaching hospitals in the greater Boston area.
Subjects were excluded if they had previously had
a close relationship with a person with advanced
dementia because they would likely have had 1st-
hand experience and knowledge of the disease. Sub-
jects were also excluded if, in the judgment of the
physician interviewer, they lacked medical decision-
making capacity at the time of the interview or if they
did not speak English, the language of our validated
tools. Each interview was conducted by 1 of 2 physi-
cians between 1 December 2005 and 31 January 2007.
Approval for the project was granted by the Institu-
tional Review Boards of the affiliated hospitals.

Design

A structured questionnaire was developed for this
study. Survey questions were generated from a review
of the medical ethics literature and consultations with
medical ethics, palliative care, geriatric, and neurology
experts. Early versions of the survey were pretested
with subjects recruited from primary care clinics.

After obtaining verbal informed consent, inter-
viewers defined advanced dementia in simple lan-
guage, highlighting functional impairments based on
the Functional Assessment Staging13 criteria, including
inability to communicate understandably with others,
inability to ambulate without assistance, and inability
to feed oneself (see the Appendix for text of the verbal
description). We then outlined 3 levels of medical
treatments and the goals associated with each level:
life-prolonging care, limited care, and comfort care.12

Subjects were then asked 3 questions measuring uncer-
tainty regarding their preferences.

Each subject next viewed a 2-min video of a patient
with advanced dementia. The video depicts the salient
features of advanced dementia. The narrative that
accompanies the video is identical to the verbal

description used to assess subjects’ initial prefer-
ences. The design, content, and structure of the video
intervention were reviewed for accuracy by 3 geriatri-
cians and 5 neurologists, all of whom specialize in
the care of patients with dementia. The video was
also designed with the close collaboration of care-
givers of patients with advanced dementia. (The film
clip is available online at www.ACPdecisions.com.)
Each subject was then asked the same questions as
before regarding preferences and uncertainty.

Measures

Answers to sociodemographic questions (age,
race, gender, etc.) were self-reported by the subjects.
Health literacy was measured at the end of the inter-
view using the validated Rapid Estimate of Adult
Literacy in Medicine tool (REALM).14 The survey is
available on request.

The main outcome measures were the difference
of uncertainty regarding individual preferences for
medical care across the 3 levels of health literacy
before and after viewing a video of advanced demen-
tia. Our measure for uncertainty was the uncertainty
subscale of the Decisional Conflict Scale.15 This val-
idated subscale uses 3 questions to elicit the level of
uncertainty regarding a subject’s decision making.
The subscale ranges from a score of 3 (high uncer-
tainty) to a score of 15 (no uncertainty).

Our measure for health literacy was the 66-word
REALM.14 This is a 2- to 3-min English test of med-
ically relevant vocabulary. The REALM is a valid
test of word pronunciation and has been shown to
correlate well with tests that evaluate a range of lit-
eracy skills. As others have done, we defined 3
categories for literacy: low literacy (REALM score
of 0–45, 6th grade and below), marginal literacy
(REALM score of 45–60, 7th–8th grade), and ade-
quate literacy (REALM score of 61–66, 9th grade
and above).7

Statistical Analysis

Means, standard deviations, and 95% confidence
intervals were used to summarize the uncertainty
scores before and after the video as well as the changes
in uncertainty. Changes in preferences from before to
after the video were analyzed with McNemar’s test.
Analysis of variance techniques were used to compare
the prevideo uncertainty level, postvideo uncertainty
level, and the change in uncertainty level among 3
ordered categories of health literacy in 3 separate
models.
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Multivariable regression analyses were used to
examine the effect of health literacy on level of uncer-
tainty, adjusting for other potential confounding fac-
tors. Factors significant at univariate P < 0.20 were
tested in these models. Our independent variable of
interest, health literacy, was designated to remain in
each of our models. We further excluded variables
that were highly associated with the variable of inter-
est, health literacy, using w2 tests for association.
Two-sided P values <0.05 were considered statisti-
cally significant. Data were analyzed using SAS soft-
ware, version 9.1 (SAS Institute, Cary, NC).

RESULTS

Study Participants

A total of 146 subjects were interviewed for the
study. Table 1 describes the characteristics of the
survey sample. Of the 146 subjects, 82 (56%) were
African American and 64 (44%) were white. African
Americans had significantly lower health literacy,
lower education, more religious attendance, and
poorer health (all with P < 0.001).

Outcomes

After hearing a brief verbal description of
advanced dementia, 102 (69%) subjects preferred
comfort care, 23 (16%) desired life-prolonging care,
14 (10%) chose limited care, and 7 (5%) were
unsure of their preferences (Figure 1). The subjects’
preferences changed significantly after the video:
136 (93%) of the subjects chose comfort care, 1 (1%)
desired life-prolonging care, 8 (5%) chose limited
care, and, 1 (1%) was unsure (P < 0.001).

Before watching the video, the mean score for
uncertainty was 12.8 (s= 2.6; 95% confidence inter-
val [CI]= 12.4–13.2). After watching the video, the
mean uncertainty score improved to 14.3 (s= 1.7;
95% CI= 14.0–14.5). The mean change in uncertainty
score after viewing the video was 1.5 (s= 2.4; 95%
CI= 1.1–1.9; P < 0.0001).

Health literacy level was associated with uncer-
tainty level before (P < 0.001) and after (P= 0.046)
watching the video and with the change in uncer-
tainty between the 2 time points (P= 0.002). Of the
27 subjects with low health literacy, the mean previ-
deo uncertainty score was 10.8 (s= 3.0; 95%
CI=9.6–12.0) and the mean postvideo uncertainty
score was 13.6 (s= 2.8; 95% CI= 12.5–14.7). The
mean change in uncertainty score in this group was
2.8 (s= 3.5; 95% CI=1.4–4.2).

Of the 30 subjects with marginal health literacy,
the mean prevideo uncertainty score was 12.4
(s= 2.2; 95% CI=11.6–13.2) and the mean postvideo
uncertainty score was 14.1 (s=1.7; 95% CI=13.4–
14.7). The mean change in uncertainty score in this
group was 1.7 (s= 2.3; 95% CI= 0.8–2.5).

Of the 89 subjects with adequate health literacy,
the mean prevideo uncertainty score was 13.5 (s= 2.2;
95% CI= 13.1–14.0) and the mean postvideo uncer-
tainty score was 14.5 (s= 1.1; 95% CI= 14.3–14.7).
The mean change in uncertainty score in this group
was 1.0 (s= 1.9; 95% CI=0.6–1.4).

In addition to health literacy, race, education,
religious affiliation, and health status were found to
be associated with level of uncertainty before or
after watching the video. Race and education were
highly correlated with health literacy and were
dropped from the model. Overall, 88% of Cauca-
sians had adequate health literacy compared with
40% of African Americans; 72% of those with a high
school or higher education had adequate health lit-
eracy, whereas only 4% of those with less than high

Table 1 Characteristics of the Study Sample

Characteristic Total

No. of subjects 146
Age in years, mean (SD) 57 (12)
Women, n (%) 93 (64)
Race, n (%)

African American 82 (56)
White 64 (44)

Health literacy, n (%)
Low 27 (18)
Marginal 30 (21)
Adequate 89 (61)

Education, n (%)
High school or less 82 (56)
College or beyond 64 (44)

Marital status, n (%)
Married 79 (54)
Nonmarried 67 (46)

Religion, n (%)
Catholic/Protestant 72 (49)
Christian (other) 46 (32)
Other 28 (19)

Religious attendance, n (%)
Two times per month or more 63 (43)
One time per month or less 23 (16)
Never 60 (41)

Self-reported health status, n (%)
Very healthy 77 (53)
Somewhat healthy 63 (43)
Not healthy 6 (4)
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school education had adequate health literacy (both
with P < 0.001).

The 3 final multivariable regression models of
uncertainty prior to the video, uncertainty after the
video, and the change in uncertainty included health
literacy, religious affiliation, and health status. The
adjusted mean scores from these 3 models are sum-
marized in Table 2. Health literacy remained a signifi-
cant predictor for the uncertainty prior to the video
(P < 0.001) and the change in uncertainty (P= 0.023)
but was no longer statistically significant in the pre-
diction of uncertainty after the video (P= 0.22).

DISCUSSION

Multiple studies have shown that decision aids
improve the quality of subjects’ decisions, including
video decision aids at the end of life.12 Our study
suggests that patients with limited health literacy—
a significant portion of our patient population—have
more uncertainty regarding their decisions at the end
of life than those with adequate health literacy and
benefit from the use of video decision aids at the end
of life more than patients with adequate health liter-
acy. Indeed, after the video, health literacy was no
longer independently associated with uncertainty.
Decreasing uncertainty remains a significant sphere
in which to improve decision making for patients.

The observed changes in overall uncertainty scores
and uncertainty scores for the low-literacy group after
the video are likely to be clinically important. As
others have noted,16 changes in health-related quality-
of-life measurements that exceed 50% of the baseline
standard deviation can be considered clinically sig-
nificant. The changes observed in our study overall
and especially for the low-literacy group were well
above this cutoff (overall change in uncertainty score
divided by standard deviation at baseline= 1.5/
2.6=0.58; change in uncertainty score in the low-
literacy group divided by the standard deviation at
baseline= 2.8/3.0= 0.93). As we hypothesized, the
clinical importance of the observed changes was
greatest in the group with low health literacy.

The Cochrane database17 includes multiple deci-
sion aids in a variety of clinical contexts in which
uncertainty is improved. To our knowledge, this is
the 1st study to examine the influence of health lit-
eracy on the uncertainty of end-of-life decision mak-
ing. Our study needs to be interpreted in the context
of end-of-life decision making and the study design.

Video clips can be manipulated to favor a particu-
lar perspective. To minimize the introduction of
bias in the filming of the patient, the video was
filmed and edited with close collaboration from
expert geriatricians and neurologists. All filming
and editing was done by the principal investigator
in the cinema verité style of documentary film

Pre-Video Preferences

16%

10%

69%

5%

Life-prolonging care

Limited care

Comfort care

Don't know

Post-Video Preferences

93%

1%

5%
1%

Figure 1 Prevideo and Postvideo preferences.
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making, avoiding the use of special effects or staging.
Nonetheless, the use of video inherently involves
aesthetic biases, and we have addressed the contro-
versies involving visual media elsewhere.18 We also
did not test the robustness of our findings using other
video clips varying features of the patient, such as
race/ethnicity, gender, and nursing home setting.

We used a before-and-after study design in which
individual subjects heard the description of dementia
twice, verbally and then with the video. Subjects
may have benefited merely from the repetition of the
information for comprehension. It is possible that
subjects with limited literacy had more uncertainty
in this study because they had less knowledge about
dementia. We did not measure knowledge of demen-
tia or goals of care options. Furthermore, although we
did conduct multivariable analyses that exhibited the
independent predictive value of limited literacy for
uncertainty prior to the video, we were unable to
fully evaluate the relationship between literacy, edu-
cation, and religion. Future randomized studies can
further evaluate these issues, manage unmeasured
confounders, and isolate the effect of the video.

Our study group also did not include the largest
minority group in this country, namely, Latinos.
Studying the use of video in other languages and other
large minority groups would be helpful. Proceeding
with such research, however, will require further vali-
dation of tools to measure uncertainty and literacy.

We did not analyze subjects’ uncertainty in rela-
tion to their preferences for end-of-life care nor exam-
ine level of uncertainty in those subjects who
changed preferences after the video. Such analyses
require large numbers of subjects, and research on
the relationship between stability of preferences and
uncertainty would be interesting. Similarly, although
the overall change in uncertainty represented more
than a half standard deviation, it is important to note
that the true clinical significance of even this large
change in uncertainty has not been elucidated.

Our present study asked questions about uncer-
tainty relating to advanced dementia, a common
end-of-life scenario. Uncertainty for end-of-life care
in other disease states may be different; however,
we suspect this to be unlikely. If our results are
found to be generalizable to other health states and
other populations, this would have important impli-
cations for research and practice relating to decision
making.

Our data support the idea that the level of uncer-
tainty is more like a state than a trait; that is, people
with limited health literacy do not appear to be con-
stitutionally less certain. To the extent that uncer-
tainty may lead to more passivity overall regarding
health promotion and self-care activities, our obser-
vations may represent an important direction for
future research, as the level of uncertainty has not
yet been explored as a mechanism for how limited
health literacy leads to worse health outcomes.
Research evaluating these connections may identify
important opportunities for intervention.

Video decision aids are widely accessible and
easily disseminated. Research relating to end-of-life
decision making may need to focus on decision aids
that are proven to benefit patients with limited
health literacy. Research of this kind has the poten-
tial to improve the quality of decision making for
patients.

APPENDIX

Narrative Describing Advanced Dementia

I am going to describe to you an illness called advanced
dementia, like advanced Alzheimer’s dementia, that you
may or may not be familiar with. Advanced dementia
is an incurable disease of the brain in which one is not
able to communicate with others. People in advanced

Table 2 Adjusted Mean Uncertainty Scores for Prevideo, Postvideo, and Change in Level of Uncertainty by
Level of Health Literacy (Adjusted for Health Status and Religious Affiliation)

Prevideo Postvideo Change

Health Literacy Subject (n) Mean (95% CI) Mean (95% CI) Mean (95% CI)

Low 27 10.3 (9.3–11.4) 13.9 (13.1–14.6) 3.5 (2.5–4.6)
Marginal 30 11.9 (10.8–12.9) 14.4 (13.6–15.1) 2.5 (1.5–3.5)
Adequate 89 12.5 (11.7–13.3) 14.6 (14.0–15.1) 2.0 (1.3–2.8)
P < 0.001 0.22 0.023

Note: CI= confidence interval.
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dementia are not able to move around or walk, get out of
bed independently, eat by oneself, or communicate under-
standably with others. People with advanced dementia
often have difficulty chewing or swallowing and require
assistance with feeding oneself. Advanced dementia is an
incurable disease and most commonly occurs after many
years of Alzheimer’s disease or as the result of strokes.
People are not able to answer any questions or tell you
about themselves.
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Physical Health and Drinking Among Medical Inpatients

With Unhealthy Alcohol Use: A Prospective Study1

Emily C. Williams, Tibor Palfai, Debbie M. Cheng, Jeffrey H. Samet, Katharine A. Bradley,
Thomas D. Koepsell, Thomas M. Wickizer, Patrick J. Heagerty, and Richard Saitz

Objective: Unhealthy alcohol use is common in medical inpatients, and hospitalization has
been hypothesized to serve as a ‘‘teachable moment’’ that could motivate patients to decrease
drinking, but studies of hospital-based brief interventions have often not found decreases. Evalu-
ating associations between physical health and subsequent drinking among medical inpatients
with unhealthy alcohol use could inform refinement of hospital-based brief interventions by iden-
tifying an important foundation on which to build them. We tested associations between poor
physical health and drinking after hospitalization and whether associations varied by alcohol
dependence status and readiness to change.

Methods: Participants were medical inpatients who screened positive for unhealthy alcohol use
and consented to participate in a randomized trial of brief intervention (n = 341). Five measures
of physical health were independent variables. Outcomes were abstinence and the number of
heavy drinking days (HDDs) reported in the 30 days prior to interviews 3 months after hospital-
ization. Separate regression models were fit to evaluate each independent variable controlling for
age, gender, randomization group, and baseline alcohol use. Interactions between each indepen-
dent variable and alcohol dependence and readiness to change were tested. Stratified models were
fit when significant interactions were identified.

Results: Among all participants, measures of physical health were not significantly associated
with either abstinence or number of HDDs at 3 months. Having an alcohol-attributable principal
admitting diagnosis was significantly associated with fewer HDDs in patients who were nondepen-
dent [adjusted incidence rate ratio (aIRR) 0.10, 95% CI 0.03–0.32] or who had low alcohol prob-
lem perception (aIRR 0.36, 95% CI 0.13–0.99) at hospital admission. No significant association
between alcohol-attributable principal admitting diagnosis and number of HDDs was identified
for participants with alcohol dependence or high problem perception.

Conclusions: Among medical inpatients with nondependent unhealthy alcohol use and those
who do not view their drinking as problematic, alcohol-attributable illness may catalyze decreased
drinking. Brief interventions that highlight alcohol-related illness might be more successful.

Key Words: Hospital-Based Brief Intervention, Physical Health, Readiness to Change,
Unhealthy Alcohol Use, Alcohol Dependence.

M EDICAL ILLNESS AND poor physical health
status are common among patients with unhealthy

alcohol use (Blow et al., 2000; Bridevaux et al., 2004; Chou
et al., 1996; Green et al., 2004; Rehm et al., 2003; Room

et al., 2005; Saitz et al., 2006; Solberg et al., 2008; Stein, 1999;
Williams et al., 2010), a term which is used to describe a spec-
trum from drinking amounts that risk health consequences
(e.g., above recommended limits), to drinking amounts
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associated with consequences but not yet meeting criteria for
a disorder, to meeting diagnostic criteria for alcohol abuse or
dependence (Saitz, 2005). Approximately 25% of all persons
admitted to general hospitals have alcohol use disorders or
are being treated for the consequences of their drinking, mak-
ing hospitalization a potentially opportune time for interven-
tions to reduce unhealthy alcohol use (Smothers et al., 2003).
However, the evidence in support of brief counseling
interventions in hospital settings is mixed, often showing lack
of efficacy (Chick et al., 1985; Elvy et al., 1988; Emmen et al.,
2004; Freyer-Adam et al., 2008; Heather et al., 1996; Hollo-
way et al., 2007; Persson and Magnusson, 1989; Saitz et al.,
2007, 2009). This lack of efficacy may be due in part to
the high prevalence of dependence among patients with
unhealthy alcohol use in hospitals (Saitz et al., 2006),
although studies that excluded dependent patients have also
had mixed results (McQueen et al., 2009). Improvements in
opportunistic counseling interventions for hospitalized
patients identified with unhealthy use, including dependence,
are sorely needed.
Qualitative studies have identified factors responsible for

catalyzing change in patients with unhealthy alcohol use
(Orford and Hawker, 1974; Orford et al., 2006, 2008), which
include ‘‘awareness of accumulating harms’’ and ‘‘triggering
occurrences’’ (Orford et al., 2006). As such, poor physical
health may serve as a catalyst of change. Further, in the
context of a hospitalization, which has been hypothesized to
provide a ‘‘teachable moment,’’ patients with unhealthy alco-
hol use may recognize the link between their drinking and
health and be particularly amenable to making changes in
their drinking (Figlie et al., 2005; Stewart and Connors,
2007), with or without intervention. As such, patients with
the physical health consequences from alcohol use would be
more likely to change than those without such consequences.
Factors that may catalyze change among patients with

unhealthy alcohol use may operate differently for patients
based on both the severity of dependence symptoms and their
readiness for or commitment to change. Specifically, patients
with alcohol dependence, who typically exhibit impaired con-
trol over their drinking, or those who are not ready to change
may be less likely to decrease drinking after a catalyst than
those without dependence or those with greater readiness to
change (DiMartini et al., 2002; Kelly et al., 2006; Moos and
Moos, 2006; Orford et al., 2008; Saitz et al., 2009; Vielva
and Iraurgi, 2001; Walton et al., 2003).
Evaluating associations between physical health and subse-

quent drinking among medical inpatients with unhealthy
alcohol use could help to inform further refinement of
hospital-based brief interventions by identifying whether they
should specifically focus on physical health. This study
sought, in a secondary analysis of data collected prospec-
tively, to evaluate whether, independent of an intervention, 5
different measures of physical health were associated with
two drinking outcomes 3 months after hospitalization and to
explore whether associations between physical health and
drinking vary by alcohol dependence or readiness to change.

METHODS

Study Design

We studied a prospective cohort of adult medical inpatients with
unhealthy alcohol use who were first identified by screening in the
hospital and then enrolled in a randomized trial of brief alcohol
counseling. Although the intervention was not associated with
decreased drinking or receipt of alcohol-related treatment in this trial
(Saitz et al., 2007), some subgroups, including patients without alco-
hol dependence, appeared to benefit from the brief intervention (Saitz
et al., 2009). The study represents a secondary analysis of data col-
lected during this trial and was approved by the institutional review
boards of Boston Medical Center and the University of Washington.
Subjects provided informed consent to participate in the trial and
were compensated for each completed interview. A federal govern-
ment certificate of confidentiality was obtained to protect participant
privacy.

Participants

Participants included 341 adult medical inpatients who reported
drinking risky amounts in the past month defined as >14 standard
drinks per week or ‡5 drinks per occasion for men (>11 and ‡4,
respectively, for both women and people ‡66 years (i.e., screened
positive for unhealthy alcohol use) based on the screening strategy
recommended by the National Institute on Alcohol Abuse and Alco-
holism (National Institute on Alcohol Abuse and Alcoholism et al.,
2007). Participants also were fluent in English or Spanish, provided
names of 2 contacts to assist with follow-up, had no plans to move
away from the study area in the following year, scored 21 or more
points on the Mini-Mental State Examination (Smith et al., 2006),
and consented to participate in the trial (Saitz et al., 2007).

Assessments

Participants were assessed via in-person interviews by trained
research associates at enrollment and a 3-month follow-up visit. Also
at enrollment, a physician-researcher reviewed each participant’s
medical record to determine medical diagnoses, including the princi-
pal reason for admission (principal admitting diagnosis).

Measures

Drinking Outcomes. Alcohol use in the 30 days before each
interview was assessed using the validated Timeline Follow-Back cal-
endar method (Sobell et al., 1988), which identifies the number of
standard drinks consumed on each of the past 30 days. Two drinking
measures derived from the Timeline Follow-Back were used as study
outcomes: (i) 30-day abstinence and (ii) number of heavy drinking
days (HDDs) reported in the 30 days prior to the 3-month assess-
ment. HDDs were defined as drinking ‡5 drinks per day for men and
‡4 per day for women.

Independent Variables. Five measures of different dimensions of
physical health, the independent variables for the study, were derived
from interview and structured record review at the time of enrollment:
(i) recent medical comorbidity, (ii) lifetime medical comorbidity,
(iii) self-reported physical health status, (iv) any alcohol-attributable
medical diagnosis, and (v) alcohol-attributable principal admitting
diagnosis. Medical comorbidities were assessed using a questionnaire
validated by Katz, et al., which is similar to the Charlson Comorbidi-
ty Index (Charlson et al., 1994) but is based on patient report instead
of administrative data and assesses the presence of medical illnesses
including kidney disease, diabetes, heart disease, chronic obstructive
pulmonary disease, AIDS, and others using both recent (past
3 months) and lifetime timeframes (Katz et al., 1996). We categorized
the number of recent and lifetime comorbidities (0, 1, or ‡ 2). The
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physical component summary (PCS) score from the 12-item Short
Form Health Survey (Ware et al., 1996) measured physical health
status. The PCS score ranges from 1 to 100 and is standardized to the
U.S. population mean with 1 representing poor and 100 representing
perfect physical health status (Ware et al., 1996). To avoid an
assumption of linearity, PCS scores were categorized into quintiles
with the highest quintile (best health) used as the referent category.
Finally, a physician-researcher reviewed each patient’s medical
record at enrollment for any medical diagnoses that are 100%
alcohol-attributable, and for whether any of these were the principal
admitting diagnosis. Diagnoses included alcohol intoxication, alco-
holic pellagra, alcoholic polyneuropathy, alcoholic gastritis, alcohol
cardiomyopathy, alcoholic liver damage, acute alcoholic cirrhosis of
the liver, alcoholic hepatitis, alcoholic fatty liver, alcoholic amnestic
syndrome, other alcoholic dementia, alcohol withdrawal, alcohol
withdrawal hallucinosis, alcohol withdrawal delirium, other alcoholic
psychosis, alcohol withdrawal convulsion, or alcoholic pancreatitis
(Adams et al., 1993).

Potential Effect Modifiers. DSM IV diagnosis of current alco-
hol dependence (American Psychiatric Association, 1994) was made
at enrollment based on the Composite International Diagnostic
Interview (CIDI) Alcohol Module (Robins et al., 1988). Readiness to
change drinking was assessed via interview with the validated Stages
of Change Readiness and Treatment Eagerness Scale (SOCRATES),
which was developed to assess readiness among individuals present-
ing for specialty alcohol treatment (Miller and Tonigan, 1996). Two
SOCRATES components (Problem Perception and Taking Action)
were used rather than the 3 factors originally described based on
results from a previous factor analysis in this patient population
(Bertholet et al., 2009b), because it is consistent with another prior
study (Maisto et al., 1999) and because these factors more aptly
describe change readiness among patients not actively seeking or
receiving specialty alcohol treatment. The two components yield
continuous scores (range: 10–50 for Problem Perception, 6–30 for
Taking Action) with higher scores representing more readiness. The
readiness scores have been previously modeled using quartiles of
the distribution because of nonlinear associations with drinking
outcomes (Bertholet et al., 2009b). For this study, each score was
dichotomized based on the observed associations with the outcomes
of interest for this study and for ease of interpretation. Based on
results of preliminary analyses categorizing readiness scores using
quartiles of the distribution, Problem Perception was dichotomized
at the 50th and Taking Action at the 75th percentile; residual plots
and likelihood ratio tests evaluating goodness-of-fit suggested ade-
quate fit.

Covariates. Covariates representing potential confounders were
selected based on known associations between medical illness or
health status and alcohol use and included: demographic character-
istics (age in years, female gender, and race including Hispanic,
Black, White, and other); smoking status [never, current, and past
(Fagerstrom Tolerance Test), and quantity ⁄ frequency questions]
(Pomerleau et al., 1994), and alcohol use reported at enrollment.
Number of drinks per day (continuous variable) was included in
models with abstinence as the outcome, and the number of heavy
drinking days in the 30 days prior to baseline (categories: 0–1, 2–14,
and ‡15 heavy drinking days) was included in models with number
of heavy drinking days as the outcome. For evaluating the associa-
tion between measures of physical health and abstinence, alcohol
dependence was considered a potential confounder (in addition to a
potential effect modifier) because of its strong associations with
both medical illness and abstinence (Dawson et al., 2005). Despite
the negative main trial results, randomization group was also
included as a covariate because we sought to identify associations
independent of intervention, subgroup analyses suggested some
intervention effect, and the intervention may have resulted in differ-

ences in drinking or readiness to change between groups (Saitz
et al., 2009).

Analyses

Subjects lost to follow-up were compared with those assessed at
3 months on all patient demographic and drinking characteristics
using chi-square statistics, two-sample t-tests, and nonparametric
(two-sample Wilcoxon rank-sum or Mann–Whitney) tests as appro-
priate. Separate logistic regression models were fit to evaluate the
association between each of the 5 independent variables and 30-day
abstinence. Negative binomial regression was used to model the asso-
ciation between each of the independent variables and the number of
heavy drinking days reported at 3 months, because days are counts
with a skewed distribution (large numbers of zeros from abstinent
subjects, and some extreme numbers of days). Negative binomial
regression generates estimates of the incidence rate ratio (IRR),
which is interpreted as a multiplicative increase or decrease in the
number of days for each 1-unit difference in the predictor variable
(similar to a relative risk). A robust variance correction was used to
allow for over-dispersion. Preliminary unadjusted models were fit
first and then adjusted models controlling for all covariates were
used as the primary analysis. Multiplicative first-order interactions
between each measure of physical health and potential effect modifi-
ers (dependence status and readiness to change) were tested in both
unadjusted and adjusted models. Stratified analyses were conducted
when interactions were significant (p < 0.05). We did not formally
adjust for multiple comparisons because this secondary analysis
was exploratory and intended to assess whether a single concept—
physical health—was associated with drinking 3 months after hospi-
talization. All analyses were performed using Stata Version 10.1
(StataCorp., 2007) .

RESULTS

Participants had a mean age of 44 years and were racially
diverse (45% Black, 39% White, and 9% Hispanic)
(Table 1). Only 14% of participants reported never smok-
ing; 75% reported current smoking. At baseline, patients
reported consuming a median of 3.6 drinks per day, 38%
of patients reported 15 or more heavy drinking days, 4%
met diagnostic criteria for current alcohol abuse, and 77%
met criteria for current alcohol dependence. Patients gener-
ally reported high levels of recognition of unhealthy drink-
ing and efforts to change. Mean problem perception score
was 35 (SD 11, range 10–50), and mean Taking Action
score was 21 (SD 6, range 6–30). Participants had poor
average physical health status [Physical Component Sum-
mary score of 38 (SD 9)]; 22% reported 2 or more recent
medical comorbidities, and 33% reported 2 or more lifetime
comorbidities. Forty-six percent of participants had any
alcohol-attributable medical diagnosis in their medical
record, while 15% had an alcohol-attributable principal
admitting diagnosis.
Overall, 272 patients were interviewed 3 months after

hospitalization (80% follow-up). No statistically significant
differences (at p< 0.05) in demographic or drinking charac-
teristics were identified between those with and without
follow-up. However, a nonsignificantly greater proportion of
patients with follow-up, compared to those without, met
diagnostic criteria for alcohol dependence (79% vs. 68%,
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p = 0.06). There were no significant differences in measures
of physical health between those who did and did not com-
plete follow-up.
At 3 months, 60 participants (22% of those with follow-

up) were abstinent, and the median number of heavy drinking
days was 5 (range 0–30). Most measures of physical health
were not significantly associated with either abstinence or the
number of heavy drinking days reported at 3 months in both
unadjusted and adjusted regression models (Table 2). How-
ever, in unadjusted models, patients in the lowest quintile of
self-reported physical health status (worst health) had signifi-
cantly greater odds of abstinence at 3 months compared to

those in the highest quintile (OR 3.35, 95% CI 1.25–8.96).
The significance of the association was attenuated after
adjustment (Table 2).
Table 3 displays p values for all tests of effect modification.

Alcohol dependence significantly modified the association
between having any alcohol-attributable medical diagnosis
and abstinence and between having an alcohol-attributable
principal admitting diagnosis and the number of heavy drink-
ing days reported at 3 months but did not modify any other
associations between measures of physical health and either
drinking outcome. For the 58 participants without alcohol
dependence, having an alcohol-attributable medical diagnosis
(n = 13) was significantly associated with increased absti-
nence in unadjusted analyses (OR 4.36; 95% CI: 1.12–17.03)
but not after adjustment for potential confounders (OR 3.83;
95% CI 0.75–19.59). For those who were alcohol dependent
(n = 214), there was no significant association between hav-
ing an alcohol-attributable diagnosis (n = 114) and absti-
nence in unadjusted or adjusted analyses (ORs 0.90; 95% CI
0.47–1.70 and 0.78; 95% CI 0.41–1.62, respectively). For the
58 participants who were not alcohol dependent, having an
alcohol-attributable principal admitting diagnosis (n = 4)
was significantly associated with fewer heavy drinking days in
unadjusted and adjusted models (Table 4). For the 214 partic-
ipants who were alcohol dependent, there was no significant
association between having an alcohol-attributable principal
admitting diagnosis (n = 37) and number of heavy drinking
days (Table 4).
Neither measure of readiness to change modified any of the

associations between measures of physical health and absti-
nence in unadjusted or adjusted analyses (Table 3). In con-
trast, both measures of readiness to change modified
associations between having an alcohol-attributable principal
admitting diagnosis and the number of heavy drinking days
at 3 months (Table 3). Associations in unadjusted and
adjusted analyses stratified by levels of Taking Action were
not significant. However, among subjects with low Problem
Perception (n = 132), those with an alcohol-attributable
principal admitting diagnosis (n = 9) had 0.36 times the
number of heavy drinking days compared to those without
such a diagnosis (95% CI 0.13–0.99) (Table 4). No associa-
tion was detected between having an alcohol-attributable
principal admitting diagnosis (n = 30) and heavy drinking
days among participants with high Problem Perception
(n = 137). Problem Perception also modified the association
between self-reported physical health status and heavy drink-
ing days (Table 3). Among the 132 patients with low Problem
Perception, those in the second Quintile of health status
(n = 20) had 2.06 times the number of heavy drinking days
(95% CI 1.17–3.62) compared to those in the referent group
with the highest health status [5th Quintile (n = 33)] in unad-
justed analyses. However, associations in stratified adjusted
analyses were all not significant. No other significant interac-
tions were found between readiness to change and the inde-
pendent variables in models of heavy drinking days at
3 months (Table 3).

Table 1. Participant Characteristics at Baseline (n = 341)

Mean (SD)

Age 44 (11)

N (%)

Female 99 (29)
Race

Hispanic 30 (9)
Black 155 (45)
White 133 (39)
Other 23 (7)

Smoking Status
Never 48 (14)
Current 257 (75)
Past 36 (11)

Heavy Drinking Days (in the prior 30 days)
0–1 59 (17)
2–14 152 (45)
‡15 130 (38)

Median Drinks per Day 3.6
Alcohol Dependent 261 (77)
Alcohol Abuse 15 (4)

Mean (SD)

Problem Perception (Range 10–50) 35 (11)
Low, Score £38 (n = 172) 26 (9)
High, Score >38 (n = 166) 44 (4)

Taking Action (Range 6–30) 21 (6)
Low, Score £25 (n = 255) 19 (5)
High, Score >25 (n = 85) 28 (2)

Mean (SD)

Physical Health Status (PCS Score; Range 17.8–61.9) 38 (9)
(Worst Health) Quintile 1 (17.8–30.3) 26 (3)

Quintile 2 (30.4–34.5) 33 (1)
Quintile 3 (34.6–39.4) 37 (1)
Quintile 4 (39.5–36.0) 43 (2)
(Best Health) Quintile 5 (46.2–61.9) 52 (4)

N (%)

Recent # Medical Comorbidities
0 148 (48)
1 96 (31)
‡2 67 (22)

Lifetime # Medical Comorbidities
0 107 (34)
1 102 (33)
‡2 104 (33)

Any Alcohol-Attributable Medical Diagnosis 156 (46)
Alcohol-Attributable Principal Admitting Diagnosis 51 (15)
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DISCUSSION

In this study of medical inpatients with unhealthy alcohol
use, most participants had alcohol dependence and reported
substantial medical comorbidity. Among all participants,
there were no significant associations between measures of
physical health and either abstinence or heavy drinking days
3 months after hospitalization, though we did observe a bor-

derline significant association between worse physical health
status and abstinence. However, among participants with
nondependent unhealthy alcohol use and those who were less
aware of their drinking as a problem regardless of dependence
status, having an alcohol-attributable principal admitting
diagnosis was associated with less heavy episodic drinking at
follow-up.

Table 2. Unadjusted and Adjusted Associations Between Measures of Physical Health and 3-Month Drinking Outcomes

30 Day Abstinencea* Number of Heavy Drinking Daysb*

Unadjusted Models Adjusted Models Unadjusted Models Adjusted Models

OR 95% CI OR 95% CI IRR 95% CI IRR 95% CI

Recent # of Medical Comorbidities
0 – – – – – – – –
1 1.60 0.78–3.29 1.69 0.80–3.59 1.04 0.75–1.43 0.93 0.66–1.31
‡2 1.51 0.67–3.39 1.44 0.62–3.34 1.34 0.90–1.98 1.18 0.78–1.79

Lifetime # of Medical Comorbidities
0 – – – – – – – –
1 1.04 0.48–2.25 1.13 0.51–2.51 1.03 0.75–1.40 0.95 0.68–1.32
‡2 1.26 0.59–2.70 1.15 0.51–2.58 1.22 0.84–1.77 1.10 0.73–1.64

Physical Health Status
Quintile 1 3.35 1.25–8.96 2.81 0.98–8.00 1.07 0.66–1.71 0.96 0.60–1.54
Quintile 2 1.34 0.47–3.82 1.00 0.32–3.03 1.24 0.81–1.89 1.18 0.78–1.80
Quintile 3 1.54 0.54–4.33 1.10 0.36–3.38 1.09 0.72–1.65 1.04 0.67–1.61
Quintile 4 1.95 0.71–5.37 1.74 0.61–4.95 1.00 0.66–1.52 0.96 0.63–1.45
Quintile 5 – – – – – – – –

Any Alcohol-Attributable
Medical Diagnosis

1.26 0.71–2.23 1.13 0.60–2.10 0.90 0.66–1.22 0.83 0.60–1.14

Alcohol-Attributable Principal
Admitting Diagnosis

1.81 0.87–3.76 1.87 0.85–4.11 0.97 0.65–1.44 0.88 0.58–1.33

aAdjusted models included age, gender, race, smoking status, randomization group, alcohol dependence, and drinks ⁄ day at baseline.
bAll models were adjusted for heaving drinking days at baseline; adjusted models also include age, gender, race, smoking status, randomiza-

tion group, and alcohol dependence.
*p-Values for all associations were all >0.05. p-Values obtained for categorical independent variables were the result of tests of trend; p-values

obtained for dichotomous independent variables were the results of Wald tests.

Table 3. Results of Tests of Effect Modification: p-Values for Interactions Between Measures of Physical Health and Alcohol Dependence and Readiness
to Change (Significant Results are Bolded)

Independent Variablesa

30-Day Abstinenceb # Heavy Drinking Daysc

Dependent Problem Perception Taking Action Dependent Problem Perception Taking Action

Recent # of Medical Comorbidities
Unadjusted 0.67 0.73 0.56 0.76 0.52 0.16
Adjusted 0.71 0.74 0.66 0.60 0.62 0.12

Lifetime # of Medical Comorbidities
Unadjusted 0.19 0.90 0.90 0.09 0.75 0.95
Adjusted 0.25 0.85 0.80 0.08 0.72 0.98

Physical Health Status
Unadjusted 0.83 0.27 0.12 0.28 0.02 0.87
Adjusted 0.87 0.21 0.09 0.21 0.01 0.85

Any Alcohol-Attributable Medical Diagnosis
Unadjusted 0.04 0.80 0.18 0.12 0.17 0.75
Adjusted 0.05 0.83 0.08 0.12 0.22 0.91

Alcohol-Attributable Principal Admission
Unadjusted 0.94 0.70 0.18 0.04 0.07 0.13
Adjusted 0.92 0.70 0.06 0.02 0.04 0.03

aMedical comorbidities (both recent and lifetime) modeled categorically (0, 1, ‡2) with 0 the referent; Physical Health Status modeled categori-
cally in Quintiles (Quintile 5 referent); Alcohol-Attributable diagnoses (both any and principal admission) modeled dichotomously.

bAdjusted models included age, gender, race, smoking status, randomization group, alcohol dependence, and drinks per day at baseline.
cAll models were adjusted for heaving drinking days at baseline; adjusted models also include age, gender, race, smoking status, randomiza-

tion group, and alcohol dependence.
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Several previous studies have explored the idea that medical
illness or one’s perception of their physical health may be
associated with or lead to changes in drinking. Multiple suc-
cessful alcohol-related interventions have focused on address-
ing a medical issue via ongoing monitoring of abnormal
alcohol-related lab tests or blood pressure (Fleming et al.,
2004; Kristenson et al., 1983, 2002; Maheswaran et al., 1992;
Willenbring and Olson, 1999). One study of patients with
HIV and past alcohol problems found that those who were
told they had hepatitis C were more likely to reduce drinking
at follow-up than those who were not (Tsui et al., 2007), and
interventions in patients identified as heavy drinkers based on
physical health problems were associated with reduced drink-
ing and improved health outcomes (Israel et al., 1996; Kris-
tenson et al., 1983; Willenbring and Olson, 1999). Finally,
three randomized trials of interventions for unhealthy alcohol
use found that the intervention was associated with improved
outcomes for patients with an alcohol-related diagnosis but
not for those without (Saitz et al., 2009; Walton et al., 2008;
Weisner et al., 2001). Only one previous study that examined
physical health and alcohol outcomes was conducted in medi-
cal inpatients with unhealthy alcohol use (Stewart and Con-
nors, 2007). That study identified associations between
readiness to change drinking and self-reported health status
and alcohol-related physical consequences but found that
only alcohol-related physical consequences were significantly
associated with taking steps to change drinking (Stewart and
Connors, 2007). Together, findings of previous studies suggest
that poor physical health may motivate patients to consider
changes in drinking and that, in combination with an inter-
vention, alcohol-related illness can be a strong motivator of
actual changes in drinking.
Our findings support and extend findings of previous stud-

ies in two ways. First, while the previous study in medical in-
patients evaluated associations between self-reported physical
health and readiness to change drinking (Stewart and Con-
nors, 2007), our study evaluated associations between both
self-report and medical-record-derived measures of physical
health and patients’ self-reported drinking 3 months after
hospitalization. Though not statistically significant, estimates

of associations between physical health and drinking went in
the expected direction such that poorer physical health was
associated with decreased drinking at follow-up. Second, we
found that, independent of an intervention, admission to a
hospital for a problem resulting from drinking was associated
with less heavy drinking for nondependent patients and those
who did not perceive their excessive drinking to be problem-
atic at the time of their hospitalization.
Several previous studies have demonstrated that high levels

of readiness to change when defined as problem recognition
are strongly correlated with more severe unhealthy alcohol
use (Maisto et al., 2001; Samet and O’Connor, 1998; Williams
et al., 2006, 2007). And, although some measures of readiness
to change predict decreases in drinking (Heather et al., 1993;
Williams et al., 2007), greater Problem Perception has previ-
ously been demonstrated to predict increases in drinking
(Bertholet et al., 2009a). Further, decreasing drinking may be
more difficult for and require more intensive interventions
with patients with alcohol dependence (Bischof et al., 2008;
Fleming and Manwell, 1999). As such, our finding of
decreased incidence of heavy drinking days among partici-
pants with nondependent unhealthy alcohol use who may
have become aware of consequences of their drinking, but not
among participants with alcohol dependence, is consistent
with prior research.
We expected but did not find that poor physical health

would be associated with decreased drinking among all partic-
ipants. It could be that the relationship between health and
drinking is more complex or that the expected associations
are weaker than expected and thus were not statistically sig-
nificant in this relatively small sample. Our finding that hav-
ing an alcohol-attributable principal admitting diagnosis was
associated with decreased drinking in subgroups of patients
may have clinical implications. Brief alcohol counseling inter-
ventions that have reliably decreased alcohol consumption in
primary care patients do not have confirmed efficacy for med-
ical inpatients with unhealthy alcohol use (Emmen et al.,
2004; Freyer-Adam et al., 2008; Holloway et al., 2007; Saitz
et al., 2007, 2009). Although further research is needed to
confirm this, our findings suggest that being hospitalized for

Table 4. Associations Between Alcohol-Attributable Principal Admitting Diagnosis and Number of Heavy Drinking Days Stratified by Alcohol Dependence
and Problem Perception (Significant Results are Bolded)

Nondependent
(N = 58)

Dependent
(N = 214)

Low Problem
Perception (N = 132)

High Problem
Perception (N = 137)

N (%) N (%) N (%) N (%)

Alcohol-Attributable
Principal Admitting
Diagnosis

4 (7) 37 (17) 9 (7) 30 (22)

IRR (95% CI) IRR (95% CI) IRR (95% CI) IRR (95% CI)

Unadjusteda 0.15 (0.04–0.56) 1.04 (0.71–1.53) 0.46 (0.21–1.00) 1.10 (0.83–1.67)
Adjustedb 0.10 (0.03–0.32) 0.94 (0.62–1.42) 0.36 (0.13–0.99) 1.02 (0.61–1.71)

aAdjusted for heaving drinking days at baseline.
bAdjusted for age, gender, race, smoking status, randomization group, heaving drinking days at baseline, and alcohol dependence.
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an alcohol-attributable illness may serve as a catalyst of
change (Orford et al., 2006) for someone whose drinking or
perception of drinking is more malleable to begin with (i.e.,
patients without dependence or who have little recognition
upon hospital admission of their unhealthy drinking). As
such, it could be that hospitalizations for alcohol-attributable
illness may be a meaningful aspect to focus on during brief
interventions for inpatients with less severe unhealthy alcohol
use. But, most patients identified by alcohol screening in hos-
pital settings are alcohol dependent (Saitz et al., 2006), a phe-
nomenon which could account for lack of efficacy of brief
interventions in this population (Guth et al., 2008). Further,
45 of the 51 (88%) patients who were hospitalized for
alcohol-attributable illnesses in this study met criteria
for alcohol dependence, and results of this study suggest that
alcohol-attributable illness was not a strong catalyst of change
for these patients. However, the study did not address
whether an intervention focused on poor physical health
impacted drinking outcomes. It could be that building upon
the presence of an alcohol-attributable illness, or focusing on
alcohol-related symptoms or problems (such as trauma) in
the absence of alcohol-attributable illness, during brief inter-
ventions in hospital settings would help catalyze change for
all patients along the spectrum of unhealthy alcohol use.
This study is limited in several ways. First, these analyses

were conducted in a cohort of patients who consented to par-
ticipate in a randomized controlled trial, which may limit the
generalizability of findings. However, those who enrolled were
identified by screening all medical inpatients. In addition, the
parent study was not designed to answer the questions posed
and, therefore, our ability to detect associations of the
observed magnitude was limited both in the overall analyses
and particularly in subgroup analyses exploring effect modifi-
cation. In particular, the group of patients who were not alco-
hol dependent, for whom changes in drinking may be easier
than they are for alcohol-dependent patients, was small,
which may have limited our ability to detect important associ-
ations (although it was in this group that we did find an asso-
ciation between physical health and drinking). Future
research should be pursued to confirm the results of this
exploratory study. However, we found that, in exploring
whether multiple dimensions of physical health were associ-
ated with changes in drinking, point estimates generally went
in the expected direction, some results were significant, and
consistent patterns emerged in subgroup analyses. Finally, the
observational nature of our data makes us unable to deter-
mine a causal association between poor physical health and
subsequent drinking. However, because it is impossible to
randomize patients to medical illnesses or perceptions of their
physical health status as poor, prospective data collection and
adjusted analyses as in this study may be the best way to
answer the research question.
Despite the limitations, some conclusions can be drawn

from these findings, which merit further research. Some
dimensions of physical health (e.g., medical illness) may
not be associated with subsequent drinking among medical

inpatients with unhealthy alcohol use. However, among
participants with nondependent unhealthy alcohol use and
those less aware that they are drinking at unhealthy levels,
being admitted to the hospital for an alcohol-attributable
diagnosis was associated with less heavy drinking. Although
further research should confirm these findings, they suggest
that, among medical inpatients with less severe unhealthy
alcohol use, medical illness attributable to alcohol use may
serve as a catalyst for positive changes in drinking. Hospital
clinicians may be uniquely positioned to offer assistance to
inpatients with less severe unhealthy alcohol use by helping
patients to recognize a link between their drinking and medi-
cal diagnoses.
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Summary. Background: For patients on warfarin therapy an

international normalized ratio (INR) recall interval not exceed-

ing 4 weeks has traditionally been recommended. For patients

whose INR values are nearly always therapeutic, less frequent

INR monitoring may be feasible. Objective: To identify

patients with stable INRs (INR values exclusively within the

INR range) and comparator patients (at least one INR outside

the INR range), compare occurrences of thromboembolism,

bleeding and death between groups, and identify independent

predictors of stable INR control. Methods: The study was a

retrospective, longitudinal cohort study using data extracted

from electronic databases. Patient characteristics and risk

factors were entered intomultivariate logistic regressionmodels

to identify variables that independently predict stable INR

status. Results: There were 533 stable and 2555 comparator

patients. Bleeding and thromboembolic complications were

significantly lower in stable vs. comparator patients (2.1% vs.

4.1%and 0.2%vs. 1.3%, respectively;P < 0.05). Independent

predictors of stable INR control were age >70 years, male

gender and the absence of heart failure. Stable patients were

significantly less likely to have target INR ‡3.0 or chronic

diseases. Conclusion: A group of patients with exclusively

therapeutic INR values over 12 months is identifiable. In

general, these patients are older, have a target INR <3.0, and

do not have heart failure and/or other chronic diseases. Our

findings suggest that many patients whose INR values remain

within the therapeutic range over time could be safely treated

with INR recall intervals >4 weeks.

Keywords: clinical outcomes, international normalized ratio,

monitoring, warfarin.

Introduction

Warfarin is effective for the prevention and treatment of

arterial and venous thromboembolic disorders. Intra- and

interpatient variability in dose response, susceptibility to drug–

drug and drug–food interactions and a narrow therapeutic

index necessitate periodic monitoring of physiologic response

to warfarin using the international normalized ratio (INR) [1].

In addition, to provide the best combination of thrombosis

reduction and bleeding avoidance, target INR ranges are

varied by therapeutic indication (e.g. an INR target range of

2.0–3.0 for atrial fibrillation or venous thrombosis and 2.5–3.5

for patients with mechanical heart valves) [1]. While the INR is

used to monitor the impact of warfarin therapy, few studies

have addressed the optimization of INR measurement fre-

quency or INR recall interval. Current guidelines suggest an

INR recall interval not exceeding 4 weeks between measure-

ments [1,2]. However, this suggestion is not evidence-based,

having evolved instead from regional differences in routine

clinical practise and expert opinion [3].

Frequent INR testing, perhaps as often as weekly, has been

suggested for patients who self-monitor warfarin using point-

of-care technology [1,4,5]. High frequency INR testing raises

the likelihood of measuring slightly out-of-range INR values

(which often leads to unnecessary warfarin dose changes) [6],

increases the costs associated with warfarin therapy, and is

probably unnecessary in those patients who demonstrate long-

term INR stability (i.e. minimal INR deviation and longitu-

dinal warfarin dose stability). Less frequent INR monitoring

should be possible for patients with a stable warfarin dose, as
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suggested by routine clinical practise in the United Kingdom

where INR recall intervals of up to 90 days are employed in

such patients [7]. Recent evidence suggests that longer INR

recall intervals may also be associated with improved INR

control [8,9], which has in turn been associated with reduced

risk for anticoagulation therapy-related adverse events [10,11].

Moreover, anticoagulated patients with 6-month stable INR

control have been identified [12]. Patients with such stable INR

control experienced significantly fewer anticoagulation ther-

apy-related complications compared with anticoagulated

patients who did not have 6 months of stable INR control.

The objective of this investigation was to expand on previous

research by identifying anticoagulated patients with very stable

(i.e. all INR values in the therapeutic range during a 12-month

time interval) INR control. In addition to identifying patient

characteristics associated with very stable INR values, we

compared the rates of anticoagulation therapy-related adverse

events with those from a group of comparator patients whose

INR control was less stable.

Patients and methods

Study design and setting

The study was a retrospective, longitudinal cohort study

conducted at Kaiser Permanente Colorado (KPCO), an

integrated health care delivery system that provides services

to over 450 000 members in the Denver–Boulder metropolitan

area. Anticoagulation services at KPCO are provided by a

centralized Clinical Pharmacy Anticoagulation Service (CPAS)

[11]. Working collaboratively with the referring physician and

using standardized dosing algorithms [13], CPAS clinical

pharmacists initiate, adjust and refill anticoagulant medications

and order relevant laboratory tests. Dosing algorithms utilized

during this study at KPCO specified a maximum INR recall

interval of 6 weeks. Integrated, electronic medical, pharmacy

and laboratory records systems and the CPAS database

(Dawn-AC�; 4S Systems, Ltd., Milnthorpe, UK) were utilized

to identify patients, treatments and outcomes for this study.

Approval to conduct this study was obtained from the KPCO

Institutional Review Board.

Patients

Patients with a duration of warfarin therapy in excess of

90 days during the study timeframe (January 2000 through to

December 2005), an age of greater than 18 years and warfarin

therapy continuing throughout at least one 12-month obser-

vation period were included in the study. Stable patients were

defined as having all INR values within each patient�s strictly
defined therapeutic INR range for the first identifiable contin-

uous 12-month period (i.e. 100% INR control) during the

study timeframe. Comparator patients were those who did not

have any continuous 12-month period where all INR values

were within the therapeutic range. In order to ensure a minimal

standard for compliance with ongoing INR monitoring, both

stable and comparator patients had to have at least one INR

determination every 8 weeks during the 12-month observation

period. For example, a patient who had an INR target range of

2.0–3.0, at least one INR measurement every 2 months for a

minimum of six measurements, and all INR values recorded

during the 12-month observation period between 2.0 and 3.0,

would be assigned to the stable group.

Data collection

Variables collected for analysis included the primary warfarin

indication, age at start of the 12-month observation period,

gender, INR target, duration of warfarin therapy, and INR

values. Patient-specific factors that could influence the risk for

anticoagulant-related complications also were recorded, includ-

ing a history of diabetes, hypertension, heart failure, venous

thrombosis, hemorrhage, stroke, cancer, and/or use of estrogen

therapy. Risk factors were considered present when a coded

assessment for a given factor during a KPCO healthcare visit

was identified in the 180 days prior to the start of the

observation period. Estrogen therapywas defined as a prescrip-

tion for a systemic estrogen-containing product sold within

90 days prior to the start of the observation period. A validated

measure of patient acuity, the chronic disease score (CDS), was

calculated for each patient by using ambulatory prescription

drug data from the observation period [14]. Chronic disease

scores can range from 0 to 35, with increasing scores indicating

an increasingburdenof chronicdiseasesunder treatment.Useof

the CDS allows for the accounting of each patient�s risk of

mortality and future health care utilization [14,15].

The first occurrence of anticoagulant-related complications

(thromboembolism, bleeding and death) requiring admission

to the hospital or emergency department were sought using

ICD-9 discharge diagnostic codes (available upon request)

within KPCO electronic administrative databases. All events

were subsequently confirmed through independent review of

the patient�s electronic medical record by two investigators.

Events were scored using a modified Naranjo Scale to quantify

the relationship of the adverse event with warfarin therapy [16].

A third reviewer was employed to resolve disagreements.

Thromboembolic complications were defined as any deep

vein thrombosis, pulmonary embolism, cerebral vascular

accident, transient ischemic attack, systemic embolism, or

heart valve thrombosis. Bleeding complications included

episodes such as intracranial bleeding, gastrointestinal hemor-

rhage, hematoma, hemoptysis, epistaxis and hematuria. All

bleeding episodes resulting in admission to the emergency

department or hospital were included regardless of severity.

Fatal events were assessed for direct relationship to bleeding or

thromboembolism using the medical record and/or a death

certificate.

Statistical analysis

Data analyses were performed utilizing SAS 9.1.3 (SAS, Cary,

NC, USA) statistical software. Patient characteristics were

Twelve-month outcomes and predictors of very stable INR control in prevalent warfarin users 745

� 2010 International Society on Thrombosis and Haemostasis



reported as means and standard deviations for interval-level

variables (e.g. age, warfarin dose, length of warfarin therapy,

etc.) and percentages for categorical variables (e.g. gender,

target INR, occurrence of anticoagulation therapy-related

complications, etc.). Group associations between categorical

variables were assessed using the chi-square test and continu-

ous variables were compared between groups using the

independent samples t-test or Wilcoxon rank sum test

(depending on the distribution of the data). Patient character-

istics and risk factors with an overall incidence of ‡1% were

entered into a multivariate logistic regression model to identify

variables that independently predicted INR stability. The alpha

was set at 0.05.

Results

Records from 4701 patients were screened; of these, 3088

patients had a period where at least one INR was measured

every 8 weeks for 12 months. The stable group comprised 533

patients with INR values within the desired reference interval

on all determinations and the comparator group comprised

2555 patients with at least one INR outside the desired

reference interval.

Baseline characteristics of stable and comparator patients

are presented in Table 1. Stable patients were older and more

likely to have had a target INR <3.0, heart failure or prior

venous thrombosis, and been receiving warfarin for atrial

fibrillation, compared with non-stable comparator patients (all

P < 0.05). Stable patients were less likely to have been

receiving warfarin for heart valve replacement, taking concur-

rent estrogen therapy, and their mean CDS was lower

(P < 0.05). Differences in the duration of warfarin therapy

prior to inclusion in the study were not statistically significant

between groups (P = 0.552). The mean percentage of INR

values in the therapeutic range for the comparator group was

42.1% [standard deviation (SD) = 5.7]. The stable patients

had a lower mean number of INRs measured during the

observation period, 12.6 (SD = 1.9) INRs per patient com-

pared with 21.8 (SD = 8.0) for comparators (P < 0.001).

Compared with stable patients, the rate of overall mortality

was higher in the comparator group (P < 0.01) (Table 2).

However, the anticoagulation therapy-related mortality rates

were not statistically significantly different (P = 0.518). The

rates of anticoagulation-related thromboembolic (P = 0.022),

bleeding (P = 0.026) and combined bleeding or thromboem-

bolic (P = 0.003) complications were higher in the comparator

group. Additionally, patients in the comparator group were

more likely to require co-administration of heparin or low-

molecular-weight heparin (P < 0.001).

Independent predictors of INR stability were age>70 years

[odds ratio (OR) = 1.93, 95% confidence interval (CI) 1.56–

2.38], male sex (OR = 1.44, 95%CI 1.16–1.78), target INR of

2.0 (OR = 2.80, 95% CI 1.83–4.28), and the absence of co-

morbid heart failure (OR = 2.08, 95% CI 1.36–3.17)

(Table 3). Conversely, an increasing burden of chronic illness

(i.e. higher CDS) (OR = 0.92, 95%CI 0.88–0.95) and a target

INR ‡3.0 (OR=0.28, 95% CI 0.17–0.47) were independent

predictors of INR instability.

Discussion

In this large retrospective cohort study, we identified 533

patients with very stable long-term INR control.We found that

patients with stable INR control were significantly less likely to

develop complications related to anticoagulation therapy. We

identified that age >70 years, male gender, target INR of 2.0

and the absence of co-morbid heart failure independently

predicted INR stability. Patients with a target INR ‡3.0 and

those with a greater burden of chronic diseases were less likely

to have long-term INR stability. On average the proportion of

comparator patients� INRs in the therapeutic range was 42.1%.

The time in therapeutic range for all patients managed by the

KPCO CPAS is typically about 65% [11].

The results presented here are similar to those we observed in

a study that evaluated patients with stable INR control over a

6-month observation period [12]. As would be expected based

on a definition of stability that required exclusively therapeutic

INRs, fewer patients were able to maintain 100% INR control

Table 1 Baseline characteristics

Characteristic

Stable

group

(n = 533)

Comparator

group

(n = 2555) P-value

Mean age* (SD) 72.9 (9.5) 67.9 (13.5) <0.001

Age >70 years (%) 65.5 48.7 <0.001

Male (%) 58.7 50.0 <0.001

INR target (%)

2.0 7.5 2.5 <0.001

2.5 86.1 77.2 <0.001

‡3.0 6.4 20.3 <0.001

Primary indication for anticoagulation therapy (%)

Atrial fibrillation 51.0 41.4 <0.001

Venous

thromboembolism

23.3 26.0 0.196

Heart valve

replacement

6.4 14.9 <0.001

Other 19.3 17.8 0.410

risk factors (%)

Diabetes mellitus� 2.4 4.2 0.061

Hypertension� 22.3 23.1 0.688

Heart failure� 5.1 10.6 <0.001

Prior venous

thrombosis�
2.4 4.3 0.050

Prior hemmorhage� 0.8 1.7 0.122

Prior stroke� 0.0 0.1 1.000

Cancer� 0.2 0.7 0.229

Estrogen therapy� 8.4 11.5 0.040

Mean chronic disease

score (SD)

6.2 (2.1) 6.7 (2.7) <0.001

Median duration of

warfarin therapy (days)§

(IQR)

1220 (615, 1940) 790 (726, 1782) 0.552

INR, international normalized ratio; IQR, interquartile range; SD,

standard deviation.*As of date of index INR measurement. � During

the 180 days prior to the index INR. �During the 90 days prior to the

index INR. §From initiation of warfarin therapy.
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over 12 months compared with 6 months of observation (533

vs. 2504, respectively). However, both studies found that age

>70, absence of heart failure, target INR <3.0 and a lesser

burden of chronic illness independently predicted stable INR

control, increasing confidence in the observed association of

these variables with INR stability. The two analyses differ in

that male gender was identified as an independent predictor of

stability in the current study, while estrogen therapy was not.

Based on the mean number of INRs measured in stable

patients during the 12-month observation period (12.6), the

observed frequency of INRmonitoring was consistent with the

current North American standard 4-week recall interval in

stable patients. However, as study patients were required to

have at least one INRmeasured every 8 weeks, it is reasonable

to conclude in retrospect that stable group patients could have

been safely monitored with 8-week INR recall intervals; so

doing would have reduced the count of INR measurements by

approximately half without compromising therapeutic out-

comes. Less frequent INR monitoring would probably be well

received by patients on chronic warfarin therapy and would

reduce the utilization of healthcare resources. Changes in

health status, dietary vitamin K intake or co-administered

medications would require more frequent INR monitoring [1].

The utility of 8-week recall intervals should be confirmed in

prospective, controlled trials. The observation that comparator

patients were monitored significantly more frequently (mean

INRs per patient 21.8) than stable patients probably reflects the

standard CPAS procedure of scheduling 1–2-week INR recall

intervals for out-of-range INR values. While it is possible that

more frequent interaction with the healthcare system in

comparator patients increased the chances of identifying

bleeding or thromboembolic complications, we believe this is

unlikely. Our definition of complications required admission to

the hospital or emergency department (see Table 2), and most

encounters for INR testing in our system involve only a visit to

the laboratory for phlebotomy and do not include formal

evaluation by a healthcare provider.

The finding that age >70 predicted long-term INR stability

argues against innate INR variability associated with advanc-

ing age. Although not specifically assessed, we speculate that

better adherence to warfarin treatment regimens among older

patients may have been a factor. We do not fully understand

the association between a lower target INR (2.0) and INR

stability. However, this observation could merely be a conse-

quence of the non-linear association between INR and clotting

factor activity [17]. Thus increasing INR target intervals of

equal width such as those observed in our study (e.g. 1.5–2.5,

2.0–3.0, 2.5–3.5) may in effect have narrower therapeutic

intervals. This is consistent with our observation that INR

Table 2 Unadjusted outcomes during 365-day follow-up period

Characteristic

Stable

group

(n = 533)

Comparator

group

(n = 2555) P-value

Received heparin* (%) 1.1 7.1 <0.001

Deceased (n, %) 2, 0.4 51, 2.0 0.005�

AC-related death (n, %) 0, 0.0 2, 0.1 0.518�

AC-related thrombosis

(n, %)

1, 0.2 34, 1.3 0.022�

Arterial thromboembolism 0, 0 1, 0.04

Deep vein thrombosis 0, 0 4, 0.2

Pulmonary embolism 0, 0 6, 0.2

Stroke 1, 0.2 14, 0.5

Thrombophlebitis 0, 0 1, 0.04

Other 0, 0 8, 0.3

AC-related bleeding (n, %) 11, 2.1 104, 4.1 0.026

Epistaxis 2, 0.4 24, 0.9

Gastrointestinal 5, 0.9 44, 1.7

Hemarthrosis 0, 0 3, 0.1

Hematoma 0, 0 6, 0.2

Hematuria 1, 0.2 10, 0.4

Intracranial 1, 0.2 8, 0.3

Other 2, 0.4 9, 0.4

AC-related bleeding or

thrombosis (n, %)

12, 2.3 136, 5.3 0.003

AC, anticoagulation. *Heparin or low-molecular-weight heparin.
�Fisher�s exact test.

Table 3 Predictors of stable INR control status (c-statistic = 0.69)

Predictor

Adjusted

odds ratio 95% CI

Age

>70 years 1.93 1.56–2.38

£70 years – –

Sex

Female – –

Male 1.44 1.16–1.78

INR target

2.0 2.80 1.83–4.28

2.5 – –

‡3.0 0.28 0.17–0.47

Primary indication for anticoagulation therapy

Atrial fibrillation – –

Venous thromboembolism 0.81 0.63–1.04

Heart valve disorder 1.13 0.65–1.98

Other 1.01 0.77–1.31

Risk factors

Diabetes mellitus

Yes – –

No 1.69 0.93–3.08

Hypertension

Yes – –

No 0.98 0.77–1.24

Heart failure

Yes – –

No 2.08 1.36–3.17

Prior venous thrombosis

Yes – –

No 1.53 0.84–2.79

Prior hemorrhage

Yes – –

No 2.02 0.70–5.79

Estrogen therapy

Yes – –

No 1.04 0.72–1.49

Chronic disease score* 0.921 0.88–0.95

*With all things being equal between two patients, for every 1 point

increase in chronic disease score there is an 8% reduced likelihood of

being stable.
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targets of ‡3.0 independently predicted INR instability. For

patients with atrial fibrillation, INR values <2.0 have been

associated with an increased risk for thromboembolic compli-

cations and more serious sequelae from these complications

[18,19]. In light of this, and the absence of high-quality evidence

showing that a target INR = 2.0 significantly lowers the risk

of major hemorrhage, we recommend against targeting a lower

INR range as a way to extend INR recall intervals.

Our results are likely to be valid. The dataset used to

complete this study was robust, includes real-world patients

with a variety of indications for warfarin and therapeutic INR

targets, and has been used previously in health records and data

extraction research [11,12,20] The large number of patients

included in our analysis increases the generalizability of our

results and reduces the likelihood that unmeasured bias may

have influenced them. Clinical events were comprehensively

collected and described and INR measurements were per-

formed by a single laboratory and systematically captured in an

integrated electronic medical record. All clinical events were

independently assessed for causality using a validated scoring

system by two expert reviewers. The long-term stable cohort

was carefully established using a strict definition for stability.

Most patients observed in our study had been on warfarin

therapy for several years. Potential adherence and survivor

biases were minimized by the fact that both groups observed in

our study could appropriately be termed �prevalent� warfarin
users.

This study does have important limitations. Not all variables

likely to enter into clinical decision making or known to affect

INR control were collected due to the retrospective, observa-

tional design. The retrospective nature of the study also

precludes definitive establishment of cause and effect relation-

ships between study variables and outcomes. It is possible that

some clinical events were missed. However, given that KPCO

patients are either seen within an affiliated hospital or the costs

of care are billed to KPCO when care is provided at non-

affiliated hospitals, it is likely that the vast majority of clinically

important events were captured. Any failure to capture such

events would have been random across groups. Our study was

conducted within an integrated healthcare delivery system with

a specialized anticoagulation service using standardized warfa-

rin dosing protocols and, thus, the observed results may not

directly translate to other healthcare settings.

In conclusion, our work proves that a subgroup of

anticoagulated patients with therapeutically stable INR values

over 12 months can be identified. In general, these patients are

older, with a target INR <3.0 and lower chronic illness

burden. Additionally, patients with highly stable INR values

appear to experience significantly fewer anticoagulation ther-

apy-related complications. Our findings support the suggestion

that INR recall intervals should be individually tailored based

on demonstrated INR control rather than being fixed at some

arbitrary minimum frequency, such as 4 weeks [8]. We

acknowledge that, before widespread change in the frequency

of INR monitoring can be recommended, our findings will

need confirmation in future prospective evaluations.

Addendum
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Magalhães A, Jespersen J. Multicentre randomised study of comput-

erised anticoagulant dosage. European Concerted Action on Antico-

agulation. Lancet 1998; 352: 1505–9.

14 Clark DO, Von Korff M, Saunders K, Baluch WM, Simon GE. A

chronic disease score with empirically derived weights.Med Care 1995;

33: 783–95.

15 Von Korff M, Wagner EH, Saunders K. A chronic disease

score from automated pharmacy data. J Clin Epidemiol 1992; 45: 197–

203.

16 Naranjo CA, Busto U, Sellers EM, Sandor P, Ruiz I, Roberts EA,

Janecek E, Domecq C, Greenblatt DJ. A method for estimating the

probability of adverse drug reactions. Clin Pharmacol Ther 1981; 30:

239–45.

17 Yuan S, Ferrell C, Chandler WL. Comparing the prothrombin time

INR versus the APTT to evaluate the coagulopathy of acute trauma.

Thromb Res 2007; 120: 29–37.

18 Hylek EM, Skates SJ, Sheehan MA, Singer DE. An analysis of the

lowest effective intensity of prophylactic anticoagulation for patients

with nonrheumatic atrial fibrillation. N Engl J Med 1996; 335: 540–6.

19 Hylek EM, Go AS, Chang Y, Jensvold NG, Henault LE, Selby JV,

Singer DE. Effect of intensity of oral anticoagulation on stroke

severity and mortality in atrial fibrillation. N Engl J Med 2003; 349:

1019–26.

20 Clark NP, Witt DM, Delate T, Trapp M, Garcia D, Ageno W, Hylek

EM, CrowtherMA. Thromboembolic consequences of subtherapeutic

anticoagulation in patients stabilized on warfarin therapy: the low INR

study. Pharmacotherapy 2008; 28: 960–7.

Twelve-month outcomes and predictors of very stable INR control in prevalent warfarin users 749

� 2010 International Society on Thrombosis and Haemostasis



Quality of US Primary Care Delivered by Resident and Staff
Physicians

Leah Zallman, MD1, Jun Ma, MD, PhD2, Lan Xiao, PhD 2, and Karen E. Lasser, MD, MPH 3

1 Department of Medicine, Cambridge Health Alliance and Harvard Medical School, Cambridge, MA, USA; 2Palo Alto Medical Foundation
Research Institute, Palo Alto, CA, USA; 3Section of General Internal Medicine, Boston Medical Center, Boston, MA, USA.

BACKGROUND: Few population-based data are available
on the quality of outpatient care provided by resident
physicians in the US.
OBJECTIVE: To assess the quality of outpatient care
delivered by resident and staff physicians.
DESIGN: Cross-sectional analysis. We used chi-square
tests to compare resident and staff physician performance
on 19 quality indicators. Using multivariable logistic
regression, we controlled for sex, age, race/ethnicity,
insurance, and metropolitan status.
PARTICIPANTS: 33,900 hospital-based outpatient visits
from the 1997-2004 National Hospital Ambulatory
Medical Care Survey (NHAMCS).
MEASUREMENTS: Resident and staff physician per-
formance on 19 quality indicators.
RESULTS: Resident physicians were more likely to
care for younger, non-white, female, urban, and
Medicaid-insured patients. In both adjusted and
unadjusted analyses, residents outperformed staff on
four of 19 measures including angiotensin converting
enzyme inhibitor use for congestive heart failure
(57.0% vs. 27.6%; p=<0.001), diuretic use for hyper-
tension (57.8% vs. 44.0%; p=<0.001), statin use for
hyperlipidemia (56.3% vs. 40.4%; p=0.001), and
routine blood pressure screening (85.3% vs. 79.6%;
p=0.02). Residents and staff performed at similar
levels for counseling (range 15.7 to 32.0%). Residents
and staff performed similarly well on measures
capturing inappropriate prescribing or overuse of
diagnostic testing (range 48.6 to 100%). Residents
and staff performed similarly on measures of appro-
priate prescribing (range from 30.9% to 69.2%).
CONCLUSIONS: Primary care provided by resident
physicians is of similar or higher quality than that
provided by staff physicians. Significant opportunity
remains to improve quality of outpatient care provided
by all physicians. Residency training programs should
devote attention to improving outpatient quality of care
delivered by residents.

KEY WORDS: resident; quality of care; primary care.
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BACKGROUND

Despite ongoing efforts to improve the quality of primary care
in the United States, deficiencies persist.1 In recognition of the
importance of residency training in ambulatory medicine, the
Accreditation Council for Graduate Medical Education
(ACGME) increased the required time residents spend in
primary care continuity clinics starting in July 2009 2 and
has supported involvement of residents in quality improve-
ment efforts. Targeting trainees is prudent, as practice pat-
terns are largely determined during the residency training
years. Quality of care delivered by internal medicine residents
is particularly important with respect to addressing health
care disparities, as residents provide a substantial amount of
care to minority and uninsured patients.3,4

Studies have shown increased quality of inpatient care
delivered in teaching hospitals relative to non-teaching hospi-
tals.5,6 However, few population-based data are available on
the quality of outpatient care provided by resident physicians
in the United States. Although prior studies have reported
comparable or increased quality of outpatient care delivered by
residents, these studies have been limited by their lack of a
comparison group 7 or by their focus on specific diseases or
geographical areas.8,9 We analyzed data from the National
Hospital Ambulatory Medical Care Survey (NHAMCS). Our
objective was to compare the quality of outpatient care
delivered by resident physicians and staff physicians in the
United States, across a spectrum of previously defined and
published quality measures.10
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METHODS

Data Source

We analyzed data from the Outpatient Department component
of the NHAMCS collected between 1997 and 2004. The
NHAMCS is administered by the National Center for Health
Statistics (NCHS). It uses a multistage stratified probability
sampling procedure to obtain nationally representative esti-
mates of outpatient visits to hospital-based clinics on an
annual basis. Hospital-based physicians (with staff assistance)
or hospital staff complete NCHS standard encounter forms,
including data on visit diagnoses, over a four-week period. The
survey contains items on patient demographics (with the
patient’s race and ethnicity determined by the physician), up
to three reasons for the visit (in the patient’s own words), visit
diagnoses (primary diagnosis plus two ‘other’ diagnoses),
diagnostic and screening services ordered, counseling and
education provided, and up to six medications. Listed medica-
tions included prescription and nonprescription medications
that the physician prescribed on the day of the visit or prior to
the visit and that the physician expected the patient to
continue taking. In addition, the physician indicates whether
she is the patient’s primary care physician and whether she is
a staff or resident physician. We did not analyze NHAMCS data
after 2004 because the later surveys did not identify resident
physicians. Ninety percent of the selected hospitals participated,
and item non-response rates were generally 5% or less.

Description of Quality Indicators

We examined a set of 20 outpatient quality indicators, which
was previously described in detail for use in NHAMCS.10

Briefly, the quality indicators were developed in accordance
with the Institute of Medicine’s criteria11 of clinical importance,
scientific soundness, and feasibility for indicator selection aswell
as criteria specific to the limitations of the data source. Limita-
tions of the data source included visit-based data, unreliable data
elements and subpopulations, and inconsistent inclusion of
variables over years. Indicators were selected if they were
meaningful when measured at individual patient visits and did
not rely on data elements or subpopulations that are considered
unreliable according to NCHS standards. The quality indicators
fall into five categories: 1) medical management of chronic
diseases (ten measures; e.g. beta blocker use for coronary artery
disease); 2) appropriate antibiotic use (two measures; e.g. no
antibiotic use for upper respiratory tract infection); 3) preventive
counseling (three measures; e.g. exercise counseling in adults at
moderate to high risk for coronary heart disease defined as having
two or more risk factors including a history of smoking, men
>45 years old or women >55 years old, hypercholesterolemia,
hypertension, or obesity and excluding those with known CAD or
diabetes mellitus); 4) screening tests (four measures; e.g. routine
blood pressure screening), and 5) inappropriate prescribing in
elderly patients, defined as age ≥ 65 (e.g. avoiding use of 33
inappropriate medications such as benzodiazepines). We defined
performance on quality indicators as the percentage of eligible
visits receiving recommended care (i.e., the higher the percentage
the better the performance), based on practice guidelines or, in the
absence of authoritative practice guidelines, consensus expert

statements. We excluded visits from both the numerator and
denominator of a measure if the patient had clinical contra-
indications to a recommended treatment. For example, we
computed the measure ‘angiotensin converting enzyme (ACE)
inhibitor use for congestive heart failure (CHF)’ as the number of
visits by adults with a visit diagnosis of CHF who had a
documentedprescription of ACE inhibitors or angiotensin receptor
blockers divided by the number of visits by adults diagnosed as
having CHF. We excluded visits by adults with diagnoses of
hyperkalemia or angioedema from both the numerator and the
denominator. We could only capture disease conditions and
exclusions if the diagnosis in question was listed on the day of
the visit, and if the medication in question was listed on the day of
the visit. Because this study used publicly available anonymous
data, the Institutional Review Board of Boston University Medical
Center deemed it exempt from review.

Statistical Analysis

Using SAS Enterprise Guide 4.2 (SAS Institute, Cary, NC), we
performed analyses using the patient visit as the unit of
analysis. We calculated standard errors for all results as
recommended by the NCHS, which accounts for the sampling
weights and the complex multi-stage sampling design of the
NHAMCS.12 According to the NCHS, estimates with greater
than a 30% relative standard error (i.e. the standard error
divided by the estimate expressed as a percentage of the
estimate) or based on fewer than 30 sample cases may be
unreliable. In accordance with the NCHS analytical guide-
lines, we combined data from 1997-2004 in order to
generate reliable national estimates. We excluded one quality
indicator (antithrombotic therapy for atrial fibrillation), because
it had a sample size that was too small to be considered reliable,
leaving us with 19 quality indicators.

The primary outcomes were mean performance rates on
quality indicators analyzed according to physician status
(resident vs. staff physician). We compared mean performance
rates with chi-square analyses (PROC SURVEYFREQ), fol-
lowed by multivariable logistic regression analyses (PROC
SURVEYLOGISTIC) controlling for patient sex, age, race/
ethnicity, medical insurance, and metropolitan status. We
selected these variables because they have been shown to be
associated with differences in quality of care.13,14

RESULTS

Patient and Visit Characteristics

Table 1 shows characteristics of patient visits made to resident
and staff physicians. Resident physicians were more likely to
care for younger, non-white, female, and urban patients, as
well as patients with Medicaid. Resident and staff physicians
cared for patients with similar numbers of comorbid medical
conditions and from similar regions of the United States. The
proportion of visits to resident and staff physicians for
preventive care versus treatment was similar.
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Performance on Quality Indicators

Table 2 shows mean performance rates on quality indicators
for resident and staff physicians. In both unadjusted and
adjusted analyses, residents outperformed staff physicians on
four measures: ACE inhibitor use for congestive heart failure
(57.0% vs. 27.6%; adjusted p=<0.001), diuretic use for
hypertension (57.8% vs. 44.0% adjusted p=<0.001), statin
use for hyperlipidemia (56.3% vs. 40.4% adjusted p=0.001),
and routine blood pressure screening (85.3% vs. 79.6%;
adjusted p=0.024). Residents and staff performed at similar
levels for counseling on smoking cessation, and for exercise
and nutrition counseling among moderate to high-risk adults;
performance rates ranged from 15.7 to 32.0%. Residents and
staff performed similarly well on measures capturing inappro-
priate prescribing or overuse of diagnostic testing. These
measures included avoiding inappropriate prescribing in elderly

patients, benzodiazepine use for the treatment of depression,
antibiotic use for upper respiratory tract infections, and ordering
routine complete blood counts, urinalyses and electrocardio-
grams; performance rates varied from 48.6% to 100%. Residents

Table 1. Demographic Characteristics of All Patient Visits to U.S.
Resident and Staff PrimaryCare Physicians as Percentages, 1997-2004

Variable Resident
Physician

Staff
Physician

χ2 P value

Visits Visits

n=6322 n=27578

% %

Patient characteristics
Sex
Women 68.5 64.8 0.019
Age
20-44 46.8 38.7 <0.001
45-64 37.4 35.2
>=65 15.8 26.2

Race
White 52.2 67.8 <0.001
Black/African American 34.5 17.8
Hispanic 11.4 11.2
Other 1.9 3.2

Comorbiditya

Yes 34.7 31.6 NS
Mean number 0.49±0.06 0.42±0.02 NS

Visit characteristics
Medical insurance
Private 19.5 38.0 <0.001

Government-sponsored
Medicaid/SCHIP 31.8 19.8
Medicare 17.4 24.5
Other† 31.2 17.7

Visit type
Preventive care 19.1 16.0 NS
Treatment visit 80.9 84.0

Geographic region
Northeast 29.2 27.6 NS
Midwest 33.6 29.0
South 29.4 33.8
West 7.8 9.6

Metropolitan statistical area
Yes 99.0 79.0 <0.001

aComorbidity defined as coronary heart disease (n=967), diabetes (n=
3554), hypertension (n=6469), hypercholesterolemia (n=1504), conges-
tive heart failure (n=507) or stroke (n=207)
†“Other” denotes self-pay, no charge/charity, worker’s compensation,
other and unknown

Table 2. Quality of Outpatient Care Among All Patient Visits to US
Resident and Staff Physicians, 1997-2004

Resident
Physician

Staff
Physician

χ2 P
value

Visits Visits

% (95% CI) % (95% CI)

Medical Management of Common Diseases
(N=number of visits associated with issue)
ACE inhibitor use for
CHF (N=506)

57.0
(39.6,74.4)

27.6
(19.2,36.0)

<0.001a

Aspirin use for CAD
(N=944)

48.4
(25.1,71.7)

35.8
(27.3,44.2)

NS

BB for CAD (N=903) 31.9
(20.4,43.4)

30.9
(23,38.9)

NS

Diuretic use for HTN
(N=3020)

57.8 (51.5,
64.1)

44.0
(40.5,47.6)

<0.001a

IC use for asthma in
adults (N=945)

38.2 (26.5,
49.8)

32.3 (24.7,
39.6)

NS

Statin use for
hyperlipidemia (N=1269)

56.3 (48.3,
64.2)

40.4 (34.9,
45.8)

0.001a

Treatment of
depression† (N=1783)

65.2 (52.6,
77.9)

69.2 (63.8,
74.6)

NS

No benzodiazepine use
for depression (N=1783)

100 ( 1 00 ,
100)

100
(99.9,100)

NS

Hemoglobin A1C checked
for diabetes§ (N=922)

23.3 (10.2,
36.4)

22.0 (13.1-
30.9)

NS

Preventive Counseling
Smoking cessation (N=493) 20.7

(8.7,32.6)
25.6
(17.7,33.4)

NS

Diet/nutrition in high-risk
adults‡ (N=732)

32.0
(20.7,43.2)

28.3
(21.7,34.9)

NS

Exercise in high-risk
adults‡ (N=732)

16.3
(7.1,25.5)

15.7
(9.6,21.9)

NS

Screening Tests
Blood pressure screen
(N=8061)

85.3
(81.1,89.5)

79.6
(76.4,82.8)

0.024a

No routine ECG (N=1335) 95.3
(91.6,99.0)

91.5
(87.6,95.3)

NS

No routine urinalysis
(N=3026)

48.6
(38.5,58.7)

53.7
(47.0,60.3)

NS

No routine CBC (N=551) 88.0
(74.5,100)

81.5
(74.0,89.1)

NS

Appropriate Antibiotic Use
TMP-SMX or quinolone
use for UTI (N=345)

62.2
(45.8,78.6)

60.3
(49.9,70.7)

NS

No antibiotic use for
URTI (N=348)

81.5
(69.0,94.0)

78.0 (69.5,
86.7)

NS

Inappropriate Prescribing in Elderly Patients
Avoiding potentially
inappropriate prescribing
in elderly patients
(N=7372)

93.8 (91.4,
96.1)

93.2
(91.9,94.6)

NS

adenotes that significance remains after adjusting for sex, age, race,
insurance, and urban location
†treatment of depression is defined as: prescribing antidepressants,
psychotherapy or mental health counseling
‡high risk adults is defined as having two or more of the following risk
factors for coronary heart disease: a history of smoking, men >45 years
old or women >55 years old, hypercholesterolemia, hypertension, or
obesity and excluding those with known CAD or diabetes mellitus
§Data only available for 2003 and 2004
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and staff performed similarly on measures of appropriate
prescribing including: treatment of depression (prescribing
antidepressants, psychotherapy or mental health counseling),
trimethoprim-sulfamethoxazole or quinolone use for urinary
tract infections, aspirin and beta blocker use for coronary artery
disease, and inhaled corticosteroid use for asthma. Performance
rates on thesemeasures of appropriate prescribingwere between
30.9% and 69.2%.

COMMENT

Compared with staff physicians, resident physicians provide
primary care that is of similar or higher quality. Residents
outperformed staff physicians on four of nineteen quality
indicators including ACE inhibitor use for congestive heart
failure, diuretic use for hypertension, statin use for hyperlip-
idemia and routine blood pressure screening. Residents and
staff perform similarly on preventive counseling, measures of
avoiding inappropriate prescribing or overuse of diagnostic
testing, and on measures of appropriate prescribing.

Our results are congruent with previous studies that have
demonstrated increased quality of care provided by resident
physicians on specific measures or at single sites.8,9 As in
previous studies, we found that resident physicians are less
likely than staff physicians to prescribe antibiotics for respira-
tory conditions where antibiotics are rarely indicated.8 Both
resident and staff physician performance revealed deficits in
quality of care. This confirms previously identified gaps in
compliance with evidence-based guidelines for blood pressure
screening,15 diet and exercise counseling,16 statin use for
moderate to high risk patients,17 and aspirin use for primary
and secondary prevention of cardiovascular disease.1,18,19

Resident physicians provide a disproportionate amount of care
for vulnerable populations. In our study, residents were more
likely than staff physicians to care for non-white and Medicaid
patients, which is consistent with prior studies.3,4 This finding
suggests that improving the quality of resident outpatient care
might improve the quality of care delivered to underserved
populations and hence potentially reduce disparities in care.

Our analyses are limited because physicians were only able to
list a limited number of diagnoses (up to three) and medications
(up to six). Thus, some diagnoses and medications may not have
been captured on the day of the NHAMCS study visit. The six-
medication limit would cause us to underestimate quality for
indicators that call for use of a specific drug, but overestimate
quality when the measure suggests drug avoidance. Hence, we
would expect measures capturing inappropriate prescribing
(avoiding inappropriate prescribing in elderly patients, benzodi-
azepineuse for the treatment of depression, and antibiotic use for
upper respiratory tract infections) to be somewhat overestimated
in our comparisons, while measures of appropriate prescribing
(treatment of depression, trimethoprim-sulfamethoxazole or
quinolone use for urinary tract infections, aspirin and beta
blocker use for coronary artery disease, and inhaled corticoste-
roid use for asthma) would be underestimated. Similarly, lack of
complete diagnostic information might cause us to underesti-
mate valid contraindications to otherwise indicated drugs. This
problem seemsmost likely for ACE inhibitor in CHF, beta-blocker
for CAD, diuretic use for HTN, and statin use for hyperlipidemia.

However, these problems would only affect our conclusions
regarding the relative quality of care by the two groups of
physicians if these limitations applied differentially to residents
or staff physicians.We know of no a priori reason to believe this is
so and in fact believe that patients cared for by resident
physicians have a similar burden of illness as those cared for by
staff physicians, as evidenced by our finding that patients in each
group were as likely to have a comorbid condition and had a
similar number of comorbid conditions. Thus, we doubt that the
absence of data on additional diagnoses and medications has
introduced bias.

Our analyses are also limited by underreporting of preventive
counseling behaviors in physician-report-based studies such as
the NHAMCS, in which counseling behaviors are underreported
for two reasons: 1) physicians underreport counseling behavior
as compared to procedural behaviors,20 and 2) visit-based data
are unable to capture counseling behaviors that did not occur at
the index visit. We doubt that staff physicians are more likely
than residents to underreport counseling behaviors; however,
because staff physicians have most likely seen their patients
over a longer period of time, counseling is more likely to have
occurred at a prior visit. One of the quality measures, blood
pressure screening, is often carried out by medical assistants
and may therefore reflect a difference in practice performance
rather than individual physician performance. However, as it is
incumbent upon the physician to ensure that screening tests be
performed, the difference in blood pressure screening may still
reflect a difference in physician attention to this screening test.
Our study data were limited to hospital-based clinics and do not
include visits to community-based clinics. Thus our findings
may not be generalizable to those settings. Finally, because our
study period preceded the ACGME-mandated increased ambu-
latory requirements, we have not captured any improvements in
quality of care that may have resulted from this change.

Why are there differences in the quality of outpatient care
provided by resident and staff physicians? Resident physicians
are in themidst of training, thereby increasing the likelihood that
they have learned current evidence-based based guidelines.
Residents are also closely precepted by faculty, whomay bemore
likely than non-teaching staff physicians to practice according to
current guidelines. Residents performed particularly well on
measures that are reinforced by their inpatient training, such
as ACE inhibitor use for CHF and statin use for hyperlipidemia.
Finally, since we were unable to control for the type of institution
(academic vs. non-academic), the higher quality of care delivered
by residentsmay reflect differences in systems of care provided at
academic versus non-academic institutions.

This study highlights the significant opportunity that
remains to improve quality of outpatient care in the United
States, including within residency training programs. While
ongoing quality improvement projects aimed at staff physicians
target the majority of care delivered in the US, quality improve-
ment programs targeting residency training sites are an impor-
tant area for future interventions. Despite the fact that the
majority of care is delivered in ambulatory settings, residents
spend the majority of their training years in inpatient settings.
Residency training programs should devote attention not only to
augmenting time spent in the ambulatory setting as mandated
by the ACGME but also on improving outpatient quality of care
delivered by residents. Residents might participate in quality
improvement projects in order to learn more about quality
measurement and process improvement. Such efforts could be
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guided by the development of a standard curriculum. As more
emphasis is being placed on performance-based compensation,
this is an increasingly important area to which residency
programs should devote attention. Quality improvement inter-
ventions that address specific barriers at the system, provider,
and patient level are necessary in order to reduce the discrepancy
between clinical practice and best evidence.21,22 Research on
factors contributing to deficiencies and disparities in quality of
care will inform the design of tailored interventions.
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Despite increasing prevalence of HIV among U.S. Latinos, partic-
ipation in HIV clinical trials is low. Barriers to HIV clinical trial
participation in U.S. Latinos are not well understood. Using in-
depth, semistructured interviews with HIV care providers serving
HIV-positive Latinos and focus groups with HIV-positive Mexican-
origin Latinos, we assessed cross-cultural barriers (e.g., stigma and
linguistic) to HIV clinical trials in San Diego, California, border-
ing Mexico. Cross-cultural barriers were explored using grounded
theory analytical techniques. Patient-provider concordance on the
nature of HIV-related stigma, linguistic barriers, the impact of U.S.-
Mexico border on Latino patients and participation in clinical trials
were found. Providers described care access challenges faced by pa-
tients of Mexican-origin, particularly in light of immigration and
U.S. border policy. HIV-related stigma and communication bar-
riers among Latinos remain important obstacles to clinical trials
participation and care access in the United States.

KEYWORDS U.S.-Mexico border, immigrants, HIV/AIDS, health
care access, clinical trials

To live on the border is to live in the center: to be at the entrance and
the exit; to inhabit two worlds, two cultures and to accept both.

—José Antonio Burciaga

INTRODUCTION

HIV prevalence is increasing in the U.S.-Mexico border region (Brouwer
et al., 2006) and HIV has been identified as a health priority by the U.S.-
Mexico Border Health Commission and Pan American Health Organiza-
tion (United States-Mexico Border Health Commission, 2003; Pan American
Health Organization [PAHO], 2007). National HIV surveillance data in the
United States indicate a notable increase in the proportion of Latinos among
new HIV infections and AIDS diagnoses, as well as increasing rate of HIV
diagnosis among Latinos—three times higher than in non-Latino Whites in
2005 (Centers for Disease Control [CDC], 2006). Latino participation in HIV
clinical trials, however, remains low (Gifford et al., 2002; Getz & Faden,
2008). Broadly defined, clinical trials are biomedical (e.g., development of
new medications and treatment options or improvement of medication dos-
ing) or behavior-related (e.g., assessment of new behavioral interventions to
prevent disease transmission) research studies with individuals who are as-
signed by the investigator to a treatment or other intervention, and their
outcomes are measured (U.S. National Institutes of Health [NIH], 2009).
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Recruitment of Latinos into HIV/AIDS Clinical Trials 243

Clinical trials are designed to determine new ways of improving patient
health, including comparison of existing treatments to determine relative
effectiveness.

Participation in clinical trials may allow for access to new therapies and
treatment modalities, of particular importance for minority populations most
affected by the HIV epidemic who may have limited access to care. Participa-
tion in clinical trials may not guarantee access to better treatment modalities;
however, it improves a patient’s access to monitoring of their disease state
by clinicians specialized in the field of HIV. Equitable access to clinical trials
may also improve generalizability of study findings to minority populations,
and may reduce health disparities among those most affected by HIV. The
National Institutes of Health (NIH) has issued a directive to promote recruit-
ment of racial and ethnic minorities into research in order to identify potential
differences in effects among ethnic/racial groups (NIH, 2001). Attention to
ethnic and culturally-mediated barriers to HIV care and participation in clini-
cal trials among Latinos in the U.S.-Mexico border region is warranted given
the region’s rapid demographic growth and substantial daily cross-border
interaction (San Diego Association of Governments [SANDAG], 2003; U.S.
Census Bureau, 2007).

Barriers to clinical trials include system-level barriers that may impede
access to care and clinical trials (King et al., 2007). Examples of system-level
barriers include provider preconceived notions or stereotypes about willing-
ness to participate among Latinos and African Americans; language differ-
ences (e.g., clinicians are less likely to discuss clinical trials with patients
who do not speak English); and level of effort that clinical trials person-
nel may make to recruit members of underrepresented communities (King
et al., 2007; Stone, Mauch, Steger, Janas, & Craven, 1997; Stone, Mauch, &
Steger, 1998; Stone, 2005). Ethical issues related to voluntary and informed
consent, participation and coercion are appropriate areas of concern when
enrolling members of traditionally underserved communities, including Lati-
nos of Mexican origin living with HIV. To this end, Institutional Review
Boards and NIH require detailed researcher explanation of how study re-
cruitment will uphold the rights of participants including training of key
personnel in protection of study participants (NIH, 2000). Provisions to im-
prove linguistically-competent and ethically sound enrollment of traditionally
disenfranchised ethnic groups include projects such as Project TRES (2009)
an ethnically and linguistically-tailored ethics training course for Latino/a
community-level research recruitment staff. Notwithstanding, continued at-
tention is needed on potential ethical problems, particularly language-related
issues, in recruitment of underserved populations. Our preliminary work in
clinical trials participation barriers among Latinas living with HIV indicated
that personal factors, such as fear, shame, and stigma are the most commonly
perceived barriers to clinical trials participation (Zúñiga, Blanco, Mart́ınez,
Strathdee, & Gifford, 2007). This same study found that HIV service providers,

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
B
o
s
t
o
n
 
U
n
i
v
e
r
s
i
t
y
/
 
M
u
g
a
r
 
M
e
m
o
r
i
a
l
 
L
i
b
r
a
r
y
]
 
A
t
:
 
1
4
:
4
7
 
2
4
 
J
a
n
u
a
r
y
 
2
0
1
1



244 M. L. Zúñiga et al.

reported system-level barriers (Zúñiga et al., 2007). HIV-related stigma has
been well documented in other studies as a significant barrier to HIV care and
treatment in U.S. Latino populations (Zúñiga, Brennan, Scolari, & Strathdee,
2008; Vanable, Carey, Blair, & Littlewood, 2006), yet its role in clinical trials
participation for U.S. Latinos has not been well established. Furthermore,
although HIV-related stigma has been implicated as a barrier to HIV vaccine
clinical trials recruitment among uninfected populations (Brooks, Newman,
Duan, & Ortiz, 2007) there is limited research on the role of HIV-related
stigma in clinical trials recruitment of persons living with HIV. As the preva-
lence of HIV increases in Latino populations along the U.S.-Mexico border
region, lack of access to HIV-related care, including clinical trials, may further
widen observed disparities in health.

The current qualitative study was conducted in San Diego, California,
which borders Tijuana, Baja California, Mexico. We examined barriers to
HIV clinical trials participation among U.S. Latinos living with HIV and HIV
care providers who serve Latino patients with a specific focus on stigma
and system-level barriers. An in-depth understanding of patient and clinician
contextual realities and perceived barriers to clinical trials is important to
increase the effectiveness of clinical trials recruitment and inform the design
of new approaches to improve access to HIV clinical trials and health care
in Latino populations.

METHODS

Conceptual Framework

The behavioral model of health services utilization developed by Andersen,
Aday, and others was adapted for the present study and served as the the-
oretical framework to explore and define factors associated with barriers to
HIV clinical trials and HIV care in HIV-positive Latino populations in the
U.S.-Mexico border region (see Figure 1; Phillips, Morrison, Andersen, &
Aday, 1998; Andersen, 1995). Specifically, we applied the model’s frame-
work to include access to clinical trials as a factor of enabling resources
within population characteristics (see Figure 1). The Behavioral model pro-
vides a framework in which factors associated with access to clinical trials
can be contextualized within a broader access to care framework. This model
has been used effectively to predict behavior in studies with HIV-positive
persons and other vulnerable populations (Andersen, 1995; Gelberg, Ander-
sen, & Leake, 2000; Dobalian et al., 2006) and was particularly well suited for
the study as it has been successfully applied to access of vulnerable groups
to antiretroviral therapy in the United States (Andersen, 1995).

The current study recruited two different populations (HIV providers
and Latino patients living with HIV), employing sequential qualitative meth-
ods to first conduct in-depth interviews with HIV providers and later using
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Recruitment of Latinos into HIV/AIDS Clinical Trials 245

FIGURE 1 Study Conceptual Framework using the Behavioral Model of Health Services
Utilization.

these findings to inform focus group questions used with Latino patients liv-
ing with HIV. Since there has been little research with clinicians who serve
Latinos living with HIV (Zúñiga et al., 2007), it was imperative to conduct in-
depth interviews with clinicians to understand their perspectives on barriers
to care as part of potential structural barriers faced by patients. Furthermore,
given that our previous research indicated that there may be a disconnect
between perceptions of barriers to clinical trials between clinicians and pa-
tients (Zúñiga et al., 2007), we chose to conduct subsequent focus groups
with Latino patients in order to allow for detailed discussion of patient agree-
ment or disagreement with provider perspectives. This study was reviewed
and approved by the University of California, San Diego (UCSD) Human Re-
search Protection Program. Consent was obtained from all participants prior
to participation.

Recruitment

In-depth, key informant interview participants included a purposive sam-
ple of 15 HIV physicians, pharmacists and nurses from affiliated uni-
versity research centers, clinics and hospitals who actively served Latino
populations living with HIV. Potential participants were chosen based on
recommendations of key members of the UCSD HIV clinical trial system in-
cluding clinical trials recruitment coordinators who work directly with clin-
icians. Potential key informants were contacted via e-mail and phone by
a member of the research team; of the 33 persons contacted, 15 agreed
to participate (45%). Our sample included clinicians who are integrally
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involved with HIV clinical trials, including study principal investigators and
co-investigators. Low clinician response rate is common in busy clinical en-
vironments where schedules may make it difficult for clinicians and study
staff to participate; King and colleagues indicated low response rates among
HIV clinical trials study staff, with rates ranging from 56% to 58% in an
internet-based survey (King et al., 2007).

Focus group participants were Latino patients living with HIV in the San
Diego region. Eligibility criteria included: ≥18 years of age, Latino, English-
or Spanish-speaking, and living with HIV. Thirty-seven persons participated
in a total of four focus groups (two male and two female groups). Of the
four focus groups, two focus groups (one female and one male group) were
comprised of persons who had participated in a clinical trial, and two (one
female and one male group) were conducted with persons who had never
participated in a clinical trial. Focus group participants were recruited by
volunteer peer advocates from a partner community clinic as well as by
outreach workers from the UCSD HIV clinical trial research groups.

Data Collection

The in-depth interviews were conducted using a guide that included 29
open-ended and 6 closed-ended items, based on research generated from
patients living with HIV and HIV service providers that indicated specific
difference in perspectives on barriers to entry into clinical trials (Zúñiga
et al., 2007). Questions such as: “Do you think low acculturation influences
an HIV-positive Latino’s willingness or ability to participate in a clinical trial?”
and “Do you think Latino patients are worried that someone will find out
they are HIV-positive if they participate in a clinical trial?” wer were followed
by prompts for the participants to expand on why or why not they thought
the statement was correct. Trained study interviewers conducted the hour-
long interviews with providers at a mutually convenient time and location.
Providers did not receive an incentive for participating in the study.

Provider interview data were used to generate patient focus group ques-
tions and to ask patients about their perceptions of patient-provider com-
munication, its role as a potential mediator of health choices, satisfaction
with HIV medical services and care, and how these items may influence
clinical trial participation. Draft focus group questions were presented in
Spanish to a peer advocacy group for evaluation and feedback. Peer advo-
cate review contributed to identification of errors and resulted in substantial
improvements in clarity of questions in the interview measure. Focus group
questions (12 total) were designed to provide participants with sufficient
background information to understand the context of provider comments
derived from key informant interviews and promote focus group reflection;
elicit agreement or disagreement; and contribute their own thoughts on the
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Recruitment of Latinos into HIV/AIDS Clinical Trials 247

subject. Questions framed the issue and were followed by prompts for the
participants to expand on their statements. Examples include: “For persons
living with HIV who are undocumented, do you think that for those people
their citizenship status is a barrier to participation in clinical trials?;” and “Do
you think that the role of your family or partner could influence your partici-
pation in a clinical trial?” A 12-item demographic survey, including questions
on education level, language preferences, and income, was also adminis-
tered to study participants. All focus groups were conducted in Spanish and
lasted between 1.5 and 2 hours; two were conducted at a collaborating com-
munity clinic and two at a UCSD clinical trial research office. Participants
were read a consent form and allowed to ask questions during the entirety
of the process. Participants received a $25 grocery store voucher. (Study
measures and protocols are available upon request from the study’s lead
author).

DATA ANALYSIS

We followed the principle of microanalysis as described by Strauss and
Corbin (1990), which is the detailed analysis of text that is necessary at the
beginning of analysis to generate initial themes and suggest relationships
between themes. Two members of the study team reviewed all interviews
and focus group transcripts to identify themes.

Subsequent analysis was conducted independently by three study team
members using open coding procedures on a sample of 5 of the 15 clini-
cian/provider interviews to generate concepts, properties, and dimensions
discovered in the data (Strauss & Corbin, 1990). The study team then met to
discuss categories and reach consensus on coding themes. Next, the study
team independently reviewed and coded two open-ended questions to reach
consensus on how codes had been applied and whether there were emerg-
ing themes that merited new codes.

Using the revised coding scheme, two members independently coded
five pages of two focus group transcripts. Coded questions were indepen-
dently reviewed by third team member, who determined inter-rater reliability
and met with study team to resolve coding discrepancies. Inter-rater relia-
bility was >80%. The qualitative text analysis software, ATLAS.ti (version
7; ATLAS.ti Scientific Software Development GmbH), was used to facilitate
visualization and organization of coded categories (concepts that stand for
phenomena/central ideas in the data) and their properties, dimensions, and
subcategories (Strauss & Corbin, 1990) as well as to facilitate generating
frequencies of coded categories. Using the method of constant comparison,
(Glaser & Strauss, 2006; Strauss & Corbin, 1990) a final coding taxonomy
was reached through study team consensus.
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RESULTS

Demographics

HIV care providers participating in in-depth interviews included 10 physi-
cians, 3 nurses, and 2 pharmacists; were mostly non-Hispanic (66.7%), male
(73.3%), and worked with HIV-positive Latinos for >10 years (73.3%). Slightly
less than half of provider respondents were comfortable communicating in
Spanish (47%), with one provider preferring to respond to the in-depth ques-
tions in Spanish.

Of 37 Latino focus group participants, 57% were male; and mean age
was 43 years (range 22–59 years). Most participants were born in Mexico
(92%) and about 60% of persons born outside of the United States had lived
in the United States ≥10 years; 41% made at least one round-trip border
crossing per month. About 38% had completed ≤8 years of schooling; nearly
70% reported an annual family income <$15,000/year and 27% reported
no medical insurance. Most (78%) preferred receiving health information in
Spanish. Eighty-eight percent of participants were exposed to HIV through
sexual contact and 50% had lived with HIV for ≥10 years; about half (49%)
having been diagnosed in Mexico. Additional focus group sociodemographic
data are provided in Table 1.

Key Emergent Themes

Major themes identified in both in-depth provider interviews and patient
focus groups were: (a) HIV-related stigma, (b) Communication/language;
(c) Cross-cultural issues; and (d) U.S.-Mexico border and immigration. Find-
ings are presented by major theme with HIV provider perspectives first,
followed by patient perspectives.

HIV-RELATED STIGMA

Providers described manifestations of HIV-related stigma as barriers to clin-
ical trials participation among their Latino patients, noting the influence of
individual-level stigma (e.g., fear of losing social support if seen entering
an HIV research center) and community-level stigma (e.g., family adversely
influenced their desire to seek medical care out of concern that others will
learn of patient’s status). Internalized stigma, both HIV-related stigma and
stigma about sexual orientation, was expressed by providers who indicated
that Latino patient discomfort with disclosure could serve as a barrier to par-
ticipate in an HIV clinical trial. Providers conveyed that some patients felt
guilty about being infected with HIV. Internalized stigma overlapped with
patient concern about the number of additional clinic visits that clinical trials
participation entails and having to explain to family members the reason for

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
B
o
s
t
o
n
 
U
n
i
v
e
r
s
i
t
y
/
 
M
u
g
a
r
 
M
e
m
o
r
i
a
l
 
L
i
b
r
a
r
y
]
 
A
t
:
 
1
4
:
4
7
 
2
4
 
J
a
n
u
a
r
y
 
2
0
1
1



Recruitment of Latinos into HIV/AIDS Clinical Trials 249

TABLE 1 Demographics of Latino Focus Group Participants (n = 37)

Characteristics N %

Gender
Male 21 56.8
Female 15 40.5
Transgender 1 2.7

Age
18–35 7 18.9
36–51 23 62.2
52+ 6 16.2
Missing 1 2.7

Family income per year
<$15,000 26 70.3
$15,000–24,999 5 13.5
$25,000–49,999 0 0
$50,000+ 1 2.7
Missing 5 13.5

Years of school completed
0 1 2.7
1–8 13 35.1
9–12 14 37.8
>12 9 24.3
Missing 1 2.7

Country of birth
United States 1 2.7
Mexico 34 91.9
Guatemala 1 2.7
Missing 1 2.7

Length of U.S. residencya

0–5 years 7 19.4
6–9 years 6 16.7
10+ years 22 61.1
Missing 1 2.8

Monthly border crossings (round-trip)
0 12 32.4
1–5 9 24.3
6–9 2 5.4
10+ 4 10.8
Missing 10 27.0

aAmong participants not born in the United States.

going to the doctor more often. Stigma was also raised in the context of
trusting providers (e.g., patient concern over who will have access to their
clinical trials information), although the broader influence of HIV stigma
on the patient appeared to be more of a concern than patient mistrust of
providers.

Providers felt that patients were concerned about being seen at sites
where only persons living with HIV receive care. One provider indicated
that a patient was anxious about being identified as someone living with
HIV so the provider made recommendations as to other clinics where the
patient could seek care. Co-occurring themes with HIV-related stigma were
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disclosure and family social support. Although providers observed Latino
patient reticence to be seen walking into an HIV research center, providers
felt that it would be beneficial to have clinical trials centers closer to where
Latinos reside. Some patients feared that they may be seen and somehow
compromise the social support provided by their family if the patient’s HIV
status became known. As one provider described:

But the problem is that they [families] are supportive [and] they try to
cover the issue; one of the young ones die of HIV they will say they die
of pneumonia . . . or something other than complications related to HIV.
If you tell them it is an HIV clinic then they will try to skip appointments.
If you say that this is a place they do HIV studies they will be labeled
and for sure try to avoid us.

The increase in number of care visits related to clinical trials participation
was also perceived as problematic for patients who are concerned about
stigma and having to explain to family and/or employer the reason for
increase in visits. Increase in number of visits associated with clinical trials
participation was specifically noted as a problem for employment, where
patients feared having to disclose to employers the reason for needing time
off for additional medical appointments and for school, where families may
feel uncomfortable about explaining to teachers why the child will need to
visit the doctor so often.

When the HIV-related stigma question was posed to Latino focus group
participants, two individuals in different groups asked for clarification of the
word stigma. The facilitator allowed participants who were familiar with
this term to define it for their peers in order to observe how HIV-related
stigma is understood and identified within the community. For example, in
the women’s group one participant stated, “Stigma is, for example, when
you are ashamed to talk about it, you don’t want to talk about it as if it were
taboo for you or others.”

Upon clarification of the term, participants engaged in discussion of
their personal experiences with how perceived and felt HIV-related stigma
and discrimination had affected their lives and that of their families. Female
participants discussed how they have coped with HIV-related stigma over
time. Upon reflecting on her experiences of living with HIV, navigating
feelings of stigma, and HIV clinical research, one participant noted:

At first, HIV stigma makes one starts to become paranoid . . . you receive
a letter, “we invite you to participate in a study of HIV,” and you want
to burn the page or rip it up due to fear of that . . . and then you start to
close your doors, when it should not be like that. You should talk with
your family and overcome that barrier, but I’m saying not with all the
family, but with close family, we should do that.
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Women in both focus groups discussed at great length their efforts to
avoid HIV-related stigma, mentioning having to be dishonest with family
or persons in their social and faith networks to avoid being stigmatized by
family and their community. Latinas discussed naming other diseases they
or their partners had to avoid HIV disclosure (e.g., cancer). Important to the
discussion was past experiences with discrimination related to living with
HIV and being singled out with questions about how they were infected; for
married women this was a particularly difficult point, navigating both their
partner’s HIV status as well as their own. Men did not specifically mention
masking their HIV infection by telling friends and family they had another
disease. One male participant stated, “Almost all of my neighbors know I
have AIDS; to me, it doesn’t matter, it doesn’t matter to me what people say.”
The same participant however did admit that the stigma related to having
HIV was a problem and concern for many other people: “It depends on the
person . . . but yes there are a lot of people it [stigma] affects . . .”

Focus group participants also mentioned they often avoided discussion
of HIV because they were tired of sharing their experiences with others
and having to field more questions. However, apart from one participant’s
general concern about maintaining the confidential nature of HIV-related
medical appointments, focus group participants did not otherwise mention
concern about being seen at an HIV medical clinic and were enthusiastically
in favor of having clinical trials sites closer to where they live.

COMMUNICATION/LANGUAGE

Provider discussion of communication and language issues centered on the
desire for improved access to bilingual staff and interpreters to facilitate
enrollment of Latino patients with limited English language proficiency into
clinical trials. Some providers expressed frustration with having a Spanish-
speaking Latino patient, who was eligible for a study, but lacked access to
an interpreter and having to ask the patient to wait. Some providers who did
not speak Spanish were either learning or expressed interest in opportunities
to improve Spanish-language skills.

Focus group participants talked about challenges to effective commu-
nication with health care providers as well as experiences that optimized
communication. Although the importance of learning English was generally
acknowledged, both men and women’s groups expressed their preference
communicating in Spanish during their medical appointments. Participants
noted as well that although they may grasp working knowledge of English,
their exposure to English medical terminology may be limited. In both male
and female groups, language was also raised in the context of having trust
in one’s provider, and that a good relationship with the provider included
ability to communicate in Spanish. Language was viewed by some as a
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mediator of satisfactory clinical encounters, including availability of inter-
preter and patients expressed appreciation of clinician efforts to learn Span-
ish. As one patient expressed: “My doctor is learning Spanish and I love
that . . .”

For some participants, limited English proficiency (speaking and read-
ing) was a barrier to clinical trials participation, and one female participant
stated this remained a barrier even when she offered to bring someone who
could interpret during appointments, she stated:

For example, I wanted to enroll into a neuropathy study that interests me
a great deal because I have neuropathy, and they told me: “you know
what, um, but you need to be proficient in English.” I say: “what if I bring
an interpreter?. . .” [provider response]: “No, you have to speak it.”

Language was not reported by men as a specific barrier to clinical trials, but
the importance of having access to interpreters was very important to both
male and female focus group participants. One male focus group participant
described having had a highly satisfactory interaction with a clinician through
an interpreter on a telephone; the interaction included a conversation about
sensitive topics whereby the patient felt that a telephone interpreter was less
obtrusive to effective communication than having an interpreter physically
in the consultation.

Patients felt that communication with providers was compromised when
providers stereotyped them and felt that their relationship with the provider
was undermined when clinicians made assumptions that the patient did not
feel were accurate. The issue of cross-cultural communication also emerged
with reference to diet. One male focus group participant described the fol-
lowing comments made by his physician: “Because you Mexicans are accus-
tomed to eating a lot of fats . . . it’s that your metabolism [of Mexicans] . . . since
young children you eat many fats, then it is not like the Americans who eat
a little less fat.” A similar sentiment was expressed by a female participant
who felt that she was unable to communicate effectively with her provider
that she was eating healthfully although she was experiencing weight gain.

CROSS-CULTURAL ISSUES

Providers mentioned the health belief of fatalismo [fatalism], or the idea that
all things happen by fate or are destined to happen in relation to participation
in clinical trials. According to one of the providers:

There is an element of fatalism sometimes in the Latino community about
HIV. That now I have it, I’m going to die soon, and if they want me in a
study that means that I really am going to die soon.
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Another cultural consideration providers noted about their Latino patients is
a deep respect some have for the physician. One provider reflected: “[There
is] more of a dependence on provider recommendation . . . [Latinos] see [the]
doctor as an authority figure . . . may feel some pressure to comply and
participate.” Another provider mentioned: “[Latinos] are more likely to do
what the doctor recommends . . . or want to participate [in clinical trials] to
keep their doctor happy.” Male and female focus group participant reflections
on culture included awareness of differences in communication styles and
stereotyping of non-Latinos, as one Latino focus group participant stated:

We Latinos are accustomed to having people be a little warmer . . .“how
are you?. . . how has it been going?”. . . even if it is a quick chat of two
minutes. . . . the culture, the Germans, the Saxons, it is true, the culture is
naturally colder, not because they are bad people or anything like that.

A second male focus group participant indicated a positive experience with
care he received in the United States from physicians from Tijuana: “They
understand us. They know our culture, our problems.” Discussion ensued
on the patient’s responsibility to learn about the provider’s culture and one
male participant recommended that U.S. providers learn about the health care
delivery system in Mexico to better understand how Mexican immigrants in
the United States experience care delivery in their country of origin.

U.S.-MEXICO BORDER ISSUES

Providers were aware of their Latino patients’ strong ties to Mexico, including
residence or having family in Tijuana. Awareness included knowledge of
long wait times to cross the border and patient ability to make appointments
on time. Border and immigration-related concerns and patient experiences
also included co-occurrence with HIV stigma:

The ones that live in Mexico. . . . the rest of the medical system doesn’t
know of their diagnosis, they live in a constant state of fear that they
might get sick and they might need emergency treatment, there they
would be thrown in a hospital where they might have relatives, nurses
or people that know them around them, they don’t want to trust them
over there with their diagnosis, and unfortunately that creates an issue
because physicians and nurses there deal with patients that are HIV-
positive without knowing that they’re treating HIV. And, of course, that
skews their intervention and biases their diagnostic ability.

Male and female focus group participants discussed many instances of
how the U.S.-Mexico border and immigration policies impact their daily
lives. Latino men discussed differential access to HIV care and medication
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depending on one’s ability to cross the border, and efforts to donate unused
medication to HIV-positive persons living in Tijuana. Women also discussed
this circumstance, adding that there was an anxiety for them when they were
crossing back from Tijuana to San Diego. Women expressed fear that U.S.
border patrol agents may ask what their personal medications are for, since
current U.S. policy indicates that non-U.S. citizens living with HIV may be
denied entry into the United States or denied U.S. visas (National Immigration
Project, 2004). Women also discussed how reliance on public transportation
and concern over border patrol “sweeps” on public transportation would
influence their decision to participate in a clinical trial. This consideration
of transportation as a barrier to care is unique to U.S. immigrants who hold
certain types of visas or who are undocumented in the United States. Women
also expressed keen awareness of the implications of deportation on their
ability to access HIV care, indicating concern about a lack of knowledge
about the types and location of HIV medical services in Tijuana. Deportation
was also mentioned as a concern among women because it separates families
and potential sources of support for persons living with HIV.

DISCUSSION

Our study has several important implications for Latino participation in clini-
cal trials and access to HIV care that provide a deeper understanding of how
HIV-related stigma, communication and language, and other related cross-
cultural issues and the border region impact the lives of Mexican-origin
immigrants living with HIV. With some important modifications to fit our
border context, the behavioral model of health services utilization adapted
for this study served well as an explanatory framework for participation in
clinical trials (Figure 1). Model components such as health behavior (partic-
ipation in clinical trials) and outcomes (patient satisfaction with the clinical
encounter) indeed appear to be influenced by the environment (U.S.-Mexico
border and access to HIV care in binational context); population characteris-
tics/predisposing characteristics (e.g., patient language, immigration status)
and enabling resources (e.g., patient-provider relationship, including trust
and patient ability to understand what is being said during their appoint-
ments). Our findings indicate that participation in clinical trials in this pop-
ulation may be influenced by cross-cultural issues that span all components
of the model. We also note that resolution of environmental barriers such
as moving clinical trials centers closer to communities may not necessar-
ily improve participation if patients or their families are concerned about
HIV-related stigma associated with being seen at a health care facility for
HIV, including clinical trials center.

Across the four focus groups there was general agreement with provider
observations and in many cases, participants expanded in great length on
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these observations, engaging in a lively dialogue and expressing their ex-
periences and additional views on HIV-related coping strategies, including
failed coping strategies. Patient discussions also offer insights on stereotyp-
ing; feeling stereotyped and how patients may stereotype non-Latinos, both
of which enrich understandings of how patients may respond to different
clinical encounters. Focus group discussions also revealed patient sensitivity
to issues surrounding fear of deportation, raised specifically during discus-
sion of transportation-related barriers to care. This finding may serve to im-
prove provider communication with their Latino patients who rely on public
transportation.

Our findings extend those of previous studies that have quantified bar-
riers such as lack of information about clinical trials; lack of transportation;
limited clinic hours; concern over being part of an experiment; and fear of ad-
verse events from treatment (Stone et al., 1997; Zúñiga et al., 2008; Travieso,
2003). In the current study, HIV care providers articulated several instances
of how HIV-related stigma directly impacted Latino patient participation in
clinical trials, particularly when patients’ families are either not aware of the
person’s HIV status, or are aware but want to protect the patient from HIV-
related stigma and may discourage patient participation in a clinical trial. The
role of family appears to have a potential duality in the context of clinical
trials, where families who serve as a source of social support and protec-
tors of persons living with HIV may in some cases not support participation
when HIV-related stigma is a concern. The nature of HIV stigma and how
it permeates the lives of Latino patient study participants provided a deeper
understanding of the patient context in which care decisions, including clin-
ical trials participation, are made. Our work indicates that HIV medical care
providers are attuned to the impact of stigma on the lives of their patients,
but further study is needed to raise awareness of how HIV-related stigma
may play a direct role in clinical trials participation. Gender-based differ-
ences in the impact of HIV-related stigma and coping mechanisms are also
important to explore. For example, women in our focus groups mentioned
coping with HIV-related stigma by telling friends and/or family members
that they had cancer, rather than HIV. Male focus group participants did not
identify this as a coping strategy.

Both patients and providers underscored the impact of HIV-related
stigma in immigrant patients who currently live in or frequently visit Mexico.
Concerns about patient lack of disclosure to other health care providers in
Mexico or fear of their HIV status being disclosed if care were received in
Tijuana were raised by providers and not patients. However, wherever care
is received, both patients and providers mentioned concern about being
recognized at an HIV care facility. In contrast to other studies that identi-
fied provider language-mediated barriers to clinical trials participation (King
et al., 2007; Stone et al., 1998), our study indicated a genuine earnestness
on the part of some providers to accommodate for patient language needs.
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Providers were aware of the barriers that limited English proficiency could
place on patient ability to participate in clinical trials and provided recom-
mendations on how to reduce these barriers. Patient resourcefulness to bring
their own interpreter, however, was not necessarily a bridge for this barrier
when clinical trials materials were available in English only.

Our finding on the role of patient-provider racial or ethnic concordance
offers partial support to the observation of Sohler and colleagues (Sohler,
Fitzpatrick, Lindsay, Anastos, & Cunningham, 2007), that patient-provider
ethnic or racial concordance was not associated with trust in provider, that
is, patients tended to trust their providers regardless of whether they were
of the same race/ethnicity or not. Patients in our study were aware that
culturally-effective clinical communication is enhanced when receiving care
from clinicians who are of Mexican-origin and familiar with Latino culture,
however they were particularly appreciative of efforts made by their non-
Latino providers to learn Spanish.

We observed several instances of the seemingly paradoxical nature of
improving inclusivity of Latino populations into HIV clinical research stud-
ies and HIV care provision in a border context. Paradoxical responses were
found for clinical trials locations; the role of family in supporting clinical
trials participation; and delivery of culturally-effective care (Zúñiga et al.,
2006). Although providers and patients indicated enthusiastic endorsement
of having clinical trials recruitment and care centers closer to where Latino
communities reside, stigma, manifested as concern over being seen at a
clinical trials site or clinic exclusively for persons living with HIV, was ex-
pressed during interviews with providers as a clear barrier to clinical trials
participation.

Prior recommendations to reduce barriers to HIV clinical trials partici-
pation for traditionally underserved communities include improving patient
satisfaction with the quality of the patient-provider relationship and improv-
ing physician referrals to clinical trials (Cargill & Stone, 2005). Based on our
study findings, opportunities to move HIV clinical trial centers closer to com-
munities may address logistical problems for many Latinos living with HIV.
However, this will necessitate thoughtful consideration of how stigma can
be mitigated, with the essential need for feedback from community mem-
bers themselves. Community member perspectives on research, the research
institution’s reputation in the community, as well as the relationship be-
tween researchers and the target community are all important considerations
for successful recruitment into research studies (Sullivan et al., 2001). Con-
cern over immigration issues necessitates that clinicians who serve immigrant
communities also consider this as a potential barrier to care and clinical trials
access for their patients. Provider opportunities to mitigate this con-
cern may include becoming informed about immigrant patient rights (Na-
tional Immigration Project, 2004); being sensitive to the potential for
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immigration-specific duress in immigrant populations (e.g., concern about
taking public transportation to clinical trials site for fear of encountering
immigration authorities); and reassuring patients that their relationship with
providers will not be compromised through a violation of trust.

Because our populations were drawn from care centers affiliated with
a university research center, our findings may not be generalizable to other
providers and Latino subgroups or nonborder dwelling populations, or pop-
ulations who have had less experience with clinical trials. Although study re-
searchers made an effort to recruit persons living with HIV who had and had
not participated in clinical trials, it was apparent, particularly in the men’s
groups, that most participants had some experience with and knowledge
about clinical trials due to receiving care from providers affiliated with the
academic medical center and perhaps also due to length of time living with
HIV. Nevertheless, future study is needed to understand the relative impor-
tance of major barriers in Latino populations. We also wish to acknowledge
potential bias in focus group study questions. For example, questions spe-
cific to documentation status as a barrier to care could have elicited biased
responses. We found, however, that as a whole, our study measure elicited
frank participant discussion of sensitive issues such as stress of crossing the
border with HIV medications or fear of deportation which enriched the depth
of understanding of their perceived barriers to clinical trials participation and
care. Finally, our small sample size may have missed important issues that
larger studies may have uncovered with patients and HIV clinicians. The
qualitative nature of this work, however, provides us with an in-depth un-
derstanding of barriers to clinical trials that informs future interventions to
improve clinical trials representation.

CONCLUSIONS

Understanding barriers to participation in clinical trials is fundamentally in-
separable from barriers to HIV-related care faced by Latino populations over-
all. Efforts to decrease disparities in clinical trials participation among Latino
populations will include many, if not all, of the same strategies to improve
patient engagement into care. This study attempts to fill an important gap in
our understanding of low Latino recruitment into clinical trials, and is worthy
of attention in future patient-level or provider-level interventions to promote
clinical trials participation. Efforts must be made to improve consciousness
among HIV clinical trials clinicians and staff of the multiple barriers po-
tentially faced by their Latino patients, including the profound impact of
HIV stigma and limited English proficiency on clinical interactions and ac-
tivities. That immigrants of Mexican origin comprise a large proportion of
persons living with HIV/AIDS in California makes imperative the inclusion of
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deportation anxiety and U.S. immigration policies in discussions of improv-
ing access to HIV care, including participation in clinical trials.
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Zúñiga, M. L., Sidelinger, D. E., Blaschke, G. S., Silva, F. A., Broyles, S. L., Nader, P.
R., (2006). Evaluation of residency training in the delivery of culturally effective
care. Medical Education, 40, 1192–1200.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
B
o
s
t
o
n
 
U
n
i
v
e
r
s
i
t
y
/
 
M
u
g
a
r
 
M
e
m
o
r
i
a
l
 
L
i
b
r
a
r
y
]
 
A
t
:
 
1
4
:
4
7
 
2
4
 
J
a
n
u
a
r
y
 
2
0
1
1


	2010 Publications (A-L)
	Alford Pain Update 2010 JGIM
	Update in Pain Medicine
	INTRODUCTION
	ASSESSMENT
	Implications for Practice

	COLLABORATIVE CARE
	Implications for Practice
	Implications for Practice

	CHRONIC PAIN AND DEPRESSION
	Implications for Practice

	OPIOIDS AND CHRONIC PAIN
	Implications for Practice
	Implications for Practice

	CANNABIS AND CHRONIC PAIN
	Implications for Practice

	COMPLEMENTARY AND ALTERNATIVE TREATMENTS
	Implication for Practice

	TREATMENT FOR SPECIFIC TYPES OF CHRONIC PAIN
	Implications for Practice
	Implications for Practice

	References


	Do attitudes about unhealthy alcohol and other drug use impact....
	Ayotta_JGIM
	Race Differences in Cardiac Catheterization: The Role of Social Contextual Variables
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	METHOD
	Study Setting and Sample
	Procedure
	Measures
	Analyses

	RESULTS
	DISCUSSION
	CONCLUSION
	References



	Predictors of timely follow-up after abnormal Cancer Screening (Battaglia, Freund, Ash)
	The clock is ticking-the case for achieving more rapid control of hypertension
	Can administrative data identify active diagnoses for long-term care resident assignment
	Can administrative data identify active diagnoses for long-term care resident assessment?
	Dan R. Berlowitz, MD, MPH;1* Elaine C. Hickey, RN, MS;1 Debra Saliba, MD, MPH2
	1Center for Health Quality, Outcomes, and Economic Research, Edith Nourse Rogers Memorial Veterans Hospital, Bedford, MA; and Boston University School of Public Health, Boston, MA; 2Greater Los Angeles Department of Veter ans Affairs Geriatri...


	INTRODUCTION
	METHODS
	Study Setting and Sample
	Minimum Data Set Assessments
	Department of Veterans Affairs Administrative Data
	Analyses

	RESULTS
	DISCUSSION
	Table.

	CONCLUSIONS
	ACKNOWLEDGMENTS
	REFERENCES

	Risk adjustment in rehabilitation quality improvement
	Factors associated with favorable drinking outcome 12 mos after hospitalization...
	Factors Associated with Favorable Drinking Outcome 12 Months After Hospitalization in a Prospective Cohort Study of Inpatients with Unhealthy Alcohol Use
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	METHODS
	Analyses

	RESULTS
	DISCUSSION
	References



	(Bertholet)Alcohol consumption patterns in HIV-infected adults with alcohol problems
	Response to a relational agent by hospital patients with depressive symptoms (Bickmore, P-0)
	Response to a relational agent by hospital patients with depressive symptoms
	Introduction
	Depression
	Health literacy and mental health
	Relational agents in mental health
	Overview

	Related work
	Technology in mental health
	Technologies for depression intervention and treatment
	Conversational agents in mental health
	Relational agents in mental health

	Design of a relational agent for patient education at hospital discharge
	Development methodology
	Implementation
	Pilot studies

	Acceptance of relational agent by patients with depressive symptoms
	Methods
	Study setting
	Participants
	Measures
	Depressive symptoms
	Therapeutic alliance
	Health literacy
	Attitudes towards the agent
	Questions asked

	Procedure

	Results
	Discussion
	Limitations


	Conclusion and future work
	Acknowledgements
	References


	Usability of conversational agents by patients with inadequate health literacy (PO)
	Performance of mixed effects models in the analysis of mediated longitudinal data (Cheng)
	Abstract
	Background
	Methods
	Results
	Conclusions

	Background
	Methods
	Setting
	General SEM Formulation
	SEM Simulation Model
	Linear Mixed Effects Models
	Data Characteristics to be Varied in Simulated Data
	Sample Size
	Effect Size and Total Effect Distribution
	Distribution of the Outcome Variable

	Data Simulation

	Results
	Sample Size
	Effect Size and Total Effect Distribution
	Distributions
	Results when Effects of the Main Independent Variable Change Over Time

	Discussion
	Conclusions
	Author details
	Authors' contributions
	Competing interests
	References
	Pre-publication history

	Comparison of in-hospital versus 30-day mortality assessments for selected medical conditions
	IQI Trends, Med Care 2010 (Borzecki)
	The epidemiology and management of severe hypertension
	The epidemiology and management of severe hypertension
	Introduction
	Materials and methods
	Study population
	Data collection
	Analyses
	Objective 1: examine the epidemiology of patients with severe hypertension
	Objective 2: patient characteristics associated with severe hypertension
	Objective 3: examine the management of patients with severe hypertension


	Results
	Objective 1

	Table 1 Total exposure to severe hypertension
	Objective 2
	Objective 3

	Table 2 Baseline patient characteristics by highest BP group
	Table 3 Baseline patient characteristics by severe hypertension group
	Table 4 Percentage of patients with subspecialty clinic visitsa
	Discussion
	Table 5 Medication use at study end by highest preceding BP category
	Figure 1 Mean number of antihypertensive medications at study end by highest preceding blood pressure (BP) category and final BP control.
	Figure 2 Adequacy of blood pressure (BP) treatment at study end by highest preceding BP category and final BP control.
	Conflict of interest
	References


	Brooks et al Health Insurance and CVD
	Health Insurance and Cardiovascular Disease Risk Factors
	MATERIALS AND METHODS
	Study Population
	Exposure Variable
	Measurements and Definitions of Outcome Variables
	Treatment and Control of Outcome Variables
	Statistical Analysis

	RESULTS
	Baseline Clinical Characteristics
	Baseline Psychosocial and Sociodemographic Characteristics
	Prevalence, Treatment, and Control of Cardiovascular Disease Risk Factors

	DISCUSSION
	Depressive Symptoms and Sociodemographic Factors
	Potential Mechanisms for These Findings

	CONCLUSIONS
	References


	Comparing a self-administered measure of empathy with observed behavior among medical students
	Comparing a Self-Administered Measure of Empathy with Observed Behavior Among Medical Students
	Abstract
	Abstract
	Abstract
	Abstract
	METHODS
	Study Participants
	Study Design

	RESULTS
	DISCUSSION
	References



	hierarchy as a barrier to advancement for women in academic medicine (Carr, P)
	Impact of supplemental grants pdf(Hermos)
	Erectile dysfunction drug receipt, risky sexual behavior and STDs in HIV-infected and HIV-uninfected men (Samet)
	Erectile Dysfunction Drug Receipt, Risky Sexual Behavior and Sexually Transmitted Diseases in HIV-infected and HIV-uninfected Men
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	METHODS
	Analysis

	RESULTS
	Individual Characteristics Associated with EDD Prescription
	Association of EDD Receipt with Risky Sexual Behavior and STDs

	DISCUSSION
	References



	(Cortes) How to Achieve Informed Consent for Research from Spanish-Speaking Individuals with Low Literacy. A Qualitative Report
	Bleeding risk on warfarin among elderly patients with atrial fibrillation (Hylek)
	Bleeding Risk on Warfarin Among Elderly Patients With Atrial Fibrillation
	REFERENCES


	Head and neck sequelae of torture (Crosby)
	Chronic disease and its risk factors among refugees and asylees in MA, 2001-2005 (Battaglia)
	Tracking abnormal cervical cancer screening...(Dupuis, Newman, Freund)
	Tracking Abnormal Cervical Cancer Screening: Evaluation of an EMR-Based Intervention
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	AIM
	PROGRAM DESCRIPTION
	EVALUATION
	Study Design
	Study Subjects
	Data Collection
	Independent Variables
	Dependent Variables
	Data Analysis

	RESULTS
	Subject Demographics
	Outcomes

	DISCUSSION
	References



	The effectiveness of tax policy intervention for reducing excessive alcohol consumption
	The Effectiveness of Tax Policy Interventions for Reducing Excessive Alcohol Consumption and Related Harms
	Introduction
	Healthy People 2010 Goals and Objectives
	Recommendations from Other Advisory Groups
	The Guide to Community Preventive Services

	Evidence Acquisition
	Conceptual Model
	Review Inclusion Criteria
	Independent variables of interest
	Outcome measures of interest

	Search for Evidence
	Data Extraction and Quality Assessment
	Effect Measurement and Synthesis of Results

	Evidence Synthesis
	Description of Included Studies
	Intervention Effectiveness
	Alcohol price and overall consumption
	Alcohol price or taxes and individual consumption patterns
	Alcoholpriceortaxesandalcohol-relatedharms
	Motor-vehicle crashes and alcohol-impaired driv-ing
	Non–motor-vehicle mortality outcomes
	Violence outcomes
	Other outcomes

	Applicability
	Economic Efficiency
	Barriers to Implementation
	Other Benefits or Harms

	Summary
	Research Gaps

	References


	Thirty new loci....Nature Genetics journal
	Thirty new loci for age at menarche identified by a meta-analysis of genome-wide association studies
	RESULTS
	Genome-wide association for age at menarche
	Replication studies
	Candidate genes at new loci
	Pathway analyses
	Functional SNP and structural assessment
	Candidate gene assessment
	Overlapping heritability of body size and menarche timing

	DISCUSSION
	URLs.

	Methods
	ONLINE METHODS
	Stage 1 GWAS populations.
	Phenotype measurement and inclusion criteria.
	Genotyping.
	Genotype imputation.
	Association testing.
	Meta-analysis.
	Replication studies.
	Pathway analysis.
	eQTLs.

	Acknowledgments
	AUTHOR CONTRIBUTIONS
	COMPETING FINANCIAL INTERESTS
	References
	Figure 1 Flow diagram of the discovery and confirmation of new loci for age at menarche.
	Table 1  Stage 1 and replication results for 42 known, confirmed or possible new loci for age at menarche
	Table 2  Associations between known obesity-related SNPs and age at menarche
	Table 3  Associations between known height SNPs and age at menarche


	Evaluation of assoc of HNF1B Variants with diverse cancers...(Murabito)
	Periaortic fat deposits....
	The mixed evidence for brief intervention in emergency depts, trauma care ctrs, and inpatient hospital settings
	Mental illness-related in length of stay-algorithm choice influences results
	Mental illness-related disparities in length of stay: Algorithm choice influences results
	Susan M. Frayne, MD, MPH;1-3* Eric Berg, MS;1-2 Tyson H. Holmes, PhD;4 Kaajal Laungani, BA;1 Dan R. Berlowitz, MD, MPH;5 Donald R. Miller, ScD;5 Leonard Pogach, MD, MBA;6 Valerie W. Jackson, MPH;1-2 Rudolf Moos, PhD1,3-4
	1Center for Health Care Evaluation, Department of Veterans Affairs (VA) Palo Alto Health Care System, Palo Alto, CA; 2Division of General Internal Medicine, Stanford University, Palo Alto, CA; 3Center for Primary Care and Outcomes Research, S...


	INTRODUCTION
	METHODS
	Study Context
	Subjects
	Steps to Assemble Raw Record-Level Database of Inpatient Stays
	Stages of Processing Record-Level Database of Inpatient Stays
	Figure 1.

	Variables
	Analysis

	RESULTS
	Table 1.
	Table 2.
	Table 3.
	Figure 2.

	DISCUSSION
	CONCLUSIONS
	ACKNOWLEDGMENTS
	REFERENCES

	(Frayne) Using admin data to identify mental illness
	The assoc between alcohol consumption and prevalent cardiovascular diseases among HIV-infected and HIV-uninfected men (Samet)
	Progress and priorities in the health of women and girls...(Freund)
	Racial and ethnic differences in hospice use among patients with heart failure (Ash)
	Effectiveness of policies restricting hours of alcohol sales (Hahn)...
	Effectiveness of Policies Restricting Hours of Alcohol Sales in Preventing Excessive Alcohol Consumption and Related Harms
	Introduction
	Findings and Recommendations from Other Reviews and Advisory Groups

	Methods
	Conceptual Approach and Analytic Framework
	Inclusion and Exclusion Criteria
	Search for Evidence
	Assessing the Quality and Summarizing the Body of Evidence on Effectiveness

	Results on Intervention Effectiveness
	Studies of Changes of >2 Hours in Hours of Sale
	Studies of Changes of <2 Hours in Hours of Sale
	Applicability
	Other Harms and Benefits
	Barriers
	Economics
	Summary
	Research Gaps

	Discussion
	Acknowledgment
	References


	Hahn_Samet
	Alcohol and HIV Disease Progression: Weighing the Evidence
	Abstract
	Introduction
	HIV Disease Progression: Definitions
	Alcohol Use: Definitions

	Biological Basis for Alcohol Affecting HIV Disease Progression
	The Effects of Alcohol on the Immune System
	Alcohol and Nutrition
	Alcohol and ART Effectiveness

	Behavioral/Psychosocial Basis for Alcohol Affecting HIV Disease Progression
	Access to and Retention in HIV Care and Receipt of ART
	ART Adherence
	Alcohol and Comorbidities

	Evidence of a Causal Association between Alcohol Use and HIV Disease Progression
	Experimental Studies
	Human Observational Studies: Pre-Highly Active Antiretroviral Therapy (HAART)
	Human Observational Studies: Post-HAART Studies

	Discussion
	Conclusions
	References
	Papers of particular interest, published recently, have been highlighted as: •  Of importance •• Of major importance



	Longitudinal patterns in survival...JGIM (Hanchate)
	Longitudinal Patterns in Survival, Comorbidity, Healthcare Utilization and Quality of Care among Older Women Following Breast Cancer Diagnosis
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	METHODS
	Study Design
	Study Participants
	Data Sources and Variables
	Analyses

	RESULTS
	DISCUSSION
	References



	Surgery volume, quality of care and operative morality in coronary artery bypass graft surgery...
	Surgery volume, quality of care and operative mortality in coronary artery bypass graft surgery: a re-examination using fixed-effects regression
	Abstract
	Introduction
	Data and methods
	Data
	Analytic cohorts
	Outcome measure and covariates
	Estimation

	Results
	CABG patients, surgeons and hospitals
	The analytic cohorts
	Estimates of surgeon and hospital volume effects
	Sensitivity analyses

	Discussion
	Acknowledgment
	References


	Hausmann Eth and Disease re measures of Discrim
	The effects of binge drinking on college students' next-day academic test-taking performance and mood state (Almeida & Hermos)
	Therapeutic potential of oral factor Xa inhibitors
	Internal medicine residency training for unhealthy alcohol and other drug use... (Jackson, Alford & Saitz)
	Abstract
	Background
	Discussion
	Summary

	Background
	Discussion
	Physician education
	Strategies for educational change
	Accreditation and certification to improve resident physician unhealthy substance use education
	Unhealthy substance use-related competencies
	Unhealthy Substance Use Curriculum for Internal Medicine Residency Programs
	1) Addiction and the brain: principles of addiction medicine
	2) Complications and comorbidities of substance abuse
	3) Screening and assessment for unhealthy substance use
	4) Effective methods of counseling patients including brief interventions
	5) Substance Abuse Treatment including Pharmacotherapy
	6) Substance Specific Inpatient and Outpatient Management
	7) Prescription Drug Abuse
	8) Legal and Ethical Considerations for Patients and Physicians
	Educational Venues
	Evaluation of the Curriculum
	Resources and implementation


	Summary
	Acknowledgements
	Author details
	Authors' contributions
	Competing interests
	References
	Pre-publication history

	Snacking habits and caries in young children
	Microbial risk markers for childhood caries in pediatrician's offices
	Cost effectiveness of venous thromboembolism pharmacological....
	Cost Effectiveness of Venous Thromboembolism Pharmacological Prophylaxis in Total Hip and Knee Replacement
	Abstract
	1. Literature Review
	1.1 Study Selection
	1.2 Study Abstraction and Quality Assessment
	1.3 Study Quality
	1.4 Search Results

	2. Anticoagulants versus Aspirin
	3. Low-Molecular-Weight Heparin (LMWH) versus Warfarin
	4. Fondaparinux versus LMWH
	5. Comparisons Including New Oral Anticoagulants
	6. Extended-Duration versus Short-Duration Prophylaxis
	7. Discussion
	8. Conclusions
	Acknowledgements
	References


	Kapoor BMC Geriatrics 2010 Risk of VTE in Total Hip and Knee Replacements (Kapoor)
	Abstract
	Background
	Methods
	Results
	Conclusions

	Background
	Methods
	Data Sources and Study Sample
	Outcomes and Exposures
	Analysis

	Results
	Discussion
	Conclusion
	Acknowledgements
	Author details
	Authors' contributions
	Competing interests
	References
	Pre-publication history

	Krasnoff_JCEM2010_T and mobility(Murabito)
	Self-reported willingness to have cancer screening and the effects of sociodemographic factors
	kressin_baselinehcta_circcqo
	Nursing home residence confounds gener differences in medicare utilization
	Nursing Home Residence Confounds Gender Differences in Medicare Utilization
	Background
	Methods
	Data source
	Measures
	Primary care visits
	Outcomes
	Statistical analysis

	Results
	Discussion
	References


	Consent for genetic research in the Framingham Heart Study (Murabito)
	Clinical factors associated with prescription drug use disorder in urban PC patients with chronic pain
	Clinical Factors Associated With Prescription Drug Use Disorder in Urban Primary Care Patients with Chronic Pain
	Methods
	Study Design
	Participants
	Key Variables
	Dependent Variables
	Independent Variables

	Analysis

	Results
	Bivariate Comparisons Between PDUD, Other SUDs and No History of SUDs
	Independent Associations with PDUD and Other SUDs

	Discussion
	Acknowledgments
	References


	Chasm between injury and care-experiences of black male victims of violence
	Proton pump inhibitors and risk of recurrent clostridium difficile infection (Linsky & Hermos)
	ARISTOTLE trial - design and rationale (Hylek)
	Apixaban for Reduction In Stroke and Other ThromboemboLic Events in Atrial Fibrillation (ARISTO.....
	Warfarin
	Apixaban
	Study objectives
	Primary objective
	Secondary objectives

	Study population
	Randomization and study drug
	Study design and duration
	INR monitoring
	Follow-up

	Outcome definitions
	Efficacy outcomes
	Safety outcomes

	Clinical Events Committee adjudication
	Statistical analysis and sample �size calculation
	Pharmacokinetic biomarkers
	Organizational structure
	Discussion
	Conclusion
	References


	Life course socioeconomic position is assoc with inflammatory markers...(Murabito)
	Life course socioeconomic position is associated with inflammatory markers: The Framingham Offspring Study
	Introduction
	Materials and methods
	Study sample
	Independent variables
	Childhood SEP (fathertnqh_x2019s education and fathertnqh_x2019s occupation)
	Young adulthood SEP (own educational attainment)
	Active professional life SEP (own occupation)
	SEP frameworks

	Dependent variables
	Covariates
	Statistical analysis

	Results
	Discussion
	Prior literature
	Mechanisms
	Strengths and weaknesses

	Conclusion
	Supplementary data
	References


	ADP2E0.tmp
	28. Elliott KS, Zeggini E, McCarthy MI, Gudmundsson J, Sulem P, Stacey SN, Thorlacius S, Amundadottir L, Grönberg H, Xu J, Gaborieau V, Eeles RA, Neal DE, Donovan JL, Hamdy FC, Muir K, Hwang S-J, Spitz MR, Zanke B, Carvajal-Carmona L, Brown KM; Australian Melanoma Family Study Investigators, Hayward NK, Macgregor S, Tomlinson IP, Lemire M, Amos CI, Murabito JM, Isaacs WB, Easton DF, Brennan P; PanScan Consortium, Barkardottir RB, Gudbjartsson DF, Rafnar T, Hunter DJ, Chanock SJ, Stefansson K, Ioannidis JP. Evaluation of association of HNF1B variants with diverse cancers: Collaborative analysis of data from 19 genome-wide association studies. PLoS One. 2010 May;5(5):e10858. PMID: 20526366. PMCID: PMC2878330.
	29. Fox CS, MD, Massaro JM, Schlett CL, Lehman SJ, Meigs JB, O’Donnell CJ, Hoffmann U, Murabito JM. Periaortic fat deposition is associated with peripheral arterial disease: The Framingham Heart Study. Circ Cardiovasc Imagin. 2010;3:515-19. doi: 10.1161/CIRCIMAGING.110.958884. PMID: 20639302. PMCID: PMC3060043.
	30. Field CA, Baird J, Saitz R, Caetano R, Monti PM.  The mixed evidence for brief intervention in emergency departments, trauma care centers, and inpatient hospital settings: What should we do? Alcohol Clin Exp Res 2010; 34(12):2004-10. doi: 10.1111/j.1530-0277.2010.01297.x. PMID: 20860610.
	31. Frayne SM, Berg E, Holmes TH, Laungani K, Berlowitz DR, Miller DR, Pogach L, Jackson VW, Moos R.  Mental illness-related disparities in length of stay: Algorithm choice influences results.  J Rehab Res Dev. 2010;47(8):709-18. PMID: 21110246.
	32. Frayne SM, Miller DR, Sharkansky EJ, Jackson VW, Wang F, Halanych JH, Berlowitz DR, Kader B, Rosen CS, Keane TM.  Using administrative data to identify mental illness: What approach is best?  Am J Med Qual. 2010;25(1):42-50. PMID: 19855046.
	33. Freiberg MS, McGinnis KA, Kraemer K, Samet JH, Conigliaro J, Ellison RC, Bryant K, Kuller LH, Justice AC; VACS Project Team. The association between alcohol consumption and prevalent cardiovascular diseases among HIV-infected and HIV-uninfected men. J Acquir Immune Defic Syndr. 2010 Feb;53(2):247-53. PMID: 20009766.
	34. Garcia DA, Lopes RD, Hylek EM. New-onset atrial fibrillation and warfarin initiation: High risk periods and implications for new antithrombotic drugs. Thromb Haemost. 2010 Dec;104(6):1099-1105. PMID: 20886196. doi:10.1160/TH10-07-0491.
	35. Garcia FA, Freund KM, Berlin M, Digre KB, Dudley DJ, Fife RS, Gabeau G, Geller SE, Magnus JH, Trott JA, White HF. Progress and priorities in the health of women and girls: a decade of advances and challenges. J Womens Health (Larchmt). 2010 Apr;19(4):671-80. PMID: 20201706.
	36. Givens JL, Tjia J, Zhou C, Emanuel E, Ash AS. Racial and ethnic differences in hospice use among patients with heart failure. Arch Intern Med. 2010 Mar;170(5):427-32. PMID: 20212178.
	37. Hahn RA, Kuzara JL, Elder R, Brewer R, Chattopadhyay S, Fielding J, Naimi TS, Toomey T, Middleton JC, Lawrence B; Task Force on Community Preventive Services. Effectiveness of policies restricting hours of alcohol sales in preventing excessive alcohol consumption and related harms. Am J Prev Med. 2010 Dec;39(6):590-604. PMID: 21084080.
	39. Hanchate AD, Clough-Gorr KM, Ash AS, Thwin SS, Silliman RA. Longitudinal patterns in survival, comorbidity, healthcare utilization and quality of care among older women following breast cancer diagnosis. J Gen Intern Med. 2010;25(10):1045-50. PMID: 20532657. doi: 10.1007/s11606-010-1407-9.
	40. Hanchate AD, Stukel TA, Birkmeyer JD, Ash AS. Surgery volume, quality of care and operative mortality in coronary artery bypass graft surgery: A re-examination using fixed-effects regression. Health Serv Outcomes Res Method. 2010;10(1-2):16-32. doi: 10.1007/s10742-010-0063-1.
	41. Hausmann LRM, Kressin NR, Hanusa BH, Ibrahim SA. Perceived racial discrimination in health care and its association with patients’ healthcare experiences: Does the measure matter? Ethnicity and Disease. 2010;20(1):40-7. PMID: 20178181.


	2010 Publications (M-Z)
	Majahan Pace Jarolim Interpretation of HIV serologic testing results(Pace)
	Manze_JGIM
	Understanding Racial Disparities in Treatment Intensification for Hypertension Management
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	BACKGROUND
	METHODS
	Study sample
	Measures
	Independent Variables
	Dependent Variable


	RESULTS
	DISCUSSION
	References



	Path to physician leadership in community health centers - implications for training (Orlander)
	Disparities in health-related inernet use by US veterans
	Program characteristics associated with testing HIV and Hep C in veterans substance use disorder clinics (Gifford)
	Are residents' decisions influenced more by a decision aid or a specialists' opinion (Medow)
	Are Residents’ Decisions Influenced More by a Decision Aid or a Specialist’s Opinion? A Randomized Controlled Trial
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	METHODS
	Research Question
	Subjects
	Procedure
	Analysis
	Sample Size
	Institutional Review and Funding

	RESULTS
	Subjects
	Location Change
	Confidence Change

	DISCUSSION
	CONCLUSIONS
	References



	Effectiveness of policies restricting hours of alcohol sales (Middleton)...
	Effectiveness of Policies Maintaining or Restricting Days of Alcohol Sales on Excessive Alcohol Consumption and Related Harms
	Introduction
	Findings and Recommendations from Other Reviews and Advisory Groups
	Methods
	Conceptual Approach and Analytic Framework
	Inclusion and Exclusion Criteria
	Search for Evidence
	Assessing the Quality and Summarizing the Body of Evidence on Effectiveness

	Results
	Intervention Effectiveness
	The Effect of Changing the Number of Days That Alcohol Was Sold at On-Premises Outlets
	Effect on excessive alcohol consumption
	Effect on alcohol-impaired driving and motor vehicle crashes

	Effect of Changing the Number of Days That Alcohol Was Sold at Off-Premises Outlets
	Effect of repealing bans on days of sale
	Effects of imposing bans on days of sale


	Conclusion
	Other Harms and Benefits
	Applicability
	Barriers
	Economics
	Research Gaps

	Discussion
	Acknowledgment
	References


	Post-discharge hospital utilization among adult medical inpatients with depressive symptoms
	Treating and precepting with RESPECT
	Treating and Precepting with RESPECT: A Relational Model Addressing Race, Ethnicity, and Culture in Medical Training
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	What is the RESPECT Model?
	Why Another Model?
	Why RESPECT the Patient?
	Why RESPECT the Trainee?
	RESPECT: A Versatile Teaching Tool
	Evaluation

	DISCUSSION
	References



	Commentary on McCaul et al 2010-observational studies about avg alcohol consumption and health-closing time for a limited evidence base
	The intensity of binge alcohol consumption among US adults
	The Intensity of Binge Alcohol Consumption Among U.S. Adults
	Introduction
	Methods
	Results
	Discussion
	References


	US state alcohol sales compared to survey data, 1993-2006
	Newman A - A Meta-analysis of four genome   2010 JGMS In Press with supplement (Murabito)
	JHC. Puzzle
	JHC.The Evolving Field of HL
	JHC Promoting Health Literacy Research to Reduce Health Disparities
	Patient Navigation-Development of a Protocol for Describing What Navigators Do (Freund, Battaglia)
	Approximate models for aggregate data when individ-level data sets are very lg or unavailable
	Effect of Cognitive behavioral exercise on clinical depression in a multi-ethnic sample
	Ocular manifestations of torture
	race, disadvantage and faculty experiences in academic medicine
	Race, Disadvantage and Faculty Experiences in Academic Medicine
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	METHODS
	Participant Criteria
	Data Collection and Analysis

	RESULTS
	Cross-Cultural Communication
	Isolation
	Feeling Invisible
	Lack of Mentoring, Role Models and Social Capital
	Disrespect, Prejudice, Bias and Racism
	Devaluing of Professional Interests
	Burden of Affirmative Action Programs and Representing One’s Own Race
	Responsibilities of Leadership
	Financial Hardship
	Slowness of Change

	DISCUSSION
	REFERENCES



	Choice of initial antiepileptic drug for older veterans...
	Ramani
	High blood pressure while taking antithrombotic medication is associated with an increased risk (Rose, Hylek)
	Patient-Level Predictors of TTR (CDA 1)
	Anticoagulation for valvular heart disease in community-based medicine (Rose, Henault, Hylek)
	The spread of alcohol consumption behavior in a large social network
	Candidate performance measures for screening for, assessing and treating unhealth substance use in hospitals...
	Alcohol screening and brief intervention in primary care...
	Evidence-based medicine - time for transistion and translation
	Most inpatients with unhealthy alcohol use have an alcohol use disorder
	Most inpatients with unhealthy alcohol use have an alcohol use disorder
	References


	Screening and brief intervention fo unhealthy drug use in primary care settings
	Adolescent alcohol use and violence - are brief interventions the answer
	Samet - Drops in the Bottle   Alc Research & Health   10-10
	Alcohol use and sex risk behaviors among HIV-infected female sex workers and HIV-infected male clients in India
	Alcohol Use and Sex Risk Behaviors Among HIV-Infected Female Sex Workers (FSWs) and HIV-Infected Male Clients of FSWs in India
	Abstract
	Background
	Methods
	Recruitment and Enrollment
	Human Participants Protections
	Subject Assessment
	Demographic and Health Information
	Alcohol Outcomes
	Sexual Behavior Outcomes
	Data Management
	Data Analysis

	Results
	Participant Characteristics and Alcohol Use
	Condom Use
	Demographic and Health Characteristics Associated with Alcohol Use
	Relationship Between Alcohol Use and Risky Sexual Behavior

	Discussion
	Acknowledgments
	References


	Pulmonary vascular resistance, collateral flow, and ventricular function in patients with a Fontan circulation at rest and during dobutamine stress(Lunze)
	Schwartz et al. 2010 Challenges to engaging black male victims of cv in healthcare research
	Comparison of health outcomes for male seniors in the Veterans Health Administration and Medicare Advantage Plans (Berlowitz, Selim)
	How researchers define vulnerable populations in HIV-AIDS clinical trials
	How Researchers Define Vulnerable Populations in HIV/AIDS Clinical Trials
	Abstract
	Introduction
	Methods
	Sample and Recruitment
	Data Collection
	Data Analysis
	Development of a Conceptual Framework
	Investigator/Study Coordinator Views on 45 CFR 46 Subparts B, C, and D

	Results
	Sociodemographics
	Conceptual Framework Defining Vulnerable Populations in HIV/AIDS Clinical Trials
	Perspectives on 45 CFR 46 Subparts B, C, and D

	Discussion
	Acknowledgments
	References


	Transitional Opioid Program to Engage Hospitalized Drug Users (Shanahan, Beers, Alford, Samet)
	A Transitional Opioid Program to Engage Hospitalized Drug Users
	Abstract
	Abstract
	Abstract
	Abstract
	INTRODUCTION
	METHODS
	Interim Opioid Agonist Treatment
	Individualized Case Management
	Group Health Education
	Principles of Motivational Interviewing and Harm Reduction
	Transitional Opioid Program Phases
	Phase 1. Inpatient—Identification, Screening, Assessment, and Enrollment
	Phases 2. Outpatient Days 1 Through 30—Stabilization and Maintenance
	Phase 3. Outpatient Days 31 Through 90—Taper or Titration and Transition to Long-Term Addiction Treatment
	Outpatient Objectives During Phase 2 and 3

	Design and Implementation
	The Program Nurse
	Outcome Definitions
	Data Collection


	RESULTS
	Patient Characteristics
	Unique Screened Patients
	Eligible Patients
	Patients Enrolled in Hospital (Phase 1)
	Overall Outcomes of Participants Enrolled �in Hospital (Phase 1)
	Short-Term Substance Abuse Treatment Outcomes of Program Participants (Phase 2 and 3)
	Other Short-Term Outcomes

	DISCUSSION
	Limitations

	CONCLUSIONS
	References



	(Shwartz) Benefit-of-the-doubt approaches for calculating a composit measure of quality
	Benefit-of-the-doubt approaches for calculating a composite measure of quality
	Abstract
	Introduction
	Methods
	Data
	Calculating a composite score
	Standard approaches: equal weights and denominator-based weights
	First benefit-of-the-doubt approach: simple LP models
	Second benefit-of-the-doubt approach: DEA


	Results
	Discussion
	Acknowledgments
	References


	A single-question screening test for drug use in primary care (Smith, Saitz)
	treatment agreements and urine drug testing to reduce opioid misuse in patients with chronic pain (Alford & Kapoor)
	Concierge Medicine-a regular physicians perspective
	For those on whom we rely
	Intimate partner aggression perpetration in PC chronic paint patients
	Physician intro to opioids for pain among patients with opioid dependence and depressive symptoms (Tsui, Alford)
	Physician introduction to opioids for pain among patients with opioid dependence and depressive symptoms
	Introduction
	Methods
	Study sample and design
	Measures
	Statistical analysis

	Results
	Discussion
	Acknowledgments
	References


	Improving decision making at the end of life with video images
	Physical health and drinking among medical inpatients with unhealthy alcohol use (Samet)
	Twelve-month outcomes and predictors of very stable INR control in prevalent warfarin users
	Quality of US primary care delivered by resident and staff physicians (Lasser)
	Quality of US Primary Care Delivered by Resident and Staff Physicians
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	BACKGROUND
	METHODS
	Data Source
	Description of Quality Indicators
	Statistical Analysis

	RESULTS
	Patient and Visit Characteristics
	Performance on Quality Indicators

	COMMENT
	REFERENCES



	Cross-cultural considerations in the recruitments of latinos of mexican origin into HIV-AIDS clinical trials



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly true
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Euroscale Coated v2)
  /PDFXOutputConditionIdentifier (FOGRA1)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e002c00200075006d002000650069006e0065006e00200042006500720069006300680074002000fc00620065007200200064006900650020005000440046002f0058002d0033002d004b006f006d007000610074006900620069006c0069007400e4007400200065007200680061006c00740065006e00200075006e00640020005000440046002d0044006f006b0075006d0065006e007400650020006e00750072002000640061006e006e0020007a0075002000650072007300740065006c006c0065006e002c002000770065006e006e0020007300690065002000fc0062006500720020006400690065007300650020004b006f006d007000610074006900620069006c0069007400e400740020007600650072006600fc00670065006e002e0020005000440046002f00580020006900730074002000650069006e0065002000490053004f002d004e006f0072006d0020007a0075006d002000410075007300740061007500730063006800200076006f006e0020006400690067006900740061006c0065006e00200044007200750063006b0076006f0072006c006100670065006e002e0020005700650069007400650072006500200049006e0066006f0072006d006100740069006f006e0065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d0033002d006b006f006d00700061007400690062006c0065006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002000660069006e00640065006e002000530069006500200069006d0020004100630072006f006200610074002d00480061006e00640062007500630068002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200034002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064002700e900760061006c0075006500720020006c006100200063006f006e0066006f0072006d0069007400e9002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d003300200065007400200064006500200063006f006e0064006900740069006f006e006e006500720020006c0061002000700072006f00640075006300740069006f006e00200064006500200064006f00630075006d0065006e007400730020005000440046002000e000200063006500740074006500200063006f006e0066006f0072006d0069007400e9002e0020005000440046002f0058002000650073007400200075006e00650020006e006f0072006d0065002000490053004f00200064002700e9006300680061006e0067006500200064006500200063006f006e00740065006e00750020006700720061007000680069007100750065002e00200050006f0075007200200065006e0020007300610076006f0069007200200070006c0075007300200073007500720020006c006100200063007200e9006100740069006f006e00200064006500200064006f00630075006d0065006e00740073002000500044004600200063006f006e0066006f0072006d00650073002000e00020005000440046002f0058002d0033002c00200063006f006e00730075006c00740065007a0020006c00650020004700750069006400650020006400650020006c0027007500740069006c0069007300610074006500750072002000640027004100630072006f006200610074002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e00200034002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /JPN <FEFF005000440046002f0058002d00336e9662e0306e30ec30dd30fc30c87528304a30883073658766f84f5c62107528306b4f7f75283057307e30593002005000440046002f00580020306f30b030e930d530a330c330af30b3002030f330c630f330c4590963db306b304a3051308b002000490053004f00206a196e96306730593002005000440046002f0058002d003300206e9662e0306e658766f84f5c6210306b306430443066306f0020004100630072006f006200610074002030e630fc30b630ac30a430c9309253c2716730573066304f30603055304430024f5c62103057305f00200050004400460020306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200034002e003000204ee5964d30678868793a3067304d307e30593002>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f007300200050004400460020006500200065006d0069007400690072002000720065006c0061007400f300720069006f007300200073006f00620072006500200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d0033002e0020005000440046002f0058002000e900200075006d0020007000610064007200e3006f002000640061002000490053004f00200070006100720061002000740072006f0063006100200064006500200063006f006e0074006500fa0064006f00200067007200e1006600690063006f002e002000500061007200610020006f00620074006500720020006d00610069007300200069006e0066006f0072006d006100e700f50065007300200073006f00620072006500200063006f006d006f00200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200065006d00200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d0033002c00200063006f006e00730075006c007400650020006f0020004700750069006100200064006f002000550073007500e100720069006f00200064006f0020004100630072006f006200610074002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200034002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c00200061007400200072006100700070006f007200740065007200650020006f006d0020006f0076006500720068006f006c00640065006c007300650020006100660020005000440046002f0058002d00330020006f00670020006b0075006e002000700072006f0064007500630065007200650020005000440046002d0064006f006b0075006d0065006e007400650072002c002000680076006900730020006400650020006f0076006500720068006f006c0064006500720020007300740061006e00640061007200640065006e002e0020005000440046002f005800200065007200200065006e002000490053004f002d007300740061006e0064006100720064002000740069006c00200075006400760065006b0073006c0069006e0067002000610066002000670072006100660069006b0069006e00640068006f006c0064002e00200059006400650072006c006900670065007200650020006f0070006c00790073006e0069006e0067006500720020006f006d0020006f007000720065007400740065006c007300650020006100660020005000440046002d0064006f006b0075006d0065006e007400650072002c00200064006500720020006f0076006500720068006f006c0064006500720020005000440046002f0058002d0033002c002000660069006e00640065007200200064007500200069002000620072007500670065007200760065006a006c00650064006e0069006e00670065006e002000740069006c0020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200034002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d00200064006500200063006f006d007000610074006900620069006c006900740065006900740020006d006500740020005000440046002f0058002d003300200074006500200063006f006e00740072006f006c006500720065006e00200065006e00200061006c006c00650065006e0020005000440046002d0064006f00630075006d0065006e00740065006e002000740065002000700072006f006400750063006500720065006e002000640069006500200063006f006d007000610074006900620065006c0020007a0069006a006e002e0020005000440046002f0058002000690073002000650065006e002000490053004f002d007300740061006e0064006100610072006400200076006f006f00720020006800650074002000750069007400770069007300730065006c0065006e002000760061006e002000670072006100660069007300630068006500200069006e0068006f00750064002e002000520061006100640070006c0065006500670020006400650020006700650062007200750069006b00650072007300680061006e0064006c0065006900640069006e0067002000760061006e0020004100630072006f00620061007400200076006f006f00720020006d00650065007200200069006e0066006f0072006d00610074006900650020006f00760065007200200068006500740020006d0061006b0065006e002000760061006e0020005000440046002d0064006f00630075006d0065006e00740065006e002000640069006500200063006f006d007000610074006900620065006c0020007a0069006a006e0020006d006500740020005000440046002f0058002d0033002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200034002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e00650073002000700061007200610020007200650061006c0069007a0061007200200075006e00200069006e0066006f0072006d006500200073006f0062007200650020006c006100200063006f006d007000610074006900620069006c006900640061006400200063006f006e0020005000440046002f0058002d003300200079002000670065006e006500720061007200200064006f00630075006d0065006e0074006f007300200050004400460020007300f3006c006f00200073006900200073006f006e00200063006f006d00700061007400690062006c00650073002e0020005000440046002f005800200065007300200075006e002000650073007400e1006e006400610072002000490053004f0020007000610072006100200065006c00200069006e00740065007200630061006d00620069006f00200064006500200063006f006e00740065006e00690064006f00200067007200e1006600690063006f002e002000500061007200610020006f006200740065006e006500720020006d00e1007300200069006e0066006f0072006d00610063006900f3006e00200061006300650072006300610020006400650020006300f3006d006f00200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400690062006c0065007300200063006f006e0020005000440046002f0058002d0033002c00200063006f006e00730075006c007400650020006c006100200047007500ed0061002000640065006c0020007500730075006100720069006f0020006400650020004100630072006f006200610074002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200034002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006d00e400e4007200690074007400e400e40020005000440046002f0058002d0033002d00790068007400650065006e0073006f0070006900760075007500640065006e0020006a00610020006c0075006f00640061002000730065006e0020006d0075006b006100690073006900610020005000440046002d0061007300690061006b00690072006a006f006a0061002e0020005000440046002f00580020006f006e002000490053004f002d007300740061006e006400610072006400690073006f006900740075002000670072006100610066006900730065006e002000730069007300e4006c006c00f6006e0020006500730069007400790073006d0075006f0074006f002e0020004c0069007300e40074006900650074006f006a00610020005000440046002f0058002d0033002d00790068007400650065006e0073006f00700069007600690065006e0020005000440046002d0061007300690061006b00690072006a006f006a0065006e0020006c0075006f006e006e00690073007400610020006f006e002000410064006f006200650020004100630072006f0062006100740020002d006b00e400790074007400f6006f0070007000610061007300730061002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200034002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000760065007200690066006900630061007200650020006c006100200063006f006e0066006f0072006d0069007400e0002000610020005000440046002f0058002d003300200065002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200073006f006c006f00200069006e0020006300610073006f00200064006900200063006f006e0066006f0072006d0069007400e0002e0020005000440046002f0058002d0033002000e800200075006e006f0020007300740061006e0064006100720064002000490053004f00200070006500720020006c006f0020007300630061006d00620069006f00200064006900200063006f006e00740065006e00750074006f0020006700720061006600690063006f002e002000500065007200200075006c0074006500720069006f0072006900200069006e0066006f0072006d0061007a0069006f006e0069002000730075006c006c006100200063007200650061007a0069006f006e006500200064006900200064006f00630075006d0065006e00740069002000500044004600200063006f006e0066006f0072006d0069002000610020005000440046002f0058002d0033002c00200063006f006e00730075006c00740061007200650020006c0061002000470075006900640061002000640065006c006c0027007500740065006e007400650020006400690020004100630072006f006200610074002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200034002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e500200072006100700070006f007200740065007200650020006f006d0020005000440046002f0058002d0033002d006b006f006d007000610074006900620069006c00690074006500740020006f00670020006c0061006700650020005000440046002d0064006f006b0075006d0065006e00740065007200200062006100720065002000680076006900730020006b006f006d007000610074006900620065006c002e0020005000440046002f005800200065007200200065006e002000490053004f002d007300740061006e006400610072006400200066006f00720020006700720061006600690073006b00200069006e006e0068006f006c006400730075007400760065006b0073006c0069006e0067002e00200048007600690073002000640075002000760069006c0020006800610020006d0065007200200069006e0066006f0072006d00610073006a006f006e0020006f006d002000680076006f007200640061006e0020006400750020006f007000700072006500740074006500720020005000440046002f0058002d0033002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006b0061006e002000640075002000730065002000690020006200720075006b00650072006800e5006e00640062006f006b0065006e00200066006f00720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200034002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e006400200065006e00640061007300740020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200072006100700070006f007200740065007200610020006f006d0020005000440046002f0058002d0033002d007300740061006e00640061007200640020006f0063006800200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d0020006600f6006c006a00650072002000640065006e006e00610020007300740061006e0064006100720064002e0020005000440046002f0058002000e4007200200065006e002000490053004f002d007300740061006e00640061007200640020006600f6007200200075007400620079007400650020006100760020006700720061006600690073006b007400200069006e006e0065006800e5006c006c002e0020004d0065007200200069006e0066006f0072006d006100740069006f006e0020006f006d002000680075007200200064007500200073006b00610070006100720020005000440046002d0064006f006b0075006d0065006e007400200073006f006d0020006600f6006c006a006500720020005000440046002f0058002d003300200068006900740074006100720020006400750020006900200061006e007600e4006e00640061007200680061006e00640062006f006b0065006e0020006600f600720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200034002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (DSC Distiller 7 Basic - Non Ad Managment)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck true
  /PDFX3Check false
  /PDFXCompliantPDFOnly true
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f0062006500200050004400460020658768637b2654080020005000440046002f0058002d00310061003a0032003000300031002089c4830330028fd9662f4e004e2a4e1395e84e3a56fe5f6251855bb94ea46362800c52365b9a7684002000490053004f0020680751c6300251734e8e521b5efa7b2654080020005000440046002f0058002d00310061002089c483037684002000500044004600206587686376848be67ec64fe1606fff0c8bf753c29605300a004100630072006f00620061007400207528623763075357300b300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef67b2654080020005000440046002f0058002d00310061003a00320030003000310020898f7bc430025f8c8005662f70ba57165f6251675bb94ea463db800c5c08958052365b9a76846a196e96300295dc65bc5efa7acb7b2654080020005000440046002f0058002d003100610020898f7bc476840020005000440046002065874ef676848a737d308cc78a0aff0c8acb53c395b1201c004100630072006f00620061007400204f7f7528800563075357201d300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c00200064006500720020006600f800720073007400200073006b0061006c00200073006500730020006900670065006e006e0065006d00200065006c006c0065007200200073006b0061006c0020006f0076006500720068006f006c006400650020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e0064006100720064002000740069006c00200075006400760065006b0073006c0069006e00670020006100660020006700720061006600690073006b00200069006e00640068006f006c0064002e00200059006400650072006c006900670065007200650020006f0070006c00790073006e0069006e0067006500720020006f006d0020006f007000720065007400740065006c007300650020006100660020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002000660069006e006400650072002000640075002000690020006200720075006700650072006800e5006e00640062006f00670065006e002000740069006c0020004100630072006f006200610074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200034002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061003a0032003000300031002d006b006f006d00700061007400690062006c0065006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002e0020005000440046002f0058002d003100610020006900730074002000650069006e0065002000490053004f002d004e006f0072006d0020006600fc0072002000640065006e002000410075007300740061007500730063006800200076006f006e0020006700720061006600690073006300680065006e00200049006e00680061006c00740065006e002e0020005700650069007400650072006500200049006e0066006f0072006d006100740069006f006e0065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c0065006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002000660069006e00640065006e002000530069006500200069006d0020004100630072006f006200610074002d00480061006e00640062007500630068002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200034002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f00620065002000710075006500200073006500200064006500620065006e00200063006f006d00700072006f0062006100720020006f002000710075006500200064006500620065006e002000630075006d0070006c006900720020006c00610020006e006f0072006d0061002000490053004f0020005000440046002f0058002d00310061003a00320030003000310020007000610072006100200069006e00740065007200630061006d00620069006f00200064006500200063006f006e00740065006e00690064006f00200067007200e1006600690063006f002e002000500061007200610020006f006200740065006e006500720020006d00e1007300200069006e0066006f0072006d00610063006900f3006e00200073006f0062007200650020006c0061002000630072006500610063006900f3006e00200064006500200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400690062006c0065007300200063006f006e0020006c00610020006e006f0072006d00610020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006c006100200047007500ed0061002000640065006c0020007500730075006100720069006f0020006400650020004100630072006f006200610074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200034002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000710075006900200064006f006900760065006e0074002000ea0074007200650020007600e9007200690066006900e900730020006f0075002000ea00740072006500200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061003a0032003000300031002c00200075006e00650020006e006f0072006d0065002000490053004f00200064002700e9006300680061006e0067006500200064006500200063006f006e00740065006e00750020006700720061007000680069007100750065002e00200050006f0075007200200070006c007500730020006400650020006400e9007400610069006c007300200073007500720020006c006100200063007200e9006100740069006f006e00200064006500200064006f00630075006d0065006e00740073002000500044004600200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061002c00200076006f006900720020006c00650020004700750069006400650020006400650020006c0027007500740069006c0069007300610074006500750072002000640027004100630072006f006200610074002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200034002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF che devono essere conformi o verificati in base a PDF/X-1a:2001, uno standard ISO per lo scambio di contenuto grafico. Per ulteriori informazioni sulla creazione di documenti PDF compatibili con PDF/X-1a, consultare la Guida dell'utente di Acrobat. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 4.0 e versioni successive.)
    /JPN <FEFF30b030e930d530a330c330af30b330f330c630f330c4306e590963db306b5bfe3059308b002000490053004f00206a196e96898f683c306e0020005000440046002f0058002d00310061003a00320030003000310020306b6e9662e03057305f002000410064006f0062006500200050004400460020658766f830924f5c62103059308b305f3081306b4f7f75283057307e30593002005000440046002f0058002d0031006100206e9662e0306e00200050004400460020658766f84f5c6210306b306430443066306f3001004100630072006f006200610074002030e630fc30b630ac30a430c9309253c2716730573066304f30603055304430023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200034002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020c791c131d558b294002000410064006f0062006500200050004400460020bb38c11cb2940020d655c778c7740020d544c694d558ba700020adf8b798d53d0020cee8d150d2b8b97c0020ad50d658d558b2940020bc29bc95c5d00020b300d55c002000490053004f0020d45cc900c7780020005000440046002f0058002d00310061003a0032003000300031c7580020addcaca9c5d00020b9dec544c57c0020d569b2c8b2e4002e0020005000440046002f0058002d003100610020d638d65800200050004400460020bb38c11c0020c791c131c5d00020b300d55c0020c790c138d55c0020c815bcf4b2940020004100630072006f0062006100740020c0acc6a90020c124ba85c11cb97c0020cc38c870d558c2edc2dcc624002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200034002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die moeten worden gecontroleerd of moeten voldoen aan PDF/X-1a:2001, een ISO-standaard voor het uitwisselen van grafische gegevens. Raadpleeg de gebruikershandleiding van Acrobat voor meer informatie over het maken van PDF-documenten die compatibel zijn met PDF/X-1a. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 4.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200073006b0061006c0020006b006f006e00740072006f006c006c0065007200650073002c00200065006c006c0065007200200073006f006d0020006d00e50020007600e6007200650020006b006f006d00700061007400690062006c00650020006d006500640020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e006400610072006400200066006f007200200075007400760065006b0073006c0069006e00670020006100760020006700720061006600690073006b00200069006e006e0068006f006c0064002e00200048007600690073002000640075002000760069006c0020006800610020006d0065007200200069006e0066006f0072006d00610073006a006f006e0020006f006d002000680076006f007200640061006e0020006400750020006f007000700072006500740074006500720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020007300650020006200720075006b00650072006800e5006e00640062006f006b0065006e00200066006f00720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200034002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200063006100700061007a0065007300200064006500200073006500720065006d0020007600650072006900660069006300610064006f00730020006f0075002000710075006500200064006500760065006d00200065007300740061007200200065006d00200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d00310061003a0032003000300031002c00200075006d0020007000610064007200e3006f002000640061002000490053004f002000700061007200610020006f00200069006e007400650072006300e2006d00620069006f00200064006500200063006f006e0074006500fa0064006f00200067007200e1006600690063006f002e002000500061007200610020006f00620074006500720020006d00610069007300200069006e0066006f0072006d006100e700f50065007300200073006f00620072006500200063006f006d006f00200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400ed007600650069007300200063006f006d0020006f0020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006f0020004700750069006100200064006f002000750073007500e100720069006f00200064006f0020004100630072006f006200610074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200034002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b00610020007400610072006b0069007300740065007400610061006e00200074006100690020006a006f006900640065006e0020007400e400790074007900790020006e006f00750064006100740074006100610020005000440046002f0058002d00310061003a0032003000300031003a007400e400200065006c0069002000490053004f002d007300740061006e006400610072006400690061002000670072006100610066006900730065006e002000730069007300e4006c006c00f6006e00200073006900690072007400e4006d00690073007400e4002000760061007200740065006e002e0020004c0069007300e40074006900650074006f006a00610020005000440046002f0058002d00310061002d00790068007400650065006e0073006f00700069007600690065006e0020005000440046002d0064006f006b0075006d0065006e0074007400690065006e0020006c0075006f006d0069007300650073007400610020006f006e0020004100630072006f0062006100740069006e0020006b00e400790074007400f6006f0070007000610061007300730061002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200034002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200073006b00610020006b006f006e00740072006f006c006c006500720061007300200065006c006c0065007200200073006f006d0020006d00e50073007400650020006d006f0074007300760061007200610020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e00640061007200640020006600f6007200200075007400620079007400650020006100760020006700720061006600690073006b007400200069006e006e0065006800e5006c006c002e00200020004d0065007200200069006e0066006f0072006d006100740069006f006e0020006f006d00200068007500720020006d0061006e00200073006b00610070006100720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00610020005000440046002d0064006f006b0075006d0065006e0074002000660069006e006e00730020006900200061006e007600e4006e00640061007200680061006e00640062006f006b0065006e002000740069006c006c0020004100630072006f006200610074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200034002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 7.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /HighResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-Italic
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeCorpID-Acrobat
    /AdobeCorpID-Adobe
    /AdobeCorpID-Bullet
    /AdobeCorpID-MinionBd
    /AdobeCorpID-MinionBdIt
    /AdobeCorpID-MinionRg
    /AdobeCorpID-MinionRgIt
    /AdobeCorpID-MinionSb
    /AdobeCorpID-MinionSbIt
    /AdobeCorpID-MyriadBd
    /AdobeCorpID-MyriadBdIt
    /AdobeCorpID-MyriadBdScn
    /AdobeCorpID-MyriadBdScnIt
    /AdobeCorpID-MyriadBl
    /AdobeCorpID-MyriadBlIt
    /AdobeCorpID-MyriadLt
    /AdobeCorpID-MyriadLtIt
    /AdobeCorpID-MyriadPkg
    /AdobeCorpID-MyriadRg
    /AdobeCorpID-MyriadRgIt
    /AdobeCorpID-MyriadRgScn
    /AdobeCorpID-MyriadRgScnIt
    /AdobeCorpID-MyriadSb
    /AdobeCorpID-MyriadSbIt
    /AdobeCorpID-MyriadSbScn
    /AdobeCorpID-MyriadSbScnIt
    /AdobeCorpID-PScript
    /AGaramond-BoldScaps
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-RomanScaps
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGar-Special
    /AkzidenzGroteskBE-Bold
    /AkzidenzGroteskBE-BoldEx
    /AkzidenzGroteskBE-BoldExIt
    /AkzidenzGroteskBE-BoldIt
    /AkzidenzGroteskBE-Ex
    /AkzidenzGroteskBE-It
    /AkzidenzGroteskBE-Light
    /AkzidenzGroteskBE-LightEx
    /AkzidenzGroteskBE-LightOsF
    /AkzidenzGroteskBE-Md
    /AkzidenzGroteskBE-MdEx
    /AkzidenzGroteskBE-MdIt
    /AkzidenzGroteskBE-Regular
    /AkzidenzGroteskBE-Super
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Aldine401BT-BoldA
    /Aldine401BT-BoldItalicA
    /Aldine401BT-ItalicA
    /Aldine401BT-RomanA
    /Aldine401BTSPL-RomanA
    /Aldine721BT-Bold
    /Aldine721BT-BoldItalic
    /Aldine721BT-Italic
    /Aldine721BT-Light
    /Aldine721BT-LightItalic
    /Aldine721BT-Roman
    /Aldus-Italic
    /Aldus-ItalicOsF
    /Aldus-Roman
    /Aldus-RomanSC
    /AlternateGothicNo2BT-Regular
    /AmazoneBT-Regular
    /AmericanTypewriter-Bold
    /AmericanTypewriter-BoldA
    /AmericanTypewriter-BoldCond
    /AmericanTypewriter-BoldCondA
    /AmericanTypewriter-Cond
    /AmericanTypewriter-CondA
    /AmericanTypewriter-Light
    /AmericanTypewriter-LightA
    /AmericanTypewriter-LightCond
    /AmericanTypewriter-LightCondA
    /AmericanTypewriter-Medium
    /AmericanTypewriter-MediumA
    /Anna
    /AntiqueOlive-Bold
    /AntiqueOlive-Compact
    /AntiqueOlive-Italic
    /AntiqueOlive-Roman
    /Arcadia
    /Arcadia-A
    /Arkona-Medium
    /Arkona-Regular
    /ArrusBT-Black
    /ArrusBT-BlackItalic
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AssemblyLightSSK
    /AuroraBT-BoldCondensed
    /AuroraBT-RomanCondensed
    /AuroraOpti-Condensed
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /Avenir-Black
    /Avenir-BlackOblique
    /Avenir-Book
    /Avenir-BookOblique
    /Avenir-Heavy
    /Avenir-HeavyOblique
    /Avenir-Light
    /Avenir-LightOblique
    /Avenir-Medium
    /Avenir-MediumOblique
    /Avenir-Oblique
    /Avenir-Roman
    /BaileySansITC-Bold
    /BaileySansITC-BoldItalic
    /BaileySansITC-Book
    /BaileySansITC-BookItalic
    /BakerSignetBT-Roman
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /BaskervilleBook-Italic
    /BaskervilleBook-MedItalic
    /BaskervilleBook-Medium
    /BaskervilleBook-Regular
    /BaskervilleBT-Bold
    /BaskervilleBT-BoldItalic
    /BaskervilleBT-Italic
    /BaskervilleBT-Roman
    /BaskervilleMT
    /BaskervilleMT-Bold
    /BaskervilleMT-BoldItalic
    /BaskervilleMT-Italic
    /BaskervilleMT-SemiBold
    /BaskervilleMT-SemiBoldItalic
    /BaskervilleNo2BT-Bold
    /BaskervilleNo2BT-BoldItalic
    /BaskervilleNo2BT-Italic
    /BaskervilleNo2BT-Roman
    /Baskerville-Normal-Italic
    /BauerBodoni-Black
    /BauerBodoni-BlackCond
    /BauerBodoni-BlackItalic
    /BauerBodoni-Bold
    /BauerBodoni-BoldCond
    /BauerBodoni-BoldItalic
    /BauerBodoni-BoldItalicOsF
    /BauerBodoni-BoldOsF
    /BauerBodoni-Italic
    /BauerBodoni-ItalicOsF
    /BauerBodoni-Roman
    /BauerBodoni-RomanSC
    /Bauhaus-Bold
    /Bauhaus-Demi
    /Bauhaus-Heavy
    /BauhausITCbyBT-Bold
    /BauhausITCbyBT-Heavy
    /BauhausITCbyBT-Light
    /BauhausITCbyBT-Medium
    /Bauhaus-Light
    /Bauhaus-Medium
    /BellCentennial-Address
    /BellGothic-Black
    /BellGothic-Bold
    /Bell-GothicBoldItalicBT
    /BellGothicBT-Bold
    /BellGothicBT-Roman
    /BellGothic-Light
    /Bembo
    /Bembo-Bold
    /Bembo-BoldExpert
    /Bembo-BoldItalic
    /Bembo-BoldItalicExpert
    /Bembo-Expert
    /Bembo-ExtraBoldItalic
    /Bembo-Italic
    /Bembo-ItalicExpert
    /Bembo-Semibold
    /Bembo-SemiboldItalic
    /Benguiat-Bold
    /Benguiat-BoldItalic
    /Benguiat-Book
    /Benguiat-BookItalic
    /BenguiatGothicITCbyBT-Bold
    /BenguiatGothicITCbyBT-BoldItal
    /BenguiatGothicITCbyBT-Book
    /BenguiatGothicITCbyBT-BookItal
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /Benguiat-Medium
    /Benguiat-MediumItalic
    /Berkeley-Black
    /Berkeley-BlackItalic
    /Berkeley-Bold
    /Berkeley-BoldItalic
    /Berkeley-Book
    /Berkeley-BookItalic
    /Berkeley-Italic
    /Berkeley-Medium
    /Berling-Bold
    /Berling-BoldItalic
    /Berling-Italic
    /Berling-Roman
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BernhardTangoBT-Regular
    /BlockBE-Condensed
    /BlockBE-ExtraCn
    /BlockBE-ExtraCnIt
    /BlockBE-Heavy
    /BlockBE-Italic
    /BlockBE-Regular
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BremenBT-Black
    /BremenBT-Bold
    /BroadwayBT-Regular
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Caliban
    /CarminaBT-Bold
    /CarminaBT-BoldItalic
    /CarminaBT-Light
    /CarminaBT-LightItalic
    /CarminaBT-Medium
    /CarminaBT-MediumItalic
    /Carta
    /Caslon224ITCbyBT-Bold
    /Caslon224ITCbyBT-BoldItalic
    /Caslon224ITCbyBT-Book
    /Caslon224ITCbyBT-BookItalic
    /Caslon540BT-Italic
    /Caslon540BT-Roman
    /CaslonBT-Bold
    /CaslonBT-BoldItalic
    /CaslonOpenFace
    /CaslonTwoTwentyFour-Black
    /CaslonTwoTwentyFour-BlackIt
    /CaslonTwoTwentyFour-Bold
    /CaslonTwoTwentyFour-BoldIt
    /CaslonTwoTwentyFour-Book
    /CaslonTwoTwentyFour-BookIt
    /CaslonTwoTwentyFour-Medium
    /CaslonTwoTwentyFour-MediumIt
    /CastleT-Bold
    /CastleT-Book
    /Caxton-Bold
    /Caxton-BoldItalic
    /Caxton-Book
    /Caxton-BookItalic
    /CaxtonBT-Bold
    /CaxtonBT-BoldItalic
    /CaxtonBT-Book
    /CaxtonBT-BookItalic
    /Caxton-Light
    /Caxton-LightItalic
    /CelestiaAntiqua-Ornaments
    /Centennial-BlackItalicOsF
    /Centennial-BlackOsF
    /Centennial-BoldItalicOsF
    /Centennial-BoldOsF
    /Centennial-ItalicOsF
    /Centennial-LightItalicOsF
    /Centennial-LightSC
    /Centennial-RomanSC
    /Century-Bold
    /Century-BoldItalic
    /Century-Book
    /Century-BookItalic
    /CenturyExpandedBT-Bold
    /CenturyExpandedBT-BoldItalic
    /CenturyExpandedBT-Italic
    /CenturyExpandedBT-Roman
    /Century-HandtooledBold
    /Century-HandtooledBoldItalic
    /Century-Light
    /Century-LightItalic
    /CenturyOldStyle-Bold
    /CenturyOldStyle-Italic
    /CenturyOldStyle-Regular
    /CenturySchoolbookBT-Bold
    /CenturySchoolbookBT-BoldCond
    /CenturySchoolbookBT-BoldItalic
    /CenturySchoolbookBT-Italic
    /CenturySchoolbookBT-Roman
    /Century-Ultra
    /Century-UltraItalic
    /CharterBT-Black
    /CharterBT-BlackItalic
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamBT-Bold
    /CheltenhamBT-BoldCondItalic
    /CheltenhamBT-BoldExtraCondensed
    /CheltenhamBT-BoldHeadline
    /CheltenhamBT-BoldItalic
    /CheltenhamBT-BoldItalicHeadline
    /CheltenhamBT-Italic
    /CheltenhamBT-Roman
    /Cheltenham-HandtooledBdIt
    /Cheltenham-HandtooledBold
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Christiana-Bold
    /Christiana-BoldItalic
    /Christiana-Italic
    /Christiana-Medium
    /Christiana-MediumItalic
    /Christiana-Regular
    /Christiana-RegularExpert
    /Christiana-RegularSC
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Light
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /CMR10
    /CMR8
    /CMSY10
    /CMSY8
    /CMTI10
    /CommonBullets
    /ConduitITC-Bold
    /ConduitITC-BoldItalic
    /ConduitITC-Light
    /ConduitITC-LightItalic
    /ConduitITC-Medium
    /ConduitITC-MediumItalic
    /CooperBlack
    /CooperBlack-Italic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Light
    /CooperBT-LightItalic
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-BoldCond
    /CopperplateGothicBT-Heavy
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Coronet-Regular
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Critter
    /CS-Special-font
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Della-RobbiaItalicBT
    /Della-RobbiaSCaps
    /Del-NormalSmallCaps
    /Delphin-IA
    /Delphin-IIA
    /Delta-Bold
    /Delta-BoldItalic
    /Delta-Book
    /Delta-BookItalic
    /Delta-Light
    /Delta-LightItalic
    /Delta-Medium
    /Delta-MediumItalic
    /Delta-Outline
    /DextorD
    /DextorOutD
    /DidotLH-OrnamentsOne
    /DidotLH-OrnamentsTwo
    /DINEngschrift
    /DINEngschrift-Alternate
    /DINMittelschrift
    /DINMittelschrift-Alternate
    /DINNeuzeitGrotesk-BoldCond
    /DINNeuzeitGrotesk-Light
    /Dom-CasItalic
    /DomCasual
    /DomCasual-Bold
    /Dom-CasualBT
    /Ehrhard-Italic
    /Ehrhard-Regular
    /EhrhardSemi-Italic
    /EhrhardtMT
    /EhrhardtMT-Italic
    /EhrhardtMT-SemiBold
    /EhrhardtMT-SemiBoldItalic
    /EhrharSemi
    /ELANGO-IB-A03
    /ELANGO-IB-A75
    /ELANGO-IB-A99
    /ElectraLH-Bold
    /ElectraLH-BoldCursive
    /ElectraLH-Cursive
    /ElectraLH-Regular
    /ElGreco
    /EnglischeSchT-Bold
    /EnglischeSchT-Regu
    /ErasContour
    /ErasITCbyBT-Bold
    /ErasITCbyBT-Book
    /ErasITCbyBT-Demi
    /ErasITCbyBT-Light
    /ErasITCbyBT-Medium
    /ErasITCbyBT-Ultra
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EUEX10
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuropeanPi-Four
    /EuropeanPi-One
    /EuropeanPi-Three
    /EuropeanPi-Two
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldCondensed
    /Eurostile-BoldExtendedTwo
    /Eurostile-BoldOblique
    /Eurostile-Condensed
    /Eurostile-Demi
    /Eurostile-DemiOblique
    /Eurostile-ExtendedTwo
    /EurostileLTStd-Demi
    /EurostileLTStd-DemiOblique
    /Eurostile-Oblique
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /ExPonto-Regular
    /FairfieldLH-Bold
    /FairfieldLH-BoldItalic
    /FairfieldLH-BoldSC
    /FairfieldLH-CaptionBold
    /FairfieldLH-CaptionHeavy
    /FairfieldLH-CaptionLight
    /FairfieldLH-CaptionMedium
    /FairfieldLH-Heavy
    /FairfieldLH-HeavyItalic
    /FairfieldLH-HeavySC
    /FairfieldLH-Light
    /FairfieldLH-LightItalic
    /FairfieldLH-LightSC
    /FairfieldLH-Medium
    /FairfieldLH-MediumItalic
    /FairfieldLH-MediumSC
    /FairfieldLH-SwBoldItalicOsF
    /FairfieldLH-SwHeavyItalicOsF
    /FairfieldLH-SwLightItalicOsF
    /FairfieldLH-SwMediumItalicOsF
    /Fences
    /Fenice-Bold
    /Fenice-BoldOblique
    /FeniceITCbyBT-Bold
    /FeniceITCbyBT-BoldItalic
    /FeniceITCbyBT-Regular
    /FeniceITCbyBT-RegularItalic
    /Fenice-Light
    /Fenice-LightOblique
    /Fenice-Regular
    /Fenice-RegularOblique
    /Fenice-Ultra
    /Fenice-UltraOblique
    /FlashD-Ligh
    /Flood
    /Folio-Bold
    /Folio-BoldCondensed
    /Folio-ExtraBold
    /Folio-Light
    /Folio-Medium
    /FontanaNDAaOsF
    /FontanaNDAaOsF-Italic
    /FontanaNDCcOsF-Semibold
    /FontanaNDCcOsF-SemiboldIta
    /FontanaNDEeOsF
    /FontanaNDEeOsF-Bold
    /FontanaNDEeOsF-BoldItalic
    /FontanaNDEeOsF-Light
    /FontanaNDEeOsF-Semibold
    /FormalScript421BT-Regular
    /Formata-Bold
    /Formata-MediumCondensed
    /ForteMT
    /FournierMT-Ornaments
    /FrakturBT-Regular
    /FrankfurterHigD
    /FranklinGothic-Book
    /FranklinGothic-BookItal
    /FranklinGothic-BookOblique
    /FranklinGothic-Condensed
    /FranklinGothic-Demi
    /FranklinGothic-DemiItal
    /FranklinGothic-DemiOblique
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItal
    /FranklinGothic-HeavyOblique
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothicITCbyBT-Heavy
    /FranklinGothicITCbyBT-HeavyItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumItal
    /FranklinGothic-Roman
    /Freeform721BT-Bold
    /Freeform721BT-BoldItalic
    /Freeform721BT-Italic
    /Freeform721BT-Roman
    /FreestyleScrD
    /FreestyleScript
    /Freestylescript
    /FrizQuadrataITCbyBT-Bold
    /FrizQuadrataITCbyBT-Roman
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura
    /FuturaBlackBT-Regular
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldCondensedItalic
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Heavy
    /FuturaBT-HeavyItalic
    /FuturaBT-Light
    /FuturaBT-LightCondensed
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /Futura-CondensedLight
    /Futura-CondensedLightOblique
    /Futura-ExtraBold
    /Futura-ExtraBoldOblique
    /Futura-Heavy
    /Futura-HeavyOblique
    /Futura-Light
    /Futura-LightOblique
    /Futura-Oblique
    /Futura-Thin
    /Galliard-Black
    /Galliard-BlackItalic
    /Galliard-Bold
    /Galliard-BoldItalic
    /Galliard-Italic
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Galliard-Roman
    /Galliard-Ultra
    /Galliard-UltraItalic
    /Garamond-Antiqua
    /GaramondBE-Bold
    /GaramondBE-BoldExpert
    /GaramondBE-BoldOsF
    /GaramondBE-CnExpert
    /GaramondBE-Condensed
    /GaramondBE-CondensedSC
    /GaramondBE-Italic
    /GaramondBE-ItalicExpert
    /GaramondBE-ItalicOsF
    /GaramondBE-Medium
    /GaramondBE-MediumCn
    /GaramondBE-MediumCnExpert
    /GaramondBE-MediumCnOsF
    /GaramondBE-MediumExpert
    /GaramondBE-MediumItalic
    /GaramondBE-MediumItalicExpert
    /GaramondBE-MediumItalicOsF
    /GaramondBE-MediumSC
    /GaramondBE-Regular
    /GaramondBE-RegularExpert
    /GaramondBE-RegularSC
    /GaramondBE-SwashItalic
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-Book
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-BookItalic
    /Garamond-Halbfett
    /Garamond-HandtooledBold
    /Garamond-HandtooledBoldItalic
    /GaramondITCbyBT-Bold
    /GaramondITCbyBT-BoldCondensed
    /GaramondITCbyBT-BoldCondItalic
    /GaramondITCbyBT-BoldItalic
    /GaramondITCbyBT-BoldNarrow
    /GaramondITCbyBT-BoldNarrowItal
    /GaramondITCbyBT-Book
    /GaramondITCbyBT-BookCondensed
    /GaramondITCbyBT-BookCondItalic
    /GaramondITCbyBT-BookItalic
    /GaramondITCbyBT-BookNarrow
    /GaramondITCbyBT-BookNarrowItal
    /GaramondITCbyBT-Light
    /GaramondITCbyBT-LightCondensed
    /GaramondITCbyBT-LightCondItalic
    /GaramondITCbyBT-LightItalic
    /GaramondITCbyBT-LightNarrow
    /GaramondITCbyBT-LightNarrowItal
    /GaramondITCbyBT-Ultra
    /GaramondITCbyBT-UltraCondensed
    /GaramondITCbyBT-UltraCondItalic
    /GaramondITCbyBT-UltraItalic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garamond-Light
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Garamond-LightItalic
    /GaramondNo4CyrTCY-Ligh
    /GaramondNo4CyrTCY-LighItal
    /GaramondThree
    /GaramondThree-Bold
    /GaramondThree-BoldItalic
    /GaramondThree-BoldItalicOsF
    /GaramondThree-BoldSC
    /GaramondThree-Italic
    /GaramondThree-ItalicOsF
    /GaramondThree-SC
    /GaramondThreeSMSIISpl-Italic
    /GaramondThreeSMSitalicSpl-Italic
    /GaramondThreeSMSspl
    /GaramondThreespl
    /GaramondThreeSpl-Bold
    /GaramondThreeSpl-Italic
    /Garamond-Ultra
    /Garamond-UltraCondensed
    /Garamond-UltraCondensedItalic
    /Garamond-UltraItalic
    /GarthGraphic
    /GarthGraphic-Black
    /GarthGraphic-Bold
    /GarthGraphic-BoldCondensed
    /GarthGraphic-BoldItalic
    /GarthGraphic-Condensed
    /GarthGraphic-ExtraBold
    /GarthGraphic-Italic
    /Geometric231BT-HeavyC
    /GeometricSlab712BT-BoldA
    /GeometricSlab712BT-ExtraBoldA
    /GeometricSlab712BT-LightA
    /GeometricSlab712BT-LightItalicA
    /GeometricSlab712BT-MediumA
    /GeometricSlab712BT-MediumItalA
    /Giddyup
    /Giddyup-Thangs
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldExtraCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-ExtraBoldDisplay
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSans-LightShadowed
    /GillSans-Shadowed
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gill-Special
    /Giovanni-Bold
    /Giovanni-BoldItalic
    /Giovanni-Book
    /Giovanni-BookItalic
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
    /Gothic-Thirteen
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /GoudyCatalogueBT-Regular
    /Goudy-ExtraBold
    /GoudyHandtooledBT-Regular
    /GoudyHeavyfaceBT-Regular
    /GoudyHeavyfaceBT-RegularCond
    /Goudy-Italic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-ExtraBold
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudySans-Black
    /GoudySans-BlackItalic
    /GoudySans-Bold
    /GoudySans-BoldItalic
    /GoudySans-Book
    /GoudySans-BookItalic
    /GoudySansITCbyBT-Black
    /GoudySansITCbyBT-BlackItalic
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Light
    /GoudySansITCbyBT-LightItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GoudySans-Medium
    /GoudySans-MediumItalic
    /Granjon
    /Granjon-Bold
    /Granjon-BoldOsF
    /Granjon-Italic
    /Granjon-ItalicOsF
    /Granjon-SC
    /GreymantleMVB-Ornaments
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Black-SemiBold
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Compressed
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-Light-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Condensed-Thin
    /Helvetica-ExtraCompressed
    /Helvetica-Fraction
    /Helvetica-FractionBold
    /HelveticaInserat-Roman
    /HelveticaInserat-Roman-SemiBold
    /Helvetica-Light
    /Helvetica-LightOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /HelveticaNeue-Black
    /HelveticaNeue-BlackCond
    /HelveticaNeue-BlackCondObl
    /HelveticaNeue-BlackExt
    /HelveticaNeue-BlackExtObl
    /HelveticaNeue-BlackItalic
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldCond
    /HelveticaNeue-BoldCondObl
    /HelveticaNeue-BoldExt
    /HelveticaNeue-BoldExtObl
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-ExtBlackCond
    /HelveticaNeue-ExtBlackCondObl
    /HelveticaNeue-Extended
    /HelveticaNeue-ExtendedObl
    /HelveticaNeue-Heavy
    /HelveticaNeue-HeavyCond
    /HelveticaNeue-HeavyCondObl
    /HelveticaNeue-HeavyExt
    /HelveticaNeue-HeavyExtObl
    /HelveticaNeue-HeavyItalic
    /HelveticaNeue-Italic
    /HelveticaNeue-Light
    /HelveticaNeue-LightCond
    /HelveticaNeue-LightCondObl
    /HelveticaNeue-LightExt
    /HelveticaNeue-LightExtObl
    /HelveticaNeue-LightItalic
    /HelveticaNeueLTStd-Md
    /HelveticaNeueLTStd-MdIt
    /HelveticaNeue-Medium
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-MediumExt
    /HelveticaNeue-MediumExtObl
    /HelveticaNeue-MediumItalic
    /HelveticaNeue-Roman
    /HelveticaNeue-Thin
    /HelveticaNeue-ThinCond
    /HelveticaNeue-ThinCondObl
    /HelveticaNeue-ThinItalic
    /HelveticaNeue-UltraLigCond
    /HelveticaNeue-UltraLigCondObl
    /HelveticaNeue-UltraLigExt
    /HelveticaNeue-UltraLigExtObl
    /HelveticaNeue-UltraLight
    /HelveticaNeue-UltraLightItal
    /Helvetica-Oblique
    /Helvetica-UltraCompressed
    /HelvExtCompressed
    /HelvLight
    /HelvUltCompressed
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-ExtraBold
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /Humanist521BT-UltraBold
    /Humanist521BT-XtraBoldCondensed
    /Humanist531BT-BlackA
    /Humanist531BT-BoldA
    /Humanist531BT-RomanA
    /Humanist531BT-UltraBlackA
    /Humanist777BT-BlackB
    /Humanist777BT-BlackCondensedB
    /Humanist777BT-BlackItalicB
    /Humanist777BT-BoldB
    /Humanist777BT-BoldCondensedB
    /Humanist777BT-BoldItalicB
    /Humanist777BT-ExtraBlackB
    /Humanist777BT-ExtraBlackCondB
    /Humanist777BT-ItalicB
    /Humanist777BT-LightB
    /Humanist777BT-LightCondensedB
    /Humanist777BT-LightItalicB
    /Humanist777BT-RomanB
    /Humanist777BT-RomanCondensedB
    /Humanist970BT-BoldC
    /Humanist970BT-RomanC
    /HumanistSlabserif712BT-Black
    /HumanistSlabserif712BT-Bold
    /HumanistSlabserif712BT-Italic
    /HumanistSlabserif712BT-Roman
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /Iglesia-Light
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Imago-Book
    /Imago-BookItalic
    /Imago-ExtraBold
    /Imago-ExtraBoldItalic
    /Imago-Light
    /Imago-LightItalic
    /Imago-Medium
    /Imago-MediumItalic
    /Industria-Inline
    /Industria-InlineA
    /Industria-Solid
    /Industria-SolidA
    /Insignia
    /Insignia-A
    /IPAExtras
    /IPAHighLow
    /IPAKiel
    /IPAKielSeven
    /IPAsans
    /ITCGaramondMM
    /ITCGaramondMM-It
    /JAKEOpti-Regular
    /JansonText-Bold
    /JansonText-BoldItalic
    /JansonText-Italic
    /JansonText-Roman
    /JansonText-RomanSC
    /JoannaMT
    /JoannaMT-Bold
    /JoannaMT-BoldItalic
    /JoannaMT-Italic
    /Juniper
    /KabelITCbyBT-Book
    /KabelITCbyBT-Demi
    /KabelITCbyBT-Medium
    /KabelITCbyBT-Ultra
    /Kaufmann
    /Kaufmann-Bold
    /KeplMM-Or2
    /KisBT-Italic
    /KisBT-Roman
    /KlangMT
    /Kuenstler480BT-Black
    /Kuenstler480BT-Bold
    /Kuenstler480BT-BoldItalic
    /Kuenstler480BT-Italic
    /Kuenstler480BT-Roman
    /KunstlerschreibschD-Bold
    /KunstlerschreibschD-Medi
    /Lapidary333BT-Black
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /LatinMT-Condensed
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LDecorationPi-One
    /LDecorationPi-Two
    /Leawood-Black
    /Leawood-BlackItalic
    /Leawood-Bold
    /Leawood-BoldItalic
    /Leawood-Book
    /Leawood-BookItalic
    /Leawood-Medium
    /Leawood-MediumItalic
    /LegacySans-Bold
    /LegacySans-BoldItalic
    /LegacySans-Book
    /LegacySans-BookItalic
    /LegacySans-Medium
    /LegacySans-MediumItalic
    /LegacySans-Ultra
    /LegacySerif-Bold
    /LegacySerif-BoldItalic
    /LegacySerif-Book
    /LegacySerif-BookItalic
    /LegacySerif-Medium
    /LegacySerif-MediumItalic
    /LegacySerif-Ultra
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldSlanted
    /LetterGothic-Slanted
    /Life-Bold
    /Life-Italic
    /Life-Roman
    /LINE10
    /LINEW10
    /Linotext
    /Lithos-Black
    /LithosBold
    /Lithos-Bold
    /Lithos-Regular
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOSL10
    /LOMD-Normal
    /LubalinGraph-Book
    /LubalinGraph-BookOblique
    /LubalinGraph-Demi
    /LubalinGraph-DemiOblique
    /LucidaHandwritingItalic
    /LucidaMath-Symbol
    /LucidaSansTypewriter
    /LucidaSansTypewriter-Bd
    /LucidaSansTypewriter-BdObl
    /LucidaSansTypewriter-Obl
    /LucidaTypewriter
    /LucidaTypewriter-Bold
    /LucidaTypewriter-BoldObl
    /LucidaTypewriter-Obl
    /LydianBT-Bold
    /LydianBT-BoldItalic
    /LydianBT-Italic
    /LydianBT-Roman
    /LydianCursiveBT-Regular
    /Machine
    /Machine-Bold
    /Marigold
    /MathematicalPi-Five
    /MathematicalPi-Four
    /MathematicalPi-One
    /MathematicalPi-Six
    /MathematicalPi-Three
    /MathematicalPi-Two
    /MatrixScriptBold
    /MatrixScriptBoldLin
    /MatrixScriptBook
    /MatrixScriptBookLin
    /MatrixScriptRegular
    /MatrixScriptRegularLin
    /Melior
    /Melior-Bold
    /Melior-BoldItalic
    /Melior-Italic
    /MercuriusCT-Black
    /MercuriusCT-BlackItalic
    /MercuriusCT-Light
    /MercuriusCT-LightItalic
    /MercuriusCT-Medium
    /MercuriusCT-MediumItalic
    /MercuriusMT-BoldScript
    /Meridien-Bold
    /Meridien-BoldItalic
    /Meridien-Italic
    /Meridien-Medium
    /Meridien-MediumItalic
    /Meridien-Roman
    /Minion-Black
    /Minion-Bold
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-BoldItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-DisplayItalic
    /Minion-DisplayRegular
    /MinionExp-Italic
    /MinionExp-Semibold
    /MinionExp-SemiboldItalic
    /Minion-Italic
    /Minion-Ornaments
    /Minion-Regular
    /Minion-Semibold
    /Minion-SemiboldItalic
    /MonaLisa-Recut
    /MrsEavesAllPetiteCaps
    /MrsEavesAllSmallCaps
    /MrsEavesBold
    /MrsEavesFractions
    /MrsEavesItalic
    /MrsEavesPetiteCaps
    /MrsEavesRoman
    /MrsEavesRomanLining
    /MrsEavesSmallCaps
    /MSAM10
    /MSAM10A
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM10A
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MTSYN
    /MusicalSymbols-Normal
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-CnBold
    /Myriad-CnBoldItalic
    /Myriad-CnItalic
    /Myriad-CnSemibold
    /Myriad-CnSemiboldItalic
    /Myriad-Condensed
    /Myriad-Italic
    /MyriadMM
    /MyriadMM-It
    /Myriad-Roman
    /Myriad-Sketch
    /Myriad-Tilt
    /NeuzeitS-Book
    /NeuzeitS-BookHeavy
    /NewBaskerville-Bold
    /NewBaskerville-BoldItalic
    /NewBaskerville-Italic
    /NewBaskervilleITCbyBT-Bold
    /NewBaskervilleITCbyBT-BoldItal
    /NewBaskervilleITCbyBT-Italic
    /NewBaskervilleITCbyBT-Roman
    /NewBaskerville-Roman
    /NewCaledonia
    /NewCaledonia-Black
    /NewCaledonia-BlackItalic
    /NewCaledonia-Bold
    /NewCaledonia-BoldItalic
    /NewCaledonia-BoldItalicOsF
    /NewCaledonia-BoldSC
    /NewCaledonia-Italic
    /NewCaledonia-ItalicOsF
    /NewCaledonia-SC
    /NewCaledonia-SemiBold
    /NewCaledonia-SemiBoldItalic
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-BoldOblique
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldCondensed
    /NewsGothicBT-BoldCondItalic
    /NewsGothicBT-BoldExtraCondensed
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Demi
    /NewsGothicBT-DemiItalic
    /NewsGothicBT-ExtraCondensed
    /NewsGothicBT-Italic
    /NewsGothicBT-ItalicCondensed
    /NewsGothicBT-Light
    /NewsGothicBT-LightItalic
    /NewsGothicBT-Roman
    /NewsGothicBT-RomanCondensed
    /NewsGothic-Oblique
    /New-Symbol
    /NovareseITCbyBT-Bold
    /NovareseITCbyBT-BoldItalic
    /NovareseITCbyBT-Book
    /NovareseITCbyBT-BookItalic
    /Nueva-BoldExtended
    /Nueva-Roman
    /NuptialScript
    /OceanSansMM
    /OceanSansMM-It
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OnyxMT
    /Optima
    /Optima-Bold
    /Optima-BoldItalic
    /Optima-BoldOblique
    /Optima-ExtraBlack
    /Optima-ExtraBlackItalic
    /Optima-Italic
    /Optima-Oblique
    /OSPIRE-Plain
    /OttaIA
    /Otta-wa
    /Ottawa-BoldA
    /OttawaPSMT
    /Oxford
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /Palatino-Roman
    /Parisian
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PhotinaMT
    /PhotinaMT-Bold
    /PhotinaMT-BoldItalic
    /PhotinaMT-Italic
    /PhotinaMT-SemiBold
    /PhotinaMT-SemiBoldItalic
    /PhotinaMT-UltraBold
    /PhotinaMT-UltraBoldItalic
    /Plantin
    /Plantin-Bold
    /Plantin-BoldItalic
    /Plantin-Italic
    /Plantin-Light
    /Plantin-LightItalic
    /Plantin-Semibold
    /Plantin-SemiboldItalic
    /Poetica-ChanceryI
    /Poetica-SuppLowercaseEndI
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /ProseAntique-Bold
    /ProseAntique-Normal
    /QuaySansEF-Black
    /QuaySansEF-BlackItalic
    /QuaySansEF-Book
    /QuaySansEF-BookItalic
    /QuaySansEF-Medium
    /QuaySansEF-MediumItalic
    /Quorum-Black
    /Quorum-Bold
    /Quorum-Book
    /Quorum-Light
    /Quorum-Medium
    /Raleigh
    /Raleigh-Bold
    /Raleigh-DemiBold
    /Raleigh-Medium
    /Revival565BT-Bold
    /Revival565BT-BoldItalic
    /Revival565BT-Italic
    /Revival565BT-Roman
    /Ribbon131BT-Bold
    /Ribbon131BT-Regular
    /RMTMI
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /RotisSansSerif
    /RotisSansSerif-Bold
    /RotisSansSerif-ExtraBold
    /RotisSansSerif-Italic
    /RotisSansSerif-Light
    /RotisSansSerif-LightItalic
    /RotisSemiSans
    /RotisSemiSans-Bold
    /RotisSemiSans-ExtraBold
    /RotisSemiSans-Italic
    /RotisSemiSans-Light
    /RotisSemiSans-LightItalic
    /RotisSemiSerif
    /RotisSemiSerif-Bold
    /RotisSerif
    /RotisSerif-Bold
    /RotisSerif-Italic
    /RunicMT-Condensed
    /Sabon-Bold
    /Sabon-BoldItalic
    /Sabon-Italic
    /Sabon-Roman
    /SackersGothicLight
    /SackersGothicLightAlt
    /SackersItalianScript
    /SackersItalianScriptAlt
    /Sam
    /Sanvito-Light
    /SanvitoMM
    /Sanvito-Roman
    /Semitica
    /Semitica-Italic
    /SIVAMATH
    /Siva-Special
    /SMS-SPELA
    /Souvenir-Demi
    /Souvenir-DemiItalic
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /Souvenir-Light
    /Souvenir-LightItalic
    /SpecialAA
    /Special-Gali
    /Sp-Sym
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-PhoneticAlternate
    /StoneSans-PhoneticIPA
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /StoneSerif
    /StoneSerif-Italic
    /StoneSerif-PhoneticAlternate
    /StoneSerif-PhoneticIPA
    /StoneSerif-Semibold
    /StoneSerif-SemiboldItalic
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-BlackRounded
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-BoldRounded
    /Swiss721BT-Heavy
    /Swiss721BT-HeavyItalic
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Medium
    /Swiss721BT-MediumItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721BT-ThinItalic
    /Swiss921BT-RegularA
    /Symbol
    /Syntax-Black
    /Syntax-Bold
    /Syntax-Italic
    /Syntax-Roman
    /Syntax-UltraBlack
    /Tekton
    /Times-Bold
    /Times-BoldA
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /Times-NewRoman
    /Times-NewRomanBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Oblique
    /Times-PhoneticAlternate
    /Times-PhoneticIPA
    /Times-Roman
    /Times-RomanSmallCaps
    /Times-Sc
    /Times-SCB
    /Times-special
    /TimesTenGreekP-Upright
    /TradeGothic
    /TradeGothic-Bold
    /TradeGothic-BoldCondTwenty
    /TradeGothic-BoldCondTwentyObl
    /TradeGothic-BoldOblique
    /TradeGothic-BoldTwo
    /TradeGothic-BoldTwoOblique
    /TradeGothic-CondEighteen
    /TradeGothic-CondEighteenObl
    /TradeGothicLH-BoldExtended
    /TradeGothicLH-Extended
    /TradeGothic-Light
    /TradeGothic-LightOblique
    /TradeGothic-Oblique
    /Trajan-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trajan-Regular
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /Transitional551BT-MediumB
    /Transitional551BT-MediumItalicB
    /Univers
    /Universal-GreekwithMathPi
    /Universal-NewswithCommPi
    /Univers-BlackExt
    /Univers-BlackExtObl
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-CondensedBoldOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-ExtraBlackExt
    /Univers-ExtraBlackExtObl
    /Univers-Light
    /Univers-LightOblique
    /UniversLTStd-Black
    /UniversLTStd-BlackObl
    /Univers-Oblique
    /Utopia-Black
    /Utopia-BlackOsF
    /Utopia-Bold
    /Utopia-BoldItalic
    /Utopia-Italic
    /Utopia-Ornaments
    /Utopia-Regular
    /Utopia-Semibold
    /Utopia-SemiboldItalic
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Viva-BoldExtraExtended
    /Viva-Regular
    /Weidemann-Black
    /Weidemann-BlackItalic
    /Weidemann-Bold
    /Weidemann-BoldItalic
    /Weidemann-Book
    /Weidemann-BookItalic
    /Weidemann-Medium
    /Weidemann-MediumItalic
    /WindsorBT-Elongated
    /WindsorBT-Light
    /WindsorBT-LightCondensed
    /WindsorBT-Roman
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfCalligraphic801BT-Bold
    /ZapfCalligraphic801BT-BoldItal
    /ZapfCalligraphic801BT-Italic
    /ZapfCalligraphic801BT-Roman
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Demi
    /ZapfChanceryITCbyBT-Medium
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZapfHumanist601BT-Ultra
    /ZapfHumanist601BT-UltraItalic
    /ZurichBT-Black
    /ZurichBT-BlackExtended
    /ZurichBT-BlackItalic
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldExtended
    /ZurichBT-BoldExtraCondensed
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraBlack
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-LightCondensedItalic
    /ZurichBT-LightExtraCondensed
    /ZurichBT-LightItalic
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings for creating PDF files for submission to The Sheridan Press. These settings configured for Acrobat v6.0 08/06/03.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


	Cit p_4: 
	Cit p_5: 
	Cit p_6: 
	Cit p_7: 
	Cit p_8: 
	Cit p_10: 
	Cit p_1: 
	Cit p_9: 
	Cit p_11: 
	Cit p_2: 
	Cit p_12: 
	Cit p_21: 
	Cit p_13: 
	Cit p_45: 
	Cit p_37: 
	Cit p_29: 
	Cit p_30: 
	Cit p_22: 
	Cit p_14: 
	Cit p_38: 
	Cit p_31: 
	Cit p_23: 
	Cit p_15: 
	Cit p_39: 
	Cit p_40: 
	Cit p_32: 
	Cit p_24: 
	Cit p_16: 
	Cit p_41: 
	Cit p_33: 
	Cit p_25: 
	Cit p_17: 
	Cit p_42: 
	Cit p_34: 
	Cit p_26: 
	Cit p_18: 
	Cit p_43: 
	Cit p_35: 
	Cit p_27: 
	Cit p_19: 
	Cit p_20: 
	Cit p_44: 
	Cit p_36: 
	Cit p_28: 


