
General Internal Medicine 
Boston University School of Medicine 

2009 Publications - A-M 
 

1. Alford DP. Opioids for chronic pain in patients with substance abuse: Too much, too little or just 
right? Invited Commentary. Pain. 2009;145:267-68. 

 
2. Alford DP, Bridden C, Jackson AH, Saitz R, Amodeo M, Barnes HN, Samet JH.  

Promoting substance use education among generalist physicians: An evaluation of the Chief 
Resident Immersion Training (CRIT) program. Gen Intern Med. 2009;24(1):40-47. 

 
3. Bertholet N, Cheng DM, Palfai TP, Samet JH, Saitz R.  Does readiness to change predict 

subsequent alcohol consumption in medical inpatients with unhealthy alcohol use? Addict Behav.  
2009;34:636-40.  

 
4. Bertholet N, Dukes K, Horton NJ, Palfai TP, Pedley A, Saitz R.  Factor structure of the 

SOCRATES questionnaire in hospitalized medical patients.  Addict Behav. 2009;34:568-72. 
 

5. Bertholet N, Horton NJ, Saitz R.  Improvements in readiness to change and drinking in 
primary care patients with unhealthy alcohol use: a prospective study.  BMC Public Health, 
2009;9:101 PMCID: PMC2679737. 

 
6. Berz JPB, Johnston K, Backus B, Doros G, Rose AJ, Pierre S, Battaglia TA. The 

influence of black race on treatment and mortality for early-stage breast cancer. Med Care. 
2009;47(9):986-92. 

 
7. Bickmore TW, Pfeifer LM, Paasche-Orlow MK.  Using computer agents to explain medical 

documents to patients with low health literacy. Patient Educ Couns. Jun 2009;75(3):315-20.  
 

8. Blackburn GL, Hutter MM, Harvey AM, Apovian CM, Boulton HRW, Cummings S, Fallon JA, 
Greenberg I, Jiser ME, Jones DB, Jones SB, Kaplan LM, Kelly JJ, Kruger RS Jr, Lautz DB, 
Lenders CM, LoNigro R, Luce H, McNamara A, Mulligan AT, Paasche-Orlow MK, Perna 
FM, Pratt JSA, Riley SM Jr, Robinson MK, Romanelli JR, Saltzman E, Schumann R, Shikora SA, 
Snow RL, Sogg S, Sullivan MA, Tarnoff M, Thompson CC, Wee CC, Ridley N, Auerbach J, 
Hu FB, Kirle L, Buckley RB, Annas CL.  Expert panel on weight loss surgery: executive 
report update. Obesity (Silver Spring). May 2009;17(5):842-62. 

 
9. Bokhour BG, Solomon JL, Knapp H, Asch SM, Gifford AL. Barriers and facilitators to 

routine HIV testing in VA Primary Care. J Gen Intern Med. 2009;24(10):1109-14.  
 

10. Braverman J, Dedier J. Predictors of Medication Adherence for African Americans Patients 
Diagnosed with hypertension. Ethnicity and Disease. Autumn 2009;19:396-400.  

 
11. Campbell CA, Hahn RA, Elder R, Brewer R, Chattopadhyay S, Fielding J, Naimi T, Toomey 

T, Lawrence B, Middleton JC, et al.  The effectiveness of limiting alcohol outlet density as a 
means of reducing excessive alcohol consumption and alcohol-related harms.  Am J Prev 
Med. 2009;37(6):556–69. 

 
12. Carr PL, Pololi L, Knight S, Conrad P. Collaborating in academic medicine: Reflections on 

gender and advancement. Acad Med. 2009;84(10):1447-53. 
 

13. Chaudhry AA, Gifford AL, Cofrancesco J Jr, Sosman J, Berkenblit G, Sullivan LE. Update in 
HIV medicine for the generalist. J Gen Intern Med. 2009;24(2):276-82.  
 

14. Cheng DM, Libman H, Bridden C, Saitz R, Samet JH.  Alcohol consumption and 
lipodystrophy in HIV-infected adults with alcohol problems. Alcohol. 2009;43:65-71. 

http://www.ncbi.nlm.nih.gov/pubmed/19297116?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=10
http://www.ncbi.nlm.nih.gov/pubmed/19297116?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=10
http://www.ncbi.nlm.nih.gov/pubmed/19396063?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=7
http://www.ncbi.nlm.nih.gov/pubmed/19396063?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=7


 
15. Cheng T, Freund KM, Lane SE, Ganschow P, Battaglia TA. Screening for Breast Cancer. 

http://pier .acrponline.org/physicians/screening/s369/s369.html. In PIER [online database]. 
Philadelphia, American College of Physicians, 2009.  

 
16. Cremeens J, Nelson D, Naimi T, et al.  Sociodemographic differences in binge drinking 

among adults – 14 states, 2004.  Morbidity and Mortality Weekly Report. 2009;58(12):301-4. 
 

17. Doe-Simkins M, Walley AY, Epstein A, Moyer P. Saved by the nose: bystander-
administered intranasal naloxone hydrochloride for opioid overdose. American Journal of 
PH. May 2009;99(5):788-91.  

 
18. Dookeran NM, Burgess JF Jr, Bowman CC, Goetz MB, Asch SM, Gifford AL. HIV 

screening among substance-abusing veterans in care. J Subst Abuse Treat. Oct 
2009;37(3):286-91. 

 
19. Douglass MA, Sanchez GM, Alford DP, Wilkes G, Greenwald JL.  Physicians’ pain 

management confidence versus competence. J Opioid Management. 2009;5(3):169-74. 
 

20. Freedman JE, Hylek EM. Clopidogrel, genetics and drug responsiveness [Invited Editorial]. 
N Engl J Med. 2009;360:411-3. 

 
21. Garcia D and Hylek EM. Warfarin pharmacogenetics. N Engl J Med. 2009;360:2474-75. 

 
22. Gerber MR, Tan AKW. Lifetime intimate partner violence exposure, attitudes and comfort 

among Canadian health professions students. BMC Res Notes. Sept 2009;2:191. PMID: 
19775437. 

 
23. Giordano TP, Hartman C, Gifford AL, Backus LI, Morgan RO. Predictors of retention in 

HIV care among a national cohort of US veterans. HIV Clin Trials. Sep-Oct 2009;10(5):299-
305. 

 
24. Goetz MB, Hoang T, Henry SR, Knapp H, Anaya HD, Gifford AL, Asch SM, QUERI-

HIV/Hepatitis Program. Evaluation of the sustainability of an intervention to increase HIV 
testing. J Gen Intern Med. Dec 2009;24(12):1275-80. 

 
25. Hanchate A, Kronman AC, Young-Xu Y, Ash AS, Emanuel E. Racial and ethnic 

differences in end-of-life costs: Why do minorities cost more than whites? Arch Intern Med. 
2009;169(5):493-501. 

 
26. Hausmann LRM, Jeong K, Bost JE, Kressin NR, Ibrahim SA. Perceived racial discrimination 

in health care: A comparison of Veterans Affairs and other patients.  American Journal of 
Public Health 2009;99(7):1-7. 

 
27. Hermos J, Winter M, Heeren T, Hingson R.  Alcohol-related problems among younger 

drinkers who misuse prescription drugs: results from the National Epidemiologic Survey of 
Alcohol and Related Conditions (NESARC). Substance Abuse. 2009;30:118-26. 

 
28. Hironaka LK, Paasche-Orlow MK, Young RL, Bauchner H, Geltman PL. Caregiver health 

literacy and adherence to a daily multi-vitamin with iron regimen in infants. Patient Educ 
Couns. Jun 2009;75(3):376-80.  
 

29. Hylek EM. Antithrombotic prophylaxis in elderly patients with atrial fibrillation. Semin 
Thromb Hemost. Sep 2009;35(6):548-53. 

 

http://www.ncbi.nlm.nih.gov/pubmed/19775437
http://www.ncbi.nlm.nih.gov/pubmed/19775437
http://www.ncbi.nlm.nih.gov/pubmed/19906622
http://www.ncbi.nlm.nih.gov/pubmed/19906622
http://www.ncbi.nlm.nih.gov/pubmed/19798538
http://www.ncbi.nlm.nih.gov/pubmed/19798538
http://www.ncbi.nlm.nih.gov/pubmed/19395227?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=8
http://www.ncbi.nlm.nih.gov/pubmed/19395227?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=8


30. Hylek EM.  The need for new oral anticoagulants in clinical practice. J Cardiovasc Med 
2009;10(8):605-9. 

 
31. Hylek EM, Rose AJ.  Understanding Low INR in Clinical Practice [Invited Editorial].  

Thromb Haemost 2009;101:417-18. 
 

32. Jack BW, Chetty VK, Anthony D, Greenwald JL, Sanchez GM, Johnson AE, Forsythe SR, 
O'Donnell JK, Paasche-Orlow MK, Manasseh C, Martin S, Culpepper L.   A reengineered 
hospital discharge program to decrease rehospitalization: a randomized trial. Ann Intern 
Med. Feb 2009;150(3):178-87. 

 
33. Kapoor A, Kraemer KL, Smith KJ, Roberts MS, Saitz R. Cost-Effectiveness of Screening 

for Unhealthy Alcohol Use with %Carbohydrate Deficient Transferrin: Results From a 
Literature-Based Decision Analytic Computer Model. Alcohol Clin Exp Res. Aug 
2009;33(8):1-10. 

 
34. Katz RV, Green BL, Kressin NR, James SA, Sang MQ, Claudio C, Russell SL. Exploring the 

‘legacy’ of the Tuskegee Syphilis Study: a follow-up study from the Tuskegee Legacy Project.  
Journal of the National Medical Association. 2009:101(2):179-83. 

 
35. Kertesz SG, Posner MA, O’Connell JJ, Swain S, Mullins AN, Shwartz M, Ash AS. Post-

Hospital Medical Respite Care and Hospital Readmission of Homeless Persons. 2009. J Prev 
Interv Community. 2009;37(2):129-42. 

 
36. Kim TW, Alford DP, Holick MF, Malabanan AO, Samet JH. Low vitamin d status in 

methadone maintenance patients. J Addict Med. 2009;3(3):134-38. 
 

37. Knapp PE, Showers KM, Phipps JC, Speckman JL, Sternthal E, Freund KM, Ash AS, 
Apovian CM. Self-Monitoring of Blood Glucose with Finger tip vs. Alternative site sampling: 
Effect on glycemic control in insulin-using patients with type-2 diabetes. Diabetes 
Technology and Therapeutics. 2009;11(4):219-25. 

 
38. Kressin NR, Nunn ME, Singh H, Orner MB, Pbert L, Hayes C, Culler C, Glicken SR, Palfrey 

S, Geltman PL, Cadoret C, Henshaw MM. Pediatric clinicians can help reduce rates of early 
childhood caries: Effects of a practice based intervention. Medical Care. 2009;47(11):1121-
28. 

 
39. Lasser KE.  Update in smoking and mental illness: A primary care perspective. Dual 

Diagnosis. 2009;5(2):191-96. 
 

40. Lasser KE, Murillo J, Medlin E, Lisboa S, Valley-Shah L, Fletcher RH, Emmons KE, Ayanian 
JZ. A multilevel intervention to promote colorectal cancer screening among community 
health center patients: results of a pilot study. BMC Family Practice. 2009;10:37. 

 
41. Lisabeth LD, Beiser AS, Brown DL, Murabito JM, Kelly-Hayes M, Wolf PA. Age at natural 

menopause and risk of ischemic stroke: the Framingham Heart Study. Stroke. Apr 
2009;40(4):1044-9. PMID: 19233935; PubMed Central PMCID: PMC2682709. 

 
42. Lopes RD, Becker RC, Garcia D, Hylek EM, Granger CB, Lourenço DM, Nader HB, Maffei 

FH, Cesena FHY, Nicolau JC, Timmerman A, Rocha AT, de Paiva EF, Guimaraes HP, 
Carvalho AC, D'Amico EA, Moreira-Filho CA, Aldrighi JM, Lopes AC.  Highlights from the I 
International Symposium of Thrombosis and Anticoagulation in Internal Medicine, October 
23-25, 2008, Sao Paulo, Brazil. J Thromb Thrombolysis. March 2009;28:106-116.  
 
 

http://www.ncbi.nlm.nih.gov/pubmed/19189907?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=13
http://www.ncbi.nlm.nih.gov/pubmed/19189907?itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVDocSum&ordinalpos=13
http://www.ncbi.nlm.nih.gov/pubmed/19322521?ordinalpos=2&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DefaultReportPanel.Pubmed_RVDocSum
http://www.ncbi.nlm.nih.gov/pubmed/19322521?ordinalpos=2&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DefaultReportPanel.Pubmed_RVDocSum
http://www.ncbi.nlm.nih.gov/pubmed/19322521?ordinalpos=2&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DefaultReportPanel.Pubmed_RVDocSum


43. Loucks EB, Lynch JW, Pilote L, Fuhrer R, Almeida ND, Richard H, Agha G, Murabito JM, 
Benjamin EJ. Life-course socioeconomic position and incidence of coronary heart disease: 
the Framingham Offspring Study. Am J Epidemiol. Apr 2009;169(7):829-36. 
 

44. Lunze K. Health and human rights: no miracle in postconflict Chechnya. Lancet. 
2009;374:1809-10. 

 
45. Mahabadi AA, Massaro JM, Rosito GA, Levy D, Murabito JM, Wolf PA, O'Donnell CJ, Fox 

CS, Hoffmann U. Association of pericardial fat, intrathoracic fat, and visceral abdominal fat 
with cardiovascular disease burden: the Framingham Heart Study. Eur Heart J. Apr 
2009;30(7):850-6. 

 
46. McCall-Hosenfeld JS, Freund KM, Liebschutz JM. Factors associated with sexual 

assault and time to presentation. Prev Med. 2009;48(6):593-5. 
 

47. McCall-Hosenfeld JS, Liebschutz JM, Spiro A III, Seaver MR. Sexual assault in the 
military and its impact on sexual satisfaction in women veterans: A proposed model. J of 
Women’s Health. 2009;18(6):901-9. 

 
48. Meisel JL.  Differential diagnosis of chest pain (Parts I and II). In: Rind D, Aronson M eds.  

Up to Date in adult primary care and internal medicine. Published online. 
 

49. Meisel JL. (Letter to the editor.) CHADS2 (85x2). Annals Int Med 2009, published 
electronically at http://www.annals.org/cgi/eletters/151/5/297 

 
50. Murabito JM, Keyes MJ, Guo CY, Keaney JF Jr, Vasan RS, D'Agostino RB Sr, Benjamin EJ. 

Cross-sectional relations of multiple inflammatory biomarkers to peripheral arterial disease: 
The Framingham Offspring Study. Atherosclerosis. Apr 2009;203(2):509-14. 

 



Author's personal copy

Commentary

Opioids for chronic pain in patients with substance abuse: Too much, too little
or just right?

Over the past two decades, opioid analgesic prescriptions for
chronic noncancer pain have increased [12]. Medical literature
supporting this practice began in the 1980s [13], followed by
aggressive marketing of ‘‘safe” sustained-released opioids to pri-
mary care physicians. Increases in opioid prescribing continued de-
spite lack of strong evidence supporting this practice [9] and
subsequent increases in rates of opioid misuse including addiction
and overdose [3,16,17].

The paper by Weisner et al. [18] confirms this dramatic increase
in long-term opioid analgesic prescribing over an eight year period
in two large health plans representing community practices.
Importantly, they found that patients with a prior substance abuse
history were about 4 times more often prescribed opioids than
those without a substance abuse history. This prevalence increased
by 7–8 times for patients with an opioid use disorder with over
half of these patients prescribed opioids. Patients with a substance
abuse history were prescribed opioids with higher potency and at
higher dosages. They were also twice as likely to be concurrently
prescribed sedative hypnotics. Of concern is the assertion by the
authors that primary care physicians prescribing opioids may not
have been aware of their patient’s substance abuse history. Often
these diagnoses were made in mental health and substance abuse
treatment settings where restrictive privacy regulations prevent
full communication of these diagnoses with primary care physi-
cians. These findings are concerning in light of observational stud-
ies that have found that a substance abuse history significantly
increases the risk for prescription opioid misuse [11]. This paper
adds a great deal to our understanding of the magnitude of high-
risk opioid prescribing by community-based physicians.

It is unlikely that all patients with a history of substance abuse
share the same level of risk for prescription opioid misuse. A limi-
tation of this study is the inability to differentiate between patients
who are in stable recovery from their substance abuse from those
who are not. For patients in recovery, relapse prevention theories
would suggest that unrelieved pain is more likely to trigger relapse
than adequate analgesia. For patients with active substance abuse,
the potential risks i.e. prescription opioid abuse and/or diversion,
may outweigh any potential benefits. Guidelines state that patients
who are ‘‘actively using illicit drugs” should be treated in ‘‘highly
controlled and specialized settings” and co-managed with an
addiction expert [4]. Unfortunately addiction experts are not read-
ily available to most primary care physicians and when available,
their level of expertise and interest in managing patients with
chronic pain is highly variable.

So what is the correct prevalence of opioid prescribing for the
management of chronic pain in patients with a history of substance
abuse? This is obviously a controversial and contentious issue as

exemplified by a survey of state medical boards where the majority
of respondents did not consider the use of long-term opioid anal-
gesics in patients with substance abuse to fall within the scope
of acceptable medical practice [6]. This question is particularly per-
tinent since chronic pain and substance abuse can be related phe-
nomena. Over forty years ago, Martin and Inglis [10] observed that
patients with opioid addiction self-medicate ‘‘an abnormally low
tolerance for painful stimuli”. The presence of one condition seems
to influence the expression of the other. Savage and Schofferman
[15] found that persons with addiction and pain have a ‘‘syndrome
of pain facilitation.” Their pain experience is worsened by with-
drawal-related sympathetic nervous system arousal, sleep distur-
bances, and affective changes, all consequences of addictive
disease. Supporting a negative effect of addiction on pain tolerance,
patients who abuse stimulants and those who abuse opioids have
been shown to be less tolerant of pain than their peers in remission
[5]. Studies have consistently found that patients with substance
abuse histories have an unusually high prevalence of chronic pain
[14] and are more likely to have their pain under-treated [1]. This
under-treatment has been reported as a reason for initiating and
continuing illicit drug use [8]. While opioids are not indicated or
effective for all chronic pain, it is unlikely that pain in patients with
substance abuse is any less opioid responsive than pain in patients
without a history substance abuse. Universally withholding opioid
analgesics as well as ignoring their risks in patients with substance
abuse would constitute poor clinical care.

Although this study raises concerns about opioid over-prescrib-
ing in high risk patients, we do not know what is happening behind
the scenes. Are opioids being started appropriately and continued
based on improved clinical outcomes? Are patients being closely
monitored for signs of prescription opioid misuse or abuse? Pain
and addiction society guidelines [4] recommend performing a
careful initial assessment including screening for unhealthy sub-
stance use. Historically substance use screening tools have been
lengthy and impractical for primary care physicians however
shorter screening [2] instruments are available. Also recommended
are the use of controlled substance agreements to inform patients
about the expected benefits and risks of opioids, and that treat-
ment goals include close monitoring for improved function and
any addictive behaviors. Because the consequences of opioid anal-
gesic misuse are so serious and because the true risk cannot be reli-
ably predicted, it has been suggested that physicians utilize
‘‘universal precautions” when starting and maintaining patients
on opioids [7]. That is, monitoring all patients as if they all have
the potential for developing prescription opioid abuse.

Because of the uncertain benefits of using long-term opioids for
managing chronic pain especially in patients with substance abuse
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histories, primary care physicians should universally adopt guide-
line-based practices. Implementation of these guidelines will not
be easy as they will require system changes including developing
specific policies and procedures for universally screening and
assessing for substance use disorders, using patient agreements
and monitoring for benefits and risks. Physician educational initia-
tives must address when and how to use opioids safely and when
and how to discontinue opioids when there is lack of benefit and/or
apparent harm. Finally, primary care physicians must learn
communication skills for discussing opioid misuse and abuse with
patients. Because these discussions are potentially uncomfortable,
they are often delayed, addressed poorly or never addressed at all.

References

[1] Breitbart W, Rosenfeld BD, Passik SD, McDonald MV, Thaler H, Portenoy RK.
The undertreatment of pain in ambulatory AIDS patients. Pain 1996;65:243–9.

[2] Brown RL, Leonard TARCS, Saunders LAMSSW, Papasouliotis O. A two-item
conjoint screen for alcohol and other drug problems. J Am Board Fam Pract
2001;14:95–106.

[3] Centers for Disease Control and Prevention. Unintentional poisoning deaths: United
States, 1999–2004. MMWR 2007;56:93–96. Available from: http://www.cdc.gov/
mmwr/preview/mmwrhtml/mm5605a1.htm [Accessed 20.05.2009.].

[4] Chou R, Fanciullo GJ, Fine PG, Adler JA, Ballantyne JC, Davies P, Donovan MI,
Fishbain DA, Foley KM, Fudin J, Gilson AM, Kelter A, Mauskop A, O’Connor PG,
Passik SD, Pasternak GW, Portenoy RK, Rich BA, Roberts RG, Todd KH,
Miaskowski C. American Pain Society-American Academy of Pain Medicine
Opioids Guidelines Panel. Clinical guidelines for the use of chronic opioid
therapy in chronic noncancer pain. J Pain 2009;10:113–30.

[5] Compton MA. Cold-pressor pain tolerance in opiate and cocaine abusers:
correlates of drug type and use status. J Pain Symptom Manage
1994;9:462–73.

[6] Gilson AM, Maurer MA, Joranson DE. State medical board members’ beliefs
about pain, addiction, and diversion and abuse: a changing regulatory
environment. J Pain 2007;8:682–91.

[7] Gourlay DL, Heit HA, Almahrezi A. Universal precautions in pain medicine:
a rational approach to the treatment of chronic pain. Pain Med 2005;6:
107–12.

[8] Karasz A, Zallman L, Berg K, Gourevitch M, Selwyn P, Arnsten JH. The
experience of chronic severe pain in patients undergoing methadone
maintenance treatment. J Pain Symptom Manage 2004;28:517–25.

[9] Martell BA, O’Connor PG, Kerns RD, Becker WC, Morales KH, Kosten TR, Fiellin
DA. Systematic review: opioid treatment for chronic back pain: prevalence,
efficacy, and association with addiction. Ann Intern Med 2007;146:116–27
[see comment].

[10] Martin JE, Inglis J. Pain tolerance and narcotic addiction. Br J Soc Clin Psychol
1965;4:224–9.

[11] Michna E, Ross EL, Hynes WL, Nedeljkovic SS, Soumekh S, Janfaza D, Palombi D,
Jamison RN. Predicting aberrant drug behavior in patients treated for chronic
pain: importance of abuse history. J Pain Symptom Manage 2004;28:250–8.

[12] Olsen Y, Daumit GL, Ford DE. Opioid prescriptions by U.S. primary care
physicians from 1992 to 2001. J Pain 2006;7:225–35.

[13] Portenoy RK, Foley KM. Chronic use of opioid analgesics in non-malignant
pain: report of 38 cases. Pain 1986;25:171–86.

[14] Rosenblum A, Joseph H, Fong C, Kipnis S, Cleland C, Portenoy RK. Prevalence
and characteristics of chronic pain among chemically dependent patients in
methadone maintenance and residential treatment facilities. JAMA
2003;289:2370–8.

[15] Savage SR, Schofferman J. Pharmacological therapies of pain in drug and
alcohol addictions. In: Miller N, Gold M, editors. Pharmacological therapies for
drug and alcohol addictions. New York: Dekker; 1995. p. 373–409.

[16] Substance Abuse and Mental Health Services Administration, Office of Applied
Studies. The NSDUH report: patterns and trends in nonmedical prescription
pain reliever use: 2002 to 2005. Rockland, MD; 2007. Available from: http://
www.oas.samhsa.gov/2k7/pain/pain.pdf [Accessed 20.05.2009.].

[17] Substance Abuse and Mental Health Services Administration, Office of Applied
Studies. Treatment Episode Data Set (TEDS) highlights: 2006 national
admissions to substance abuse treatment services. OAS Series #S-40, DHHS
Publication No. (SMA) 08-4313. Rockville, MD; 2007. Available from: http://
www.oas.samhsa.gov/TEDS2k6highlights/toc.cfm [Accessed 20.05.2009.].

[18] Weisner C, Campbell CI, Ray GT, Saunders K, Merrill JO, Banta-Green C, Sullivan
MD, Silverberg MJ, Mertens JR, Boudreau D, Von Korff M. Trends in prescribed
opioid therapy for non-cancer pain for individuals with prior substance use
disorders. Pain 2009;145:287–93.

Daniel P. Alford
Boston University School of Medicine, Boston Medical Center,

Boston, MA 02118, USA
Tel.: +1 617 414 3747; fax: +1 617 414 4676.

E-mail address: Dan.Alford@bmc.org

268 Commentary / PAIN� 145 (2009) 267–268



Promoting Substance Use Education Among Generalist Physicians:
An Evaluation of the Chief Resident Immersion Training (CRIT)
Program

Daniel P. Alford, MD, MPH1, Carly Bridden, MA, MPH1, Angela H. Jackson, MD1,
Richard Saitz, MD, MPH1,2, Maryann Amodeo, MSW, PhD3, Henrietta N. Barnes, MD4,
and Jeffrey H. Samet, MD, MA, MPH1,5

1Clinical Addiction Research and Education (CARE) Unit, Section of General Internal Medicine, Department of Medicine, Boston Medical
Center, Boston University School of Medicine, Boston, MA, USA; 2Youth Alcohol Prevention Center and the Department of Epidemiology,
Boston University School of Public Health, Boston, MA, USA; 3Center for Addictions Research and Services, Boston University School of Social
Work, Boston, MA, USA; 4Department of Medicine, Cambridge Health Alliance, Harvard Medical School, Boston, MA, USA; 5Department of
Social and Behavioral Sciences, Boston University School of Public Health, Boston, MA, USA.

BACKGROUND: Education about substance use (SU)
disorders remains inadequate in medical training.

OBJECTIVE: To describe the Chief Resident Immersion
Training (CRIT) program in addiction medicine and to
evaluate its impact on chief resident (CR) physicians’
substance use knowledge, skills, clinical practice, and
teaching.

DESIGN: A controlled educational study of CRIT pro-
grams (2003, 2004, and 2005) for incoming CRs in
generalist disciplines. Intervention CRs were trained to
diagnose, manage, and teach about SU. The control
CRs sought but did not receive the intervention.

PARTICIPANTS: Eighty-six CR applicants to the CRIT
program.

MEASUREMENTS: Baseline and 6-month question-
naires assessing substance use knowledge, skills, clin-
ical practice, and teaching. Outcomes were compared
within groups from baseline to follow-up and between
groups at follow-up.

RESULTS: The intervention (n=64) and control (n=22)
CRs were similar demographically. At 6-month follow-
up, the intervention CRs reported a significant increase
in SU knowledge, confidence, and preparedness to
diagnose, manage, and teach and an increase in SU
clinical and teaching practices compared to their base-
line and control CRs.

CONCLUSIONS: This intensive training for chief resi-
dents (CRs) improved knowledge, confidence, and pre-
paredness to diagnose, manage, and teach about
substance use (SU), affecting both the CRs’ SU clinical
and teaching practices. The CRIT program was an
effective model for dissemination of SU knowledge and
skills to educators in a key position to share this
training with a broader audience of medical trainees.

This model holds potential to address other high
priority medical, yet under-addressed, content areas
as well.

KEY WORDS: medical education; addiction; chief resident training;

substance-related disorders.
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INTRODUCTION

Education about substance use (SU) disorders remains inad-
equate in medical training.1 This deficiency persists despite
the contribution of SU to disability and premature death,2 and
its prevalence and societal costs.3–5 Screening and manage-
ment of SUmerit a position inmedical curricula that reflects the
importance as a mainstream medical problem.6–10 Many phy-
sicians fail to address SU disorders because of discomfort with
SU-related patient discussions,11 deficient knowledge and
clinical skills,12,13 and negative attitudes,14,15 all resulting in
barriers to providing optimal medical care for this population.16

Medical educators are starting to address this need for
physician training in SU screening, assessment, and manage-
ment.17–22 Formal curricula on these subjects have been
developed23,24 and evaluated,25,26 and recommendations for
the medical care of addicted patients have been pub-
lished.6,27,28 Nevertheless, dissemination of up-to-date addic-
tion research into generalist practice and into residency
curricula remains a significant challenge.16,29,30

Substance use education aimed at improving physician
trainees’ attitudes and clinical practice has been effective.31,32

Confidence in ability to screen and refer patients is positively
associated with perceived responsibility and clinical practice.33

Wider dissemination of these practices requires creative strat-
egies to develop a workforce that is knowledgeable about state-
of-the-art approaches to patient management and motivated to
implement such practices in a range of settings.1,26,34,35 As
noted in the Institute of Medicine Report Improving the Quality
of Health Care for Mental and Substance-Use Conditions,16

medical educators have not adequately addressed past recom-
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mendations to update training of medical professionals,
leaving trainees ill equipped in their ability to care for patients
with SU disorders.

Chief residents (CRs) play a key role in training future
physicians.36 Not only is their teaching central to medical
education,37,38 but CRs often become change agents in future
leadership roles.39 Despite these pivotal roles, published
efforts to advance medical training by capitalizing on the CRs
role are rare. A training effort in SU that has influential
medical educators and leaders, such as CRs, as its target
audience has enormous potential to integrate SU clinical
training into medical curricula and practice.36,40

The Chief Resident Immersion Training (CRIT) program
sought to provide incoming generalist CRs with the scientific
foundation of addiction medicine and state-of-the-art sub-
stance use (SU) diagnosis and management skills, in order to
facilitate integration of SU content into residency program
curricula and CR teaching.

METHODS

Study Design and Subjects

This study is a controlled educational evaluation of applicants
to the 4-day annual CRIT program in Addiction Medicine from
2003–2005. The programs were advertised at http://www.
bumc.bu.edu/CARE and by mailings to generalist residency
training program directors and professional organizations. All
applicants had accepted CR positions for the following aca-
demic year in internal medicine, family medicine, or emergency
medicine, with priority given to outstanding candidates who (1)
demonstrated the presence of a supportive faculty member to
assist in promoting the teaching of substance use (SU) and (2)
would have dedicated time for teaching during their CR year.
Due to resource limitations, enrollment was limited to no more
than 22 attendees per year based on their application, which
included a curriculum vitae, personal statement, and letter of
recommendation. The intervention group consisted of CRIT
program attendees, while the control group consisted of
applicants who were either not accepted or accepted but
unable to attend. This study was approved by the Boston
Medical Center Institutional Review Board.

CRIT Program Description

The CRIT program curriculum was developed by national
experts in physician SU education. After the first year in
2002, the curriculum was modified based on attendees’
evaluations and an independent evaluator-led attendee focus
group. Subsequent program evaluations gave feedback to
faculty, resulting in minor teaching and programmatic mod-
ifications. The CRIT program was held at a conference center
in Cape Cod, Massachusetts.

Curriculum and Faculty. The CRIT curriculum (see Appendix A)
utilized principles of adult and experiential learning and
provided an in-depth evidence-based synthesis of major
advances in the field of addiction medicine. The curriculum
included a keynote address on the science of addiction, by a
National Institute on Drug Abuse senior scientist. CRIT
faculty, all with addiction and medical education expertise,

role modeled teaching methods, including didactic case-based
presentations, small group discussions, journal clubs, role
plays, visits to Alcoholics Anonymous (AA) meetings, and small
group conversations with individuals in recovery. Both the AA
meeting visits and session with individuals in recovery were
preceded by an orientation describing the learning objectives
and followed by a debriefing session emphasizing the use of
these curricular elements in teaching physician trainees. The
use of experiential learning and specifically AA meeting
visits41,42 are curricular elements that have been used
successfully in physician training. Attendees received SU
resources and teaching tools, including slide presentations,
case studies for small group work, instructions and role
descriptions for skill practice exercises, up-to-date medical
literature, and important SU websites. The program also
included instruction on teaching skills, including small group
instruction, giving feedback, teaching reluctant learners, and
ways to integrate SU issues into teaching.

Substance Use Teaching Project. The CRIT curriculum
included the development of a SU teaching project to
enhance transfer of learning from the CRIT setting to the
CRs’ work setting. Prior to arrival, CR attendees were asked to
discuss possible SU teaching projects with their residency
program director and a faculty mentor, giving consideration to
residency program needs and CRs’ interests. The CRs explicitly
stated project goals, objectives, implementation methods,
potential resources and barriers, a timeline, and outcomes
using a worksheet (see Appendix B). CRs met with CRIT faculty
to further develop an achievable project. To encourage
institutional support, a copy of the teaching project was sent
to the CR’s mentor and residency program director.

Assessments

The outcome evaluation comparing the intervention and
control CRs consisted of self-assessment questionnaires com-
pleted at the time of the CRIT application (baseline) and 6-
months after the CRIT program (follow-up). The majority of
questions used five-point Likert-type scales based on work by
D’Onofrio et al.43 CRs were asked to rate their knowledge,
skills, and confidence (“not at all” to “very”) and specific clinical
and teaching practices (“never” to “always”). In addition, the
intervention CRs completed a pre- and post-CRIT multiple-
choice knowledge exam at the training based on didactic
session content and an 11-month questionnaire about SU
teaching project implementation and impact. The baseline, 6-,
and 11-month follow-up questionnaires were administered via
e-mail, and the pre- and post-CRIT knowledge exams were
completed at the CRIT course. All were returned to the CRIT
independent evaluator. Intervention CRs received a gift worth
approximately $10, and control CRs received a $50 honorar-
ium after completing the follow-up questionnaires. CRs used
unique IDs for assessments to assure confidentiality.

Outcomes

Substance Use Clinical Knowledge, Skills, and Practice.
Multiple outcomes measured CRs knowledge, confidence, and
self-reported SU clinical practices. The baseline and 6-month
questionnaires assessed self-reported clinical knowledge and
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skills (SU neurobiology, screening, readiness to change
assessment, referral options, pharmacotherapy, and relapse)
and self-reported clinical confidence and practice (confidence
in diagnosing SU problems and frequency of using screening
tools with new patients, counseling drug and alcohol using
patients, and referring drug- and alcohol-dependent patients
for specialty treatment). A multiple-choice knowledge exam
was administered to attendees immediately before and after
the program.

Substance Use Teaching Skills and Practice. Teaching
outcomes included self-reported responsibility for, confidence
in, and frequency of teaching about SU. Additionally, CRs were
asked how prepared they felt to teach about SU compared to
other chronic medical conditions (i.e., congestive heart failure
and dementia). For the intervention CRs’ SU teaching project,
outcomes included type of teaching activity, impact on residency
program curriculum, and implementation facilitators and
barriers.

Statistical Analysis

Baseline comparison of the intervention and control groups
was performed using chi-square and t-tests, as appropriate,
for analysis of the demographic variables (Table 1). The
differences in self-reported knowledge, skills, and practice
from baseline to 6-month follow-up were compared within
each group using the paired t-test procedure (Table 2). Differ-
ences between group medians for outcomes at 6 months were

examined using the Wilcoxon signed rank test. A two-sided p-
value of 0.05 was considered statistically significant. Mean
scores of the intervention group multiple-choice knowledge
exams for attendees were compared.

RESULTS

Eighty-six chief resident (CR) applicants to the CRIT program
(2003–2005) were assessed; 64 attended CRIT (intervention
group), and 22 did not (control group). Of the control group, six
had been accepted to the program. The baseline character-
istics of the intervention and control groups were similar
(Table 1). Applicants represented 56 different residency pro-
grams (87% internal medicine, 7% family medicine, and 6%
emergency medicine) from 23 states. All intervention and
control CRs completed the baseline assessment; 6-month
follow-up was 100% (64/64) and 86% (19/22) for the inter-
vention and control groups, respectively. All of the intervention
CRs completed the pre- and post-CRIT multiple-choice knowl-
edge exams. All intervention CRs developed a SU teaching
project, and 98% (63/64) completed the 11-month follow-up
questionnaire.

Substance Use Clinical Knowledge, Skills, and
Practice (Table 2)

The intervention CRs showed significant improvement (p<
0.001) at 6-month follow-up compared to baseline assessment
in self-reported knowledge on SU neurobiology, screening,
readiness to change assessment, referral options, pharmaco-
therapy, and relapse. Similarly, they had increased confidence
(p<0.05) in diagnosing SU problems and more frequently used
a SU screening tool with new patients, counseled drug and
alcohol using patients, and referred drug-dependent patients
to treatment. The control CRs improved in some outcomes
from baseline to follow-up. When comparing the intervention
group and the control group medians at 6-month follow-up,
the intervention group displayed statistically significant (p<
0.05) improvement in self-reported knowledge of SU neurobi-
ology, screening, referral options, pharmacotherapy, and re-
lapse, as well as confidence in diagnosing SU problems and
frequency of using a SU screening tool with new patients. The
mean pre- and post-CRIT multiple-choice knowledge exam
scores for the intervention CRs were 67% and 78% answers
correct, respectively (p<0.001).

Substance Use Teaching Skills and Practice
(Table 2)

The intervention CRs showed significant improvement (p<
0.001) at 6-month follow-up compared to baseline in confi-
dence in incorporating SU into teaching, making presentations
on SU issues, and incorporating SU information into residents’
curriculum. The frequency of covering alcohol and drug abuse
in teaching similarly improved. Differences between the inter-
vention group and the control group medians at 6-month
follow-up were also significant (p<0.05) for those outcomes,
with the exception of frequency of covering drug abuse. At
baseline, both groups reported high levels of feeling responsi-
ble for teaching about SU. While the intervention CRs had no

Table 1 . Baseline characteristics of applicants (n=86) to the Chief
Resident Immersion Training (CRIT) program in addiction medicine

2003–2005, stratified by group

Characteristic Intervention
n=64 (%)

Control
n=22 (%)

p-value

Gender
Female 30 (47) 11 (50) 0.81
Race 0.58
White 40 (63) 15 (68)
Black 6 (9) 2 (9)
Asian 14 (22) 2 (9)
Hispanic 2 (3) 1 (5)
Other 2 (3) 2 (9)
Age in years, mean [SD] 30.3 [2.4] 30.8 [4.4] 0.61
Specialty 0.60
Emergency medicine 4 (6) 1 (5)
Family medicine 4 (6) 2 (9)
Internal medicine 56 (88) 19 (86)

Fellowship plans 38 (59) 12 (55) 0.69
Foreign medical graduate 16 (25) 6 (27) 0.83
Alpha Omega Alpha member 5 (8) 2 (9) 0.85
Mentor support named in
application

48 (75) 12 (55) 0.19

Substance use (SU) usually/
always a topic in residency
program

32 (50) 10 (45) 0.71

Training in SU treatment
is encouraged in
residency program

50 (78) 15 (68) 0.35

Has informed, competent
faculty member source
of SU information

54 (86)* 21 (100)† 0.07

*(n=63)
†(n=21)
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change in their reported levels of feeling responsible to teach
about SU at follow-up, the control CRs had a significant
decrease (p<0.05). Almost all (97%) of intervention CRs
reported being “more” or “much more” likely to incorporate
SU content into their teaching as a result of their CRIT
training. When reporting their preparedness to teach about
SU and other chronic conditions (i.e., congestive heart failure,
dementia), the intervention group showed significant improve-
ment (p<0.05) at follow-up in their preparedness to teach
about alcohol abuse as compared to the control group (Fig. 1).

Substance Use Teaching Project

All intervention CRs developed a SU teaching project. At 11-
month follow-up, 86% (56/64) reported that their teaching
project had an impact on their residency program curriculum.
Examples of the SU teaching projects included new or
expanded SU curriculum (n=21), new SU lecture or teaching
activity (n=33), and SU screening protocols (n=16). Two CRs
published an assessment of the impact of their SU teaching
project, one included taking residents and medical students to
an Alcoholics Anonymous meeting 42 and the other the
successful implementation of an “Educational Half Day”
focusing on SU.44 CRs identified cooperative residency pro-
gram staff and support from a mentor as the top two

facilitators in helping to achieve their SU teaching project,
while the top two barriers were time constraints and competing
priorities.

DISCUSSION

The Chief Resident Immersion Training (CRIT) program in
addiction medicine effectively transferred evidence-based SU
knowledge and practice to 64 CRs in generalist disciplines and
more importantly, enhanced the SU curriculum in 47 residen-
cy programs. Training CRs, who have a primary responsibility
for educating medical trainees, appears to be one important
pragmatic strategy to address the compelling need for better
physician training in the identification and management of
patients with SU-related problems.

Educating trainees about SU poses extraordinary chal-
lenges. Until a few decades ago, there was little research to
guide the practice of addiction medicine by generalists. Yet in
1990, the Institute of Medicine stated that most patients with
SU issues should receive care in a primary care setting.45 A
decade later, Fiellin and colleagues described the basic core
competencies in SU education for physicians and recom-
mended increased efforts to provide physicians with a level of
SU training commensurate with the economic and clinical

Table 2 . Chief residents’ clinical knowledge, skills and practice and teaching skills and practice related to substance use (SU), at baseline
and 6-month follow-up

Intervention mean (SD) Control mean (SD) Difference
between
group follow-up
mediansb

(range)

Characteristic (on a scale of 1–5) Baseline n=64 Follow-upan=64 Baseline n=22 Follow-upa n=19
Clinical knowledge, skills, and practice
How knowledgeable are you about:
Neurobiology of addiction? 2.2 (0.8) 3.3 (0.7)*** 2.0 (0.6) 2.4 (0.7)* 1 (−2,4)*
Screening for substance use? 3.1 (0.8) † 4.2 (0.7)*** 2.9 (0.8) 3.2 (0.9) 1 (−2,3)**
Readiness to change assessment? 2.9 (1.0) † 4.2 (0.9)*** 2.5 (0.7) 3.4 (0.9)** 1 (−2,4)
Available referral options? 2.7 (0.9) 3.8 (0.8)*** 2.6 (0.7) 3.1 (0.8) 1 (−2,4)*
Pharmacotherapy for addiction? 2.9 (1.0) 4.0 (0.8)*** 2.7 (0.7) 3.0 (0.7) 1 (−2,3)**
Relapse? 2.1 (0.8) 3.4 (0.9)*** 2.0 (0.7) 2.5 (0.9)* 1 (−1,4)*

How confident are you in diagnosing SU problems? 3.1 (0.8) 4.0 (0.8)*** 3.3 (1.0) 3.4 (0.8) 1 (−2,3)**
How often do you:
Use a SU screening tool with new patients? 3.3 (0.9) 4.0 (0.9)*** 3.0 (1.1) 3.1 (0.9) 1 (−1,3)**
Counsel drug abusing patients about drug problems? 3.9 (0.8) 4.2 (0.7)** 3.7 (0.8) 4.0 (0.7) 0 (−2,3)
Counsel drinkers about alcohol problems? 3.9 (0.7) 4.2 (0.7)** 3.9 (0.7) 4.0 (0.7) 0 (−2,2)
Refer drug-dependent patients to treatment? 3.8 (0.9) 4.0 (0.9)* 3.6 (0.8) 3.8 (0.9) 0 (−2,2)
Refer alcohol-dependent patients to treatment? 3.8 (0.8) 4.1 (0.8) 3.7 (0.9) 3.9 (0.8) 0 (−2,2)

Teaching skills and practice
How responsible do you feel for teaching about SU? 4.2 (0.9) 4.4 (0.7) 4.3 (0.9) 3.6 (1.0)* 0 (−4,4)*
How confident are you in:
Incorporating SU into your teaching? 2.9 (1.0) 4.0 (0.8)*** 3.1 (1.2) 3.1 (0.9) 1 (−2,4)**
Making presentations on SU issues? 2.7 (1.0) 4.0 (0.8)*** 2.7 (1.3) 2.6 (0.8) 1 (−3,4)**
Incorporating SU information into
resident’s curriculum?

3.1 (1.1) 4.1 (0.8)*** 3.1 (1.2) 3.0 (1.0) 1 (−2,4)**

How often do you:
Cover alcohol abuse? 2.5 (0.8) 3.2 (0.7)*** 2.1 (0.6) 2.3 (0.9) 0 (−3,3)*
Cover drug abuse? 2.4 (0.8) 3.0 (0.7)*** 2.0 (0.6) 2.3 (1.0) 0 (−3,1)

*p<0.05, **p<0.01, ***p<0.001 †n=60
aThe test of significance compared the baseline mean to the follow-up mean within each group
bThe test of significance compared the intervention group follow-up median to the control group follow-up median
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impact of SU disorders.1 In 2008, medical education has yet to
provide adequate training in SU, resulting in a dearth of generalist
faculty with an interest and expertise in SU to serve as teachers,
role models, or mentors. Recently, the National Institute on Drug
Abuse has joined forces with the American Medical Association to
improve SU training in medical education.21

Renner described three critical elements to successfully
train physicians in addiction medicine: (1) an adequate
knowledge base, (2) a positive attitude toward the patient and
the benefits of treatment, and (3) a sense of responsibility for
the clinical problem.46 The CRIT program exposed CRs to up-
to-date SU knowledge and evidence-based practices. The
immersion experience allowed CRs to focus on the CRIT
curriculum without the inevitable distractions of their jobs at
home. The faculty modeled different teaching methodologies
with an emphasis on interactive learning. Meeting with
individuals in recovery demonstrated the reality of treatment,
its successes, and challenges. In addition, the physician
faculty, all generalists with special expertise in addiction and
medical education, served as role models of physicians who
had successfully integrated academic, clinical, and research
careers in addictions and medical education. The SU teaching
project helped foster the transfer of SU knowledge and skills to
the CRs’ home institutions. CRs were asked to identify a mentor
at their institution as this support system was viewed as key to
successful local implementation of teaching projects. The
finding that intervention CRs had greater increases in self-
perceived preparedness to teach about alcohol abuse compared
to no changes in teaching about another chronic medical
condition, such as dementia, which remained persistently
low, highlights the fact that such improvements do not occur
spontaneously.

Targeting CRs was a tactical decision in order to magnify the
impact of the immersion program. Other successful interven-
tions have increased the knowledge and skills of generalist
residents,26,32 but have not demonstrated the potential to shift
the values and culture of a residency program to include more
SU training. In addition to being pivotal educators in the
clinical training of students and residents, CRs have additional
strengths. They are chosen for the high quality of their medical
knowledge, clinical skills, and organizational abilities. As role
models, CRs have the opportunity to impact the knowledge,
skills, and attitudes of trainees. Surprisingly, there have been
relatively few efforts to advance medical training by capitalizing
on the role of CRs as influential instructors, leaders, and role-
models. One example is a CRIT program for the care of older
adults to teach geriatric medicine skills to a single institution’s
chief residents.47 Engaging these key young medical leaders
early in their careers when they are open to new ideas is a
strategy with enormous educational potential.

The CRIT program evaluation has several limitations worth
considering. The control group was smaller than the interven-
tion group, and neither group was randomly assigned. If the
control group had been larger, it is possible that some of the
outcomes that were significant in the intervention group would
have also been significant in the control group; however, the
absolute change between baseline and follow-up was almost
always smaller in the control group. The non-randomized
nature of the study could have led to confounding. For
example, because enrollment in the intervention group was
based on selection by the CRIT program directors and 73% of
the control group was not accepted, intervention CRs might
have been more qualified than the controls. However, both
groups were similar in the baseline variables measured.
Another limitation is the overall small sample size, which
makes it difficult to identify differences between groups.
Nevertheless, many results did reach statistical significance.
Next, it is possible that due to the self-reported nature of the
data, some of the findings may be attributed to social
desirability bias. Social desirability may have been more of an
issue for the intervention group. To mitigate this bias, CRs
returned their questionnaires to an independent evaluator,
and were told that faculty and staff would only see de-
identified aggregate data. While we found improvements in
clinical knowledge, skills, and practice among the CR atten-
dees, we were unable, by study design, to detect if these
improvements continued downstream to their trainees. How-
ever, in two cases we are aware of CRs conducting their own
assessment of impact of their teaching project.42,44 Future
research on the CRIT model should consider a more in-depth
investigation of impact on the CRs’ trainees. Finally, the
conclusions of this study may not be generalizable to all
generalist CRs, as the CRIT program enrolled CRs who self-
selected for interest in this training and had a disproportion-
ately high representation from internal medicine.

In summary, immersion programs directed at CRs incorpo-
rating a variety of teaching modalities and the explicit devel-
opment of a teaching project can help transmit substance use
knowledge and teaching expertise to medical trainees. Chief
Resident Immersion Training (CRIT) impacted physicians who
play a critical role in medical trainee education but are not
often trained in substance use themselves. CRs are an
untapped resource for changing medical education and prac-
tice about substance use disorders, and this CRIT model holds

Figure 1. Changes in chief resident’s preparedness to teach
substance use compared to other chronic conditions at baseline
and 6-month follow-up by group {n=86 [64 intervention (I), 22

control (C)] at baseline, and n=83 [64 intervention (I), 19 control
(C)] at 6-month follow-up}. *p<0.05, comparing baseline to

follow-up within group; †p<0.05, comparing intervention to control
group at 6-month follow-up. I = Intervention, C = Control.
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potential to address other high-priority medical content areas
as well.
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APPENDIX A: EXAMPLE SCHEDULE

. Clinical teaching in addiction medicine. A Chief Resident
Immersion Training (CRIT) program

Day 1
12:00–3:30 Arrival and hotel check-in
3:30–5:00 Pre-CRIT multiple-choice knowledge exam
5:00–6:30 Reception and dinner

Welcome, opening remarks
6:15–7:00 Ice breaker

“What was your most memorable adult
learning experience? Why?”

Review of adult learning principles
7:00–7:15 Introduction to substance use teaching project
7:15–8:15 Teaching project discussion: What is a

doable chief resident project?

Day 2
7:40–8:45 Breakfast
8:45–9:00 Introductions
9:00–10:00 NIDA keynote address: The science of

addiction
Dr. Condon/
Miner
(NIDA)

10:15–10:35 Principles of addiction Dr. Samet
10:35–11:05 Screening Dr. Barnes
11:05–12:30 Assessment and brief

intervention
Dr. Samet

12:30–3:00 Lunch and break
3:00–3:30 Alcohol: Inpatient management Dr. Saitz
3:30–4:00 Opioids: Inpatient management Dr. Alford
4:00–4:30 Running small groups Dr. Jackson
5:00–6:30 Skills practice session I (three groups) All faculty
7:00–8:30 Dinner/social

Day 3
7:40–9:00 Breakfast (one on one: teaching

project discussion)
All faculty

9:00–9:30 Alcohol: Outpatient management Dr. Saitz
9:30–10:00 Opioids: Outpatient management Dr. Alford
10:00–10:30 Prescription drug abuse Dr. Alford
11:00–12:30 Skills practice session II (three groups) All faculty

(continued on next page)

. (continued)

12:30–3:00 Lunch and break
3:00–4:00 Giving feedback/reluctant

learner
Dr. Jackson

4:10–5:10 Five concurrent workshops
HIV and substance use Dr. Samet
Clinical epidemiology rounds Dr. Saitz
Marijuana: Myths and realities Dr. Barnes
Tool kit for teachers Dr. Jackson
SU psychosocial services Dr Amodeo

5:30–6:30 Dinner
6:00–6:30 Orientation: 12-Step meetings Dr. Amodeo
6:40–8:30 12-Step meetings
6:30–7:30 One on one: Teaching project

discussion
All faculty

Day 4
6:15–8:30 12-Step meetings
8:30–9:30 Breakfast (one on one: Teaching

project discussion)
All faculty

9:40–10:00 Debrief: 12-Step meetings Dr. Amodeo
10:00–10:30 Stimulants and sedatives Dr. Alford
10:50–11:50 Skills practice session III (three

groups)
All faculty

11:50–12:15 Orientation: Luncheon with guests in
recovery

Dr. Amodeo

12:15–1:15 Luncheon with guests in recovery
1:30–2:00 Debrief: Luncheon with guests in

recovery
Dr. Amodeo

2:00–2:35 Medical complications of substance use Dr. Samet
2:55–3:55 Four selected teaching project

presentations
Four
participants

3:55–4:20 Questions and answers Faculty
4:20–5:00 Incorporating substance use into

curriculum
Dr. Barnes

5:00–5:30 Post-CRIT multiple-choice knowledge exam
5:45–7:00 Dinner: Certificates of completion
7:00 Adjourn
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CRIT Program Substance Use Teaching Project Plan 

 
Name__________Institution____________________Date_________________________________ 
Project Title ______________________________________________________________________ 
Goal_____________________________________________________________________________ 
 
 
Objectives: 
 

 

 
Target Audience and Setting: 
• Who? 
• Where? 
• When? 

 

 
Resources: 
• Who, what is available to 

assist with your goal and 
objectives? 

 

 

 
Barriers: 
• Who, what may impede your 

goal and objectives? 
 
 

 

Time Period: 

• Target date for completion of 
goal and objectives? 

 

 
 
Action Steps: 
• What steps will enable you to 

achieve each objective? 
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We studied whether readiness to change predicts alcohol consumption (drinks per day) 3 months later in
267 medical inpatients with unhealthy alcohol use. We used 3 readiness to change measures: a 1 to 10 visual
analog scale (VAS) and two factors of the Stages of Change Readiness and Treatment Eagerness Scale:
Perception of Problems (PP) and Taking Action (TA). Subjects with the highest level of VAS-measured
readiness consumed significantly fewer drinks 3 months later [Incidence rate ratio (IRR) and 95% confidence
interval (CI): 0.57 (0.36, 0.91) highest vs. lowest tertile]. Greater PP was associated with more drinking [IRR
(95%CI): 1.94 (1.02, 3.68) third vs. lowest quartile]. Greater TA scores were associated with less drinking [IRR
(95%CI): 0.42 (0.23, 0.78) highest vs. lowest quartile]. Perception of Problems' association with more
drinking may reflect severity rather than an aspect of readiness associated with ability to change; high levels
of Taking Action appear to predict less drinking. Although assessing readiness to change may have clinical
utility, assessing the patient's planned actions may have more predictive value for future improvement in
alcohol consumption.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Consequences resulting from excessive alcohol consumption are
responsible for considerable disease burden (Rehm et al., 2003).
Consequently, interventions aimed at reducing excessive alcohol
consumption are viewed as beneficial from a public health point of
view. In 2004, the US Services Preventive Task Force recommended the
use of brief counseling intervention in primary care, where its efficacy
has been confirmed; this practice is among the most effective and cost-
effective of preventive care services (Bertholet, Daeppen, Wietlisbach,
Fleming, & Burnand, 2005; Solberg, Maciosek, & Edwards, 2008).
Assessmentof patients' readiness-to change provides a self-report index
of patientmotivation to alter their drinking patterns thatmay be used to
tailor advice and counseling to patients and determine treatment
dispositions. Indeed, health care providers have been encouraged to see
increases in readiness-to-change as a desirable intermediate goal on the
path to behavior change (Samet, Rollnick, & Barnes, 1996).
Lausanne University Hospital,
: +41 21 314 73 51; fax +41 21

ll rights reserved.
The focus on readiness is based in large part on the assumption that
there is a clear association between readiness-to-change and outcome
(e.g., decreases in drinking). However, there is conflicting evidence
regarding the relationship between readiness to change and outcome
(Forsberg, Ekman, Halldin, & Ronnberg, 2004; Isenhart,1997; Reed et al.,
2005; Rollnick, 1998). These equivocal findings may have a number of
explanations. First, a family of concepts is included under the term
“readiness.” These conceptsmay include importanceof change, problem
recognition, confidence, and actions reflecting a commitment to change.
These concepts, especially importance of change (sometimes related to
or understood as problem or consequence recognition) or confidence in
ability to change (also known as self-efficacy), could operate differently.
In particular, confidence seems to predict better outcomes (Maisto,
Conigliaro et al., 1999). Initiation of behavior change appears to be
associated with the expectancy to cope successfully (Demmel, Beck,
Richter, & Reker, 2004). However, other indices of motivation to change,
such as Problem recognition, do not appear to be associated with better
outcomes. Miller and Tonigan developed a questionnaire (the Stages of
Change Readiness and Treatment Eagerness Scale (SOCRATES)) aimed
at capturing stages of change asdescribedbyProchaska andDiClemente.
After examining the psychometric properties of the questionnaire, it
appeared that items about negation of the problem (precontemplation)
and recognition of the problem (determination) formed a single factor.

mailto:nberthol@bu.edu
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http://www.sciencedirect.com/science/journal/03064603


Table 1
Baseline characteristics of the 267medical inpatientswithunhealthyalcohol use (n=267).

Demographics
Women, no. (%) 81 (30.3)
Age, mean (SD) 45.0 (10.5)
Race/Ethnicity:
Black, no. (%) 129 (48.3)
White, no. (%) 96 (36.0)
Hispanic, no. (%) 23 (8.6)
Other, no. (%) 19 (7.1)

Alcohol related diagnosis at hospital admission, no. (%)‡ 129 (48.3)

Alcohol diagnosis (past year)†

No diagnosis, no. (%) (risky drinking) 46 (17.2)
Alcohol abuse, no. (%) 13 (4.9)
Alcohol dependence, no. (%) 208 (77.9)

Alcohol consumption (past 30 days)
Drinks per day, mean (SD), median 6.9 (9.0) 4.0
# of days with binge drinking, no. (%), median 12.8 (10.7) 9

Drug use (last 30 days)
Heroin or cocaine use, no. (%) 68 (25.5)
Marijuana use, no. (%) 81 (30.6)

Readiness to change measures
Visual analog scale⁎, mean (SD), median (IQR) 6.9 (3.5), 8(5, 10)
SOCRATES⁎⁎:
Perception of Problems, mean (SD), median (IQR) 35.6 (10.8), 39 (28, 44)
Taking Action, mean (SD), median (IQR) 21.2 (5.8), 22 (18, 26)

‡ Includes any of the following: acute alcoholic cirrhosis, alcoholic cardiomyopathy,
alcoholic gastritis, alcoholic hepatitis, alcohol intoxication, alcoholic liverdamage, alcoholic
fatty liver, alcoholic pellagra, alcoholic polyneuropathy, alcohol withdrawal, alcohol
withdrawal convulsion, alcohol withdrawal delirium, alcohol withdrawal hallucinosis,
other alcoholic psychosis, alcoholic amnesic syndrome, other alcoholic dementia, alcoholic
pancreatitis, or other diagnoses thought to be alcohol-attributable by the investigator (for
example “holiday heart”, alcoholic ketoacidosis, alcohol related rhabdomyolysis).
†Determinedwith theComposite InternationalDiagnostic Interview (CIDI)AlcoholModule.
⁎ How ready are you to change your drinking habits?” 1 to10.
⁎⁎ Perception of Problems, possible score: 10–50; Taking Action (commitment to
change), possible score 6–30.
IQR: interquartile range (25th, 75th percentile).
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This factor was named “Recognition” (Miller & Tonigan, 1996). Problem
recognition is linked to one's capacity to attribute the cause of a healthor
social problemto alcohol and to theexistence of such aproblem.As such,
problem recognition is considered to be an important component of
readiness-to-change drinking (Nye, Agostinelli, & Smith, 1999). How-
ever, in addition to suggesting greater awareness of problematic alcohol
use patterns, problem recognition may also indicate higher levels of
alcohol consequences and thus serve as amarker of alcohol use disorder
severity (Maisto, Conigliaro et al.,1999;Williams,Horton, Samet,& Saitz,
2007).

The differing associations between readiness measures and out-
comes may also be explained by patient populations and by the
assessment instrument. For example, the development of the
SOCRATES questionnaire was designed to assess readiness among a
treatment seeking population. The structure and validity of these
measures may be quite different among non-treatment seeking
problem drinking samples (Maisto, Conigliaro et al., 1999).The role
of readiness to change is of particular interest in patients with
unhealthy alcohol use (i.e., the spectrum from risky consumption to
alcohol dependence) identified by screening in general health
settings, such as hospitals. In this circumstance, patients are not
necessarily help-seeking, unlike patients in specialty treatment. Such
a population is less homogeneous than a treatment seeking popula-
tion, which may be responsible for differences in the potential
associations between readiness to change and drinking.

Therefore we studied whether readiness to change predicts sub-
sequent alcohol consumption in medical inpatients with unhealthy
alcohol use. We studied this association using three different
measures of readiness to change based on two instruments—a visual
analog scale (VAS) for the simple question “how ready are you to
change your drinking habits?” and two factors from the Stages of
Change Readiness and Treatment Eagerness Scale (SOCRATES), level
of perception of the drinking problem and taking action towards
change/commitment to making a change. The use of two different
instruments covering a more global readiness concept and more
specific constructs, is of interest since we expect to capture various
aspects of readiness. There is currently no gold standard in readiness
to change measurement and so the use of two different instruments
will also give additional information on their respective predictive
values. We hypothesized that a high level of taking action towards
change/commitment to change would be associated with less
drinking, and that greater problem perception, reflecting severity,
would be associated with more drinking, based on what has been
observed in a primary care population (Williams et al., 2007).

2. Methods

We studied a prospective cohort of medical inpatients at an urban
academic hospital who were drinking risky amounts (N14 drinks/wk
or ≥5 drinks/occasion for men, N11 drinks/wk or ≥4 drinks per
occasion for women and persons aged 66 and over). The general
medical inpatient service we studied was internal medicine and it did
not include intensive care unit beds. Subjects were participants in a
randomized trial of brief intervention to reduce alcohol use (Saitz
et al., 2007) and were recruited from the inpatient medical service of
an urban teaching hospital. Research associates approached all
patients aged 18 or older whose physicians did not decline patient
contact. Individuals fluent in English or Spanish who gave consent
were asked to complete a screening interview. Eligibility criteria
included the following: currently drinking risky amounts, 2 contacts
to assist with follow-up, no plans to move from the area for the next
year, and a Mini-Mental State Examination score of ≥21 (Smith,
Horton, Saitz, & Samet, 2006). Eligible subjects were randomized to
receive usual care or a brief intervention to reduce alcohol use. The
study populationwas used as a cohort in the present analyses. Assess-
ments took place before group allocation.
2.1. Assessments

Demographics were assessed at study entry, as well as medical
diagnoses by medical record review to identify those that were
alcohol related (see Table 1), and alcohol use disorder diagnosis based
on the Diagnostic and Statistical Manual on Mental Disorders, 4th
edition and determined by the Composite International Diagnostic
Interview (CIDI) Alcohol Module (Robins et al., 1988; WHO, 1996).
More details on assessment and enrollment were previously pub-
lished (Saitz et al., 2007).

At study entry in the hospital and 3 months later, alcohol con-
sumption was assessed using a validated calendar method (Timeline
Followback) (Sobell & Sobell, 1995). Readiness to changewas assessed
with a 1–10 visual analog scale (VAS) and with the Stages of Change
Readiness and Treatment Eagerness Scale (SOCRATES). The VAS
measure was a response to: “How ready are you to change your
drinking habits?” The VAS has not been extensively validated but is
attractive for clinical use in busy settings because of its brevity (LaBrie,
Quinlan, Schiffman, & Earleywine, 2005; Williams et al., 2007). The
SOCRATES is a 19 item questionnaire developed to assess readiness to
change alcohol use (Miller & Tonigan,1996). Based on a factor analysis
in this sample (Bertholet, Dukes, Hortton, Palfai, Pedley, & Saitz,
2009), we used a 2 factor structure for analyses on 16 items: 1
—“Perception of Problems” (PP), and 2—“Taking Action” (TA). These
two factors had good internal consistency (Cronbach's alpha 0.94 and
0.88, respectively). PP represents problem awareness and recognition
of the need for additional help to address the drinking problem and TA
denotes the concrete steps a person is taking or has already taken
towards a decrease in drinking and commitment to change.
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Fig. 2. Association between readiness to change (assessed with a visual analog scale)
and drinks per day at 3 months†. †: Controlled for drinking at study entry (drinks per
day, last 30 days), randomization group, age, gender, heroin or cocaine use (last
30 days), marijuana use (last 30 days) and presence of an alcohol related medical
diagnosis at hospital admission. Lines represent 95% confidence intervals. Tertiles were
used instead of quartiles because of the distribution of data (see text).
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2.2. Analysis

The primary outcome was the average number of standard drinks
per day (past 30 days) assessed at 3 months. The main predictors of
interest were the three readiness to change measures (VAS readiness,
SOCRATES PP and TA). To avoid assumptions of a linear relation between
readiness to change measures and outcome, each independent variable
was categorized into quartiles,with the exception of VASwhere division
into quartiles was not feasible due to the distribution of the data and
tertileswereused instead. Thedistributionof drinksperdayat3months,
a count variable, was skewed,with a considerable number of zeros and a
long tail, so the use of models assuming normality was not adequate.
Therefore we used overdispersed Poisson regression models to assess
the effect of readiness to change on subsequent drinking (Horton, Kim,&
Saitz, 2007; McCullagh & Nelder, 1989). The Pearson chi-square
correction was used to account for overdispersion in the data. Separate
modelswerefit for VAS readiness and each of the two SOCRATES factors,
and controlled for drinking at study entry (drinks per day, last 30 days),
randomization group (despite the fact that there was no effect of
intervention group in the parent trial on drinking outcome, both groups
having reduced their drinking), age, gender, any heroin or cocaine use
(last 30 days), marijuana use (last 30 days) and presence of an alcohol
related medical diagnosis at hospital admission. The magnitude of
association betweenmeasures of readiness to change and drinkingwere
quantified using incidence rate ratios (IRRs). The IRR is a ratio of drinks
per day for the exposed group of interest (i.e. level of readiness) versus
the reference group (lowest level of readiness). The null value of no
association for the IRR is equal to 1. An IRR greater (less) than 1 indicates
that readiness is associated with more (less) drinking. We calculated
95% confidence intervals for the IRR. All analyses were conducted using
two-sided tests and a significance level of 0.05. Analyses were
performed using SAS software (version 9.1; SAS Institute, Cary, NC).

3. Results

Of the 7824 individuals approached for the study, 2011 were
excluded (1127 for language barriers, 392 because they were too
confused, 492 because they had time conflict or declined). Of the 5813
screened, 4775 did not have unhealthy alcohol use, and for 52
amounts were not determined, leaving 986 patients with unhealthy
Fig. 1. Selection of subjects with unhealthy alcohol use for the prospective cohort study.
alcohol use. Of these, 462 were ineligible (230 were not able to
provide 1 or 2 contacts for follow-up purposes, 94 refused to complete
the screening, 52 were moving in the next months, and 86 had a Mini
Mental State Evaluation of less than 21) and 183 declined further
participation. Therefore 341 subjects were included in the study (65%
of the 524 eligible subjects). Eligible subjects who enrolled were more
likely to be Black (45% vs 31%) and to drink greater amounts of alcohol
(24 vs 18 drinks per week) compared to eligible subjects who refused
participation. Of the 341 remaining eligible subjects, we excluded 7
because although they had unhealthy alcohol use according to the
screening questions, results of the calendar assessment method were
that they had not consumed risky amounts recently. An additional 67
of the 334 subjects (20.1%) were lost to follow-up and were excluded
from the present analyses (Fig. 1). Those analyzed were not different
from those lost to follow-up (pN0.05) with respect to alcohol
consumption, readiness to change measures (VAS readiness,
SOCRATES factors), age, gender, living with a partner, employment,
homelessness, or drug use.

Subject's median (25th and 75th percentiles) readiness to change
drinking at study entry on a visual analog scale (VAS) that ranged
from 1 to 10 was 8 (5, 10). Median (25th and 75th percentiles)
SOCRATES Perception of Problems (PP) score was 39 (28, 44) on a
scale from 10 to 50. Median (25th and 75th percentiles) SOCRATES
Taking Action (TA) score was 22 (18, 26) on a scale from 6 to 30. Other
subjects' characteristics are presented in Table 1.
3.1. Association between readiness and consumption

In adjusted analyses, subjects with VAS-measured readiness in the
highest tertile at study entry, compared to those in the lowest tertile,
drank significantly fewer drinks per day 3months later (incidence rate
ratio [IRR] 0.57, 95% confidence interval [CI] 0.36, 0.91); the middle
tertile was not significantly associated with consumption (IRR [95%CI]
1.36 [0.90, 2.08]) (Fig. 2).



Fig. 3. Associations between readiness to change (assessed with the SOCRATES factor 1: Perception of Problems and factor 2: Taking Action) and drinks per day at 3 months†.
†: Controlled fordrinkingat studyentry (drinksperday, last 30days), randomizationgroup, age, gender, heroinor cocaineuse (last 30days),marijuanause (last 30days) andpresenceof an
alcohol related medical diagnosis at hospital admission. SOCRATES = Stages of Change Readiness and Treatment Eagerness Scale. Lines represent 95% confidence intervals.
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Subjects with Perception of Problems (PP) scores in the 3rd quartile,
compared with those in the lowest quartile, drank significantly more at
3 months (IRR [95% CI] 1.94 [1.02, 3.68]); drinking was also higher but
associations were not significant for the highest and second quartiles
(IRRs [95% CIs] for 2nd quartile: 1.54 [0.79, 2.98], and for highest
quartile: 1.64 [0.86, 3.14]) (Fig. 3). Subjects with Taking Action (TA)
scores in the highest quartile, compared with those in the lowest
quartile, drank significantly less at 3 months (IRR [95% CI] 0.42 [0.23,
0.78]); associations were not significant for the second and third
quartiles (IRRs [95% CIs] for 2nd quartile: 0.94 [0.58, 1.52], and for 3rd
quartile: 1.07 [0.66, 1.71]) (Fig. 3).

4. Discussion

We explored whether readiness to change predicts subsequent
alcohol consumption three months after a medical hospitalization
among adults with unhealthy alcohol use. The predictive value of
readiness to change appears to depend on the measures used, and on
the various concepts included under the rubric of “readiness.”
Components of readiness to change measured by the SOCRATES
questionnaire (“Perception of Problems” and “Taking Action” or
commitment to change) appear to operate differently. Higher levels
of Perception of Problems appeared to be associated with more, not
less, drinking 3 months later. Clinically meaningful differences in
consumption at 3 months were observed for each Perception of
Problems quartile (compared to the lowest level), however the result
was statistically significant only for the 3rd quartile. These results,
consistent with prior literature, suggest that this measure may capture
severity rather than an aspect of readiness associated with the ability
to change in the future (Maisto, Conigliaro et al., 1999). In contrast, the
highest level of Taking Action was associated with less drinking.
Results suggested a threshold level for Taking Action; only the highest
level was associated with a decrease in drinking. The highest level of
Taking Action was the strongest predictor of decrease in drinking
3 months later of all the measures examined.

The implications of our results for the SOCRATES are that greater
Perception of Problems is not a predictor of decreased drinking since it
may be a measure of severity. In contrast to the denial stereotype,
patients in this sample of mainly non-treatment seeking alcohol
dependent adults appeared to recognize that their drinking patterns
were problematic, which is consistent with other studies where
higher readiness to change was associated with more consequences
(Williams et al., 2006). Our results also underscore the importance of
commitment to change, and change-related actions (i.e. concrete
steps a person takes towards a decrease in drinking); a high level of
Taking Action was predictive of less drinking, consistent with studies
that have emphasized the impact of commitment to change on
behavior change (Amrhein, Miller, Yahne, Palmer, & Fulcher, 2003).

The second measure used, the visual analog scale, was associated
with less drinking at the highest level. Of note, the middle tertile
appeared to be associated with more drinking, although the results
were not statistically significant. It is possible that different concepts
(e.g. severity, and commitment) may be captured with this single
scale, or that there may be simply threshold effects. Thus, outside its
clinical utility to elicit discussion about alcohol use during a patient–
physician interaction, the VAS should probably be used with caution
as a predictive tool.

We are unaware of similar studies of the predictive valueof readiness
measures in medical inpatients with unhealthy alcohol use. None-
theless, these results are comparable to those observed in other
populations regarding the importance of commitment to change and
planned action. Readiness is predictive of changewhen related to action
in people with alcohol dependence recruited in psychiatric hospitals
(Demmel et al., 2004). As such, counseling that supports self-efficacy
and action plans may be particularly useful for medical inpatients with
unhealthy alcohol use (Maisto, Carey, & Bradizza,1999). Our results also
add to the evidence linking problem recognition to severity. Individuals
with more severe problems related to their alcohol consumption are
more likely to have high level of recognition (Williams et al., 2007,
2006).

These findings should be considered in the context of limitations of
the present study. First, our subjects agreed to participate in a study in
which they could receive alcohol counseling. This sample could have
been predisposed to change. In addition, participants drankmore than
those who refused to enroll in the study. However, enrolled subjects
and refusers did not differ on VAS-measured readiness to change.
Given the approach to recruitment in this study, these results are
likely generalizable to individuals who agree to talk about their
alcohol consumption after screening. Second, although recommended
for use based on its face validity, the visual analog scale for readiness
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has not been extensively validated. Third, the follow-up period was
3 months. This could be considered short. We believe it likely that any
effects of readiness on drinking would be present in the short-term.
Whether these effects would persist (or appear anew) in long term
follow-up is an empirical question for future study.

Secondary analysis of randomized trial data can raise methodolo-
gical challenges. But unlike secondary analyses in other cohorts, an
intervention is well-specified and its receipt and effects are known. In
this sample, the intervention delivered was not effective: as demon-
strated in the parent study, both groups (intervention and usual care)
reduced their drinking without statistically significant differences
between groups (Saitz et al., 2007). In addition we controlled all
analyses for randomization group. Furthermore, the follow-up rate
was 80%, which is good for this type of population and did not differ by
group. Finally, prospective data collection and follow-up in this
randomized trial is a strength because of high quality assessments and
a detailed description of the study population.

Our study also had notable strengths. We used a large sample of
mostly dependent medical inpatients, a population that is of great
interest since they are at higher risk of morbidity and mortality,
represent the vast majority of medical inpatients with unhealthy
alcohol use (Freyer-Adam et al., 2008; Saitz, Freedner, Palfai, Horton, &
Samet, 2006), and are generally not seeking alcohol treatment despite
experiencing alcohol consequences. Data collection was prospective
and loss to follow-up was relatively small. We used a factor structure
for the SOCRATES questionnaire that was determined in medical
inpatients. Since this questionnaire has been shown to have different
factor structure across settings, it was a strength to use a structure
determined for this sample (Demmel et al., 2004; Figlie, Dunn, &
Laranjeira, 2004; Maisto, Chung, Cornelius, & Martin, 2003; Maisto,
Conigliaro et al., 1999; Miller & Tonigan, 1996). By using various
measures of readiness to change, wewere able to test different aspects
of readiness. Also, by avoiding the assumption of a linear relation
between readiness to change measures and drinking outcome in our
analyses, we were able to identify a more refined relation between
readiness and outcome.

In conclusion, readiness to change does predict subsequent alcohol
consumption in medical inpatients with unhealthy alcohol use,
however, readiness appears to be less useful as a monolithic construct.
Readiness appears to be comprised of a number of more specific
constructs. These findingsmay explain, at least in part, inconsistencies
in the literature regarding the predictive ability of “readiness” and the
role and importance of “readiness” for behavior change. In medical
inpatients, the readiness construct “Perception of Problems” (or
problem recognition) appears to be a measure of severity rather than
as a predictor of change. Nevertheless, it may still be useful to assess
problem recognition as a first step to set goals and to plan actions to
reduce drinking or to attend specialty treatment. Visual analog scale
measures of readiness have some ability to predict behavior change
however this ability may operate only after some threshold. Since a
high level of taking action/commitment to change appeared to predict
less drinking, physicians should be encouraged to enhance their
patient's self-efficacy and help them set goals and action plans. For
greatest clinical and predictive utility, the component concepts of
readiness should be separated when they are measured and used in
research and practice. Additional studies of these separate constructs
may help determine their optimal use.
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The Stages of Change Readiness and Treatment Eagerness Scale (SOCRATES), a 19-item instrument developed
to assess readiness to change alcohol use among individuals presenting for specialized alcohol treatment, has
been used in various populations and settings. Its factor structure and concurrent validity has been described
for specialized alcohol treatment settings and primary care. The purpose of this study was to determine the
factor structure and concurrent validity of the SOCRATES among medical inpatients with unhealthy alcohol
use not seeking help for specialized alcohol treatment. The subjects were 337 medical inpatients with un-
healthy alcohol use, identified during their hospital stay. Most of them had alcohol dependence (76%). We
performed an Alpha Factor Analysis (AFA) and Principal Component Analysis (PCA) of the 19 SOCRATES
items, and forced 3 factors and 2 components, in order to replicate findings from Miller and Tonigan (Miller,
W. R., & Tonigan, J. S., (1996). Assessing drinkers' motivations for change: The Stages of Change Readiness and
Treatment Eagerness Scale (SOCRATES). Psychology of Addictive Behavior, 10, 81–89.) and Maisto et al.
(Maisto, S. A., Conigliaro, J., McNeil, M., Kraemer, K., O'Connor, M., & Kelley, M. E., (1999). Factor structure
of the SOCRATES in a sample of primary care patients. Addictive Behavior, 24(6), 879–892.). Our analysis
supported the view that the 2 component solution proposed by Maisto et al. (Maisto, S.A., Conigliaro, J.,
McNeil, M., Kraemer, K., O'Connor, M., & Kelley, M.E., (1999). Factor structure of the SOCRATES in a sample of
primary care patients. Addictive Behavior, 24(6), 879–892.) is more appropriate for our data than the 3 factor
solution proposed by Miller and Tonigan (Miller, W. R., & Tonigan, J. S., (1996). Assessing drinkers' motiva-
tions for change: The Stages of Change Readiness and Treatment Eagerness Scale (SOCRATES). Psychology of
Addictive Behavior, 10, 81–89.). The first component measured Perception of Problems and was more strongly
correlated with severity of alcohol-related consequences, presence of alcohol dependence, and alcohol
consumption levels (average number of drinks per day and total number of binge drinking days over the past
30 days) compared to the second component measuring Taking Action. Our findings support the view that the
SOCRATES is comprised of two important readiness constructs in general medical patients identified by
screening.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Briefmotivational counseling interventions have efficacy for people
with nondependent unhealthy alcohol use (Bertholet, Daeppen,
Wietlisbach, Fleming, & Burnand, 2005; Bien, Miller, & Tonigan,
1993; Dunn, Deroo, & Rivara, 2001; Saitz, 2005). Motivational
interviewing is an extended intervention that has efficacy for a num-
ber of health behaviors, including alcohol dependence (Carbonari &
DiClemente, 2000; Project MATCH Research Group, 1997). Readiness-
lcoologie (CTA), Département
UMSC), Mont-Paisible 16, 1011
x: +41 21 314 05 62.

ll rights reserved.
to-change and motivation are frequently viewed as intermediate
outcomes and have been seen as mediators and potential predictors of
change (Demmel, Beck, Richter, & Reker, 2004; Heather, Rollnick, &
Bell, 1993; Maisto et al., 1999; Williams, Horton, Samet, & Saitz, 2007).
As a result, the assessment of motivation to change has been of great
interest to researchers and clinicians alike (Fiellin, Reid, & O'Connor,
2000; Miller & Rollnick, 1991).

The Stages of Change Readiness and Treatment Eagerness Scale
(SOCRATES) was developed and designed to measure stages of read-
iness to change alcohol use (Miller & Tonigan, 1996). It was first
intended as a self-administered questionnaire to categorize indivi-
duals into one of four stages of change (pre-contemplation, contem-
plation, determination, and action (Prochaska & DiClemente, 1984).
After several iterations of the SOCRATES, Miller and Tonigan validated
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a shorter (19-item) version of the SOCRATES in 1996 and reported
on the factor structure in a population of participants with alcohol
dependence in a multi-site clinical treatment trial [9]. These par-
ticipants were in specialty settings: either in outpatient treatment
programs or seen for aftercare following residential or day treatment.
The authors identified 3 independent factors (using exploratory alpha
factor analysis with a varimax rotation): Ambivalence, Recognition,
and Taking Steps. The 19-item version of the SOCRATES is widely used
and non-English versions of the scale have been validated among
treatment seeking populations (Demmel et al., 2004; Figlie, Dunn,
& Laranjeira, 2005). Each item response is based on a 5-point Likert
scale (i.e., 1 = strongly disagree, 2 = disagree, 3 = undecided or
unsure, 4 = agree, 5 = strongly agree). The 19-item SOCRATES is
included in Table 2; more information is available online at http://
casaa.unm.edu/inst/SOCRATESv8.pdf.

Because most of the research on the psychometric properties of
the SOCRATES has been done in specialized settings in patients with
alcohol dependence, there has been concern about whether the ques-
tionnaire's factor structure is applicable to non-treatment seeking
patients in other settings.

To address the question of the applicability of the factor structure
in other populations, Maisto et al. (1999) investigated the factor struc-
ture of the SOCRATES in a population of opportunistically screened
primary care patients. Using exploratory component analysis and
confirmatory factor analysis, they concluded that a two factor solution
(retaining 15 items) was more parsimonious than the three factor
solution. Specifically, the first factor contained 9 of the Ambivalence
and Recognition items (named AMREC) and the second factor com-
prised 6 of the Taking Steps items (and was named Taking Steps).

Several publications have reported either a 2 or 3-factor solution
for the SOCRATES (Burrow-Sanchez & Lundberg, 2007; Demmel et al.,
2004; Figlie et al., 2005). Given inconsistencies in the literature among
different populations, we investigated the most appropriate factor
structure solution based on a sample hospitalized for medical illness
in a general hospital (i.e. not seeking or receiving specialty alcohol
treatment) who were identified opportunistically by screening for the
spectrum of unhealthy alcohol use (i.e. from use of risky amounts
through dependence). This is to our knowledge the first study to in-
vestigate the appropriate factor structure solution of the SOCRATES in
this population. We performed both an exploratory analysis replicat-
ing techniques utilized by and compared our results to those of Miller
and Tonigan (1996), and Maisto et al. (1999).

2. Methods

2.1. Participants

The participantswere enrolled in a randomized trial of a briefmoti-
vational intervention for unhealthy alcohol use (Saitz et al., 2007).
They were recruited while on the inpatient internal medicine service
of a large, urban, academic medical center hospital. Eligibility criteria
included: 18 or more years old, fluent in English or Spanish, currently
(past month) drinking risky amounts (defined as more than 14 stan-
dard drinks per week or 5 or more drinks per occasion for men 18 to
65 years of age, and more than 11 standard drinks per week or 4 or
more drinks per occasion for women and people over age 65), avail-
ability of 2 contacts to assist with follow-up, no plans to relocate in
the next 2 years, and aMini-Mental State Examination score of at least
21. Subjects provided written informed consent and completed the
SOCRATES at the time of enrollment.

Study assessments (collected prior to randomization) were admin-
isteredby trained researchassociates.Questions regardingalcohol con-
sumption and consequences, medical and mental health, and health
care utilization as well as other domains were obtained. Subjects com-
pleted the Short Inventory of Problems, a questionnaire assessing
alcohol-related consequences (Miller, Tonigan, & Longabaugh, 1995),
and the Alcohol Use Disorders Identification Test (Saunders, Aasland,
Babor, de la Fuente, & Grant, 1993). The presence of an alcohol use
disorder diagnosis was determined with the Composite International
Diagnostic Interview (CIDI) Alcohol Module (WHO, 1996). Alcohol
consumption was assessed with a validated calendar method (30-day
Timeline Followback) (Sobell & Sobell, 1995). The study was approved
by the Boston University Medical Center Institutional Review Board
and all subjects provided written informed consent. Details of the
methodology of the randomized controlled trial are reported else-
where (Saitz et al., 2007).

2.2. Analyses

The first step of the analysis was to ensure that the underlying
assumptions of the factor analytic model were appropriate and to
investigate the distributional properties of each of the 19 items
comprising the SOCRATES. In order to replicate findings from Miller
and Tonigan (1996) and Maisto et al. (1999), we performed an
Alpha Factor Analysis (AFA) and Principal Component Analysis
(PCA) of the 19 SOCRATES items, using orthogonal (varimax)
rotation and forced the 3 factors and 2 components, respectively.
When evaluating the factor and component structures, we retained
items with component or factor loadings≥0.4 and with factorial
complexity of one (Nunally & Bernstein, 1994). In order to assess
the potential impact of the inadvertent omission of item 16 of the
SOCRATES by Maisto et al., we also performed analyses removing
this item to allow comparison with their findings. As a confirmatory
FA technique we computed the coefficient of congruence to
compare matrix structures between datasets or studies (Cureton
& D'Agostino, 1993). Internal consistency using Cronbach's alpha
coefficients was assessed utilizing items that loaded on our factors
or components. Cluster-based scores were created for each factor or
component and concurrent validity was assessed for demographic,
drinking and drug use measures using Pearson and Spearman
correlation coefficients. All computations were performed using
SAS Version 9.1. Unless otherwise specified, all statistical tests and/
or confidence intervals were performed at α=0.05 (2-sided).

3. Results

3.1. Participants

Of 986 medical inpatients who reported at-risk drinking amounts
during screening, 341 enrolled. Subjects enrolled were more likely
to be African American (45% vs 31%) and drank larger quantities of
alcohol (median 24 vs 18 drinks per week) compared to eligible
subjects who refused participation, but did not significantly differ on
readiness to change measured with a 1 to 10 visual analog scale. Of
enrolled subjects, 337 completed the SOCRATES and comprise our
analytic sample. Baseline characteristics are presented in Table 1.

3.2. Determination of the most appropriate factor structure solution in
the study sample

3.2.1. Principal Component Analysis (PCA)
The PCA yielded 2 components based upon Kaiser's Rule (i.e.,

eigenvalueN1). The first three eigenvalues were 8.97, 2.65, and 0.91.
The orthogonal component structure and associated loadings from the
PCAwith a varimax rotation are presented in Table 2. Sixteen of the 19
items comprising the SOCRATES were retained based on the criteria of
having a component loading≥0.4 and a factorial complexity of one.
The first component, accounting for 37% of the item response variance,
was comprised of 10 items: 3 that were originally described as Ambi-
valence, 6 as Recognition, and 1 as Taking Steps. Six items originally
described as Taking Steps composed the second component, accounting
for an additional 24% of the item response variation. The remaining
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Table 2
Determination of the most appropriate component structure solution in the study
sample (exploratory PCA).

Item Question Component 1 Component 2

1 I really want to make changes in my drinking 0.49 0.46
2 Sometimes I wonder if I am an alcoholic 0.73 0.00
3 If I don't change my drinking soon,

my problems are going to get worse
0.78 0.24

4 I have already started to make some
changes in my drinking

0.14 0.80

5 I was drinking too much at one time,
but I've managed to change my drinking

0.02 0.58

6 Sometimes I wonder if my drinking is
hurting other people

0.69 0.22

7 I am a problem drinker 0.87 0.09
8 I am not just thinking about changing my

drinking, I am already doing something
about it

0.26 0.80

9 I have already changed my drinking, and I
am looking for ways to keep from slipping
back into my old pattern

0.16 0.80

10 I have a serious problem with drinking 0.85 0.19
11 Sometimes I wonder if I am in control of

my drinking
0.39 0.26

12 My drinking is causing a lot of harm 0.79 0.22
13 I am actively doing things now to cut

down or stop drinking
0.15 0.82

14 I want help to keep from going back to
the drinking problems that I had before

0.72 0.38

15 I know that I have a drinking problem 0.88 0.22
16 There are times when I wonder if I drink

too much
0.64 0.21

17 I am an alcoholic 0.85 0.12
18 I am working hard to change my drinking 0.33 0.79
19 I have made changes in my drinking and

I want some help to keep from going back
to the way I used to drink

0.51 0.55

Percentage of variance explained 37% 24%
Cronbach's alpha (standardized) 0.94 0.88

Bolded values indicate that the item had a component loading of 0.4 or greater on one
and only one component.

Table 1
Subjects' baseline characteristicsa (n=337).

Demographics
Women 99 (29.4%)
Age, mean (SD) median 44.4 (10.7) 45.0
Race/ethnicity

Black 153 (45.4%)
White 132 (39.2%)
Hispanic 29 (8.6%)
Other 23 (6.8%)

Alcohol diagnosis (past year)b

Alcohol abuse 15 (4.5%)
Alcohol dependence 257 (76.3%)
No diagnosis 65 (19.3%)

Alcohol consumption (past 30 days) mean (SD) median
Drinks per day 6.8 (9.0) 3.7
Days with heavy episodic drinking 12.8 (10.7) 9.0

Drug use (last 30 days)
Heroin or cocaine use 88 (25.8%)

Alcohol consumptionwas assessed over the past 30 days with the Timeline Followback.
Heavy episodic drinking was defined as drinking more than 5 drinks per occasion for
men and more than 4 drinks per occasion for women and persons N65 years.

a Number and percentage are presented for categorical variables, Mean (SD) and
median are presented for continuous variables.

b Determined with the Composite International Diagnostic Interview (CIDI) Alcohol
Module.
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items split a load between two components (items 1 and 19) or did not
load on either component (item 11).

3.3. Comparison with previously published factor structure solutions

3.3.1. Maisto et al.
To compare our data and findings with those of Maisto et al.

(1999), we repeated the PCA excluding item 16 (Table 3). In these
analyses, the PCA using Kaiser's Rule yielded 2 factors (first three
eigenvalues: 8.57, 2.62, 0.87). The first component is comprised of 11
items (using scale names from Miller and Tonigan): 2 Ambivalence, 7
Recognition and 2 Taking Steps, while the second component contains
8 items: 1 Recognition and 7 Taking Steps. Fifteen of the 18 SOCRATES
items included in this procedure had a component loading≥0.4 and a
factorial complexity of one, and as with the prior analysis, two of the
items (1 and 19) split a load between two components and item 11
did not load on either component. Analyses performed with a non-
orthogonal rotation without item 16 yielded similar results.

3.3.2. Miller and Tonigan
The hypothesized underlying three factor structure, based on

Miller and Tonigan's (1996) published work, is displayed in Table 3.
This structure is comprised of 4 Ambivalence items (items 2, 6, 11
and 16), 7 Recognition items (items 1, 3, 7, 10, 12, 15 and 17), and 8
Taking Steps items (items 4, 5, 8, 9, 13, 14, 18 and 19). Utilizing Miller's
approach with our data, the AFA yielded 2 factors using Kaiser's rule.
However, for comparison, we assessed a forced 3 factor solution.
The first three eigenvalues were 14.09, 3.81 and 0.80. The orthogonal
factor structure and associated loadings from the AFA with a varimax
rotation are presented in Table 3. Three of the 4 hypothesized Ambi-
valence items, all 7 of the hypothesized Recognition items, and 2 of the
8 hypothesized Taking Steps items loaded on the first factor. Seven of
the 8 hypothesized Taking Steps items and 1 of the hypothesized
Recognition items loaded on the second factor. No items loaded on the
third factor. Analyses performed utilizing a non-orthogonal solution
yielded similar results (not shown).

3.3.3. Confirmatory factor analytic techniques
To compare our component and factor analytic structure with that

described by Miller and Tonigan (1996) and Maisto et al. (1999), we
estimated the coefficients of congruence. Coefficients of congruence
(CC) range from−1 to 1, with greater absolute coefficients indicating
increased concordance between structures (Cureton & D'Agostino,
1993). Comparing the 3 factor structure solution from our data to
the structure reported by Miller and Tonigan (1996), the coefficients
of congruence implied strong concordance between both of the
Recognition factors and the Taking Steps factors (CC=0.885 and
0.963, respectively) and a weak dissimiliarity between the Ambiva-
lence factors (CC=−0.527, due to no items from our data loading
on the third factor). For the 2 component structure compared to the
solution published by Maisto et al., the coefficients of congruence
were 0.988 (for comparison with Maisto et al.'s AMREC factor) and
0.985 (for comparison with their Taking Steps factor), for the first and
second components from our data, implying excellent concordance.
The 2 component solution proposed by Maisto et al. is therefore more
appropriate for our data in comparison to the 3 factor solution.
A confirmatory factor analysis (also omitting item 16) for the 2 and
3 factor models also provided better fit for the 2 factor solution
(not shown).

3..4. Concurrent validity

To assess concurrent validity we developed cluster-based scores
based on the two component PCA solution and assessed the associa-
tions between these scores and important measures. Results are re-
ported in Table 4. Both of the cluster-based scores are correlated with
the presence of alcohol dependence, the presence of alcohol-related
problems, and Alcohol Use Disorder Identification Test (AUDIT) score.
Component 1 consistently has stronger correlations with each of these
alcohol-related measures. In addition, component 1 is significantly
correlatedwith alcohol consumption levels (average number of drinks



Table 3
Comparison with previously published component and factor structure solutions.

Item Present study Maisto et al. Present study Miller and Tonigan

C1 C2 C1 (AMREC) C2 (TS) F1 F2 F3 F1 (R) F2 (TS) F3 (A)

1. I really want to make changes in my drinking 0.49 0.46 a a 0.48 0.42 −0.05 0.38 0.16 0.04
2. Sometimes I wonder if I am an alcoholic 0.72 0.00 0.58 0.26 0.67 0.05 −0.07 −0.07 −0.07 0.58
3. If I don't change my drinking soon, my problems are going
to get worse

0.78 0.24 0.82 0.14 0.77 0.25 −0.02 0.6 0.12 0.05

4. I have already started to make some changes in my drinking 0.14 0.8 0.15 0.81 0.15 0.79 −0.13 0.15 0.73 0
5. I was drinking too much at one time, but I've managed
to change my drinking

0.01 0.58 0.02 0.65 0.06 0.48 −0.1 −0.24 0.4 0.16

6. Sometimes I wonder if my drinking is hurting other people 0.68 0.23 0.58 0.29 0.67 0.25 −0.24 0.3 0.07 0.31
7. I am a problem drinker 0.88 0.09 0.84 0.12 0.85 0.1 0.05 0.61 0.03 0.04
8. I am not just thinking about changing my drinking,
I am already doing something about it

0.26 0.8 0.18 0.85 0.25 0.77 0.1 0.25 0.69 −0.06

9. I have already changed my drinking, and I am looking for
ways to keep from slipping back into my old pattern

0.16 0.8 0.26 0.8 0.15 0.77 0.1 0.09 0.81 −0.02

10. I have a serious problem with drinking 0.86 0.19 0.82 0.15 0.83 0.2 0.23 0.8 0.09 −0.02
11. Sometimes I wonder if I am in control of my drinking 0.38 0.27 0.63 0.22 0.37 0.25 −0.14 −0.06 0 0.55
12. My drinking is causing a lot of harm 0.79 0.23 0.79 0.11 0.76 0.24 −0.03 0.62 0.15 −0.01
13. I am actively doing things now to cut down or stop drinking 0.15 0.82 0.23 0.8 0.16 0.78 0.03 0.22 0.76 −0.04
14. I want help to keep from going back to the drinking problems
that I had before

0.72 0.38 a a 0.69 0.38 0.28 0.45 0.46 0

15. I know that I have a drinking problem 0.87 0.22 0.8 0.32 0.86 0.23 0.13 0.76 0.15 −0.03
16. There are times when I wonder if I drink too much b b b b 0.61 0.24 −0.24 0.06 0.04 0.66
17. I am an alcoholic 0.86 0.12 0.77 0.13 0.82 0.14 0.15 0.68 0.22 −0.18
18. I am working hard to change my drinking 0.32 0.79 0.37 0.78 0.32 0.78 0.05 0.28 0.76 −0.05
19. I have made changes in my drinking and I want some help to
keep from going back to the way I used to drink

0.52 0.55 a a 0.49 0.53 0.27 0.16 0.68 0.06

Variance explained by each component/factor 37% 25% 48% 13% 35% 22% 2% 11% 27% 7%
Cronbach standardized coeffficient alpha 0.92 0.88 0.91 0.89 0.93 0.89 0.72 0.85 0.83 0.60

Boldedvalues indicate that in thepresent study, the itemhada componentor factor loadingof 0.4 or greaterononeandonlyonecomponentor factor. For theMaisto et al., andMiller&Tonigan
study columns, bolded values indicate that the itemwas retained by those authors according to themethods described in their publicationsMaisto et al. (1999) andMiller and Tonigan (1996).
C: component.
F: factor.
A: Ambivalence, R: Recognition, TS: Taking Steps, AMREC: Ambivalence and Recognition (see text).

a Item not retained in Maisto (did not load on one and only one factor at N0.40).
b Because of clerical error in original Maisto et al. study, item was not included in analyses.

571N. Bertholet et al. / Addictive Behaviors 34 (2009) 568–572
perdayand total number of heavy drinking days over the past 30 days).
Neither component is significantly correlated with drug use.

4. Discussion

We examined the factor structure of the SOCRATES questionnaire
in a population of adult men and women with unhealthy alcohol use
identified by opportunistic screening, who were hospitalized in a
general hospital and not attending specialized alcohol treatment.
Table 4
Concurrent validity — correlationa of components with various clinical variables.

Variable First component Second component

Demographics
Age 0.07 0.09
Gender 0.04 0.07

Alcohol measures
Alcohol dependence diagnosis (DSM-IV)c 0.55b 0.30b

Alcohol-related problems (SIP score) 0.73b 0.24b

AUDIT score 0.68b 0.21b

Alcohol consumption (average drinks per day) 0.39b −0.02
Number of binge drinking days (past 30 days) 0.47b 0.01

Drug use
Heroin or cocaine use (past 30 days) 0.10 0.07
Marijuana use (past 30 days) −0.02 −0.06

SIP: Short Inventory of Problems.
AUDIT: Alcohol Use Disorder Identification Test.
Alcohol consumption was assessed with the Timeline Followback.

a Spearman correlation coefficients are presented for dichotomous variables, and
Pearson correlation coefficients are presented for continuous variables.

b pb0.05.
c Determined with the Composite International Diagnostic Interview (CIDI) Alcohol

Module.
We found a 2 component structure. We propose that the first com-
ponent be named “Perception of Problems” (PP) (consistingof 10 items)
and the second component be named “Taking Action” (TA) (consisting
of 6 items). PP includes 3 items originally classified by Miller and
Tonigan as Ambivalence, 6 as Recognition and one as Taking Steps. This
component reflects the cognitive dimension of acceptance and
recognition of alcohol problems. Item 14, “I want help to keep from
going back to the drinking problems that I had before,” originally
classified as Taking Steps, is part of PP. This could reflect that the
acceptance of needing help is more a recognition of an underlying
problem than an action statement. PP appears to reflect both the per-
ception of problems related to alcohol drinking and a need for help.
TA consists of 6 items originally described as Taking Steps, and appears
to report actions that individuals are already doing in order to address
their drinking problem. The desire to get help appears to be separate
from taking actions to change drinking behavior.

In the PCA, 3 of the 19 items had component loadings ≥0.4 with
a factorial complexity of one. Item 19 (“I have made changes in my
drinking and I want some help to keep from going back to the way
I used to drink”), originally classified as Taking Steps, is a composite
question made of two statements, one on changes already made in
drinking and the other on the desire to get help. It loaded≥0.4 on both
components, consistent with what the 2 factors appear to capture.
Item 1 loaded ≥0.4 on both components, and item 11 did not load
≥0.4 on any component.

The assessment of concurrent validity indicates that PP (the first
component) is correlated with alcohol consumption level (drinks per
day and heavy drinking episodes). PP has stronger associations with
the presence of alcohol-related consequences than TA (the second
component). This is consistent with the interpretation that PP reflects
perception of alcohol problems, but suggests also that PP could reflect
the severity of the problems related to alcohol use.
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The exploratory analysis results were reinforced by the compara-
tive analysis. In comparative and confirmatory analyses, the most
appropriate structure in our data was similar to that found by Maisto
et al. and less similar to that found by Miller and Tonigan.

Our data support the evidence that the factor structure of the
SOCRATES questionnaire may be dependent upon the population and
the therapeutic setting in which the questionnaire is administered.
The use of a 3 factor solution seems to be appropriate in specialized
addiction and psychiatric settings, especially with alcohol dependent
patients, even if this remains questionable since Figlie and colleagues
demonstrated a 2 factor solution in a mixed population of patients
from specialized setting and from a gastroenterology clinic (Demmel
et al., 2004; Figlie et al., 2005; Miller & Tonigan, 1996). On the other
hand, the use of a 2 factor solution seemsmore appropriate for patients
screened opportunistically in general health settings such as primary
care clinics, community samples or hospitals (Maisto et al., 1999;
Burrow-Sanchez & Lundberg, 2007). Among adolescents and young
adults, published data are inconsistent in favor of one or the other
structures (Maisto, Chung, Cornelius, & Martin, 2003; Vik, Culbertson,
& Sellers, 2000). Contrary to the ambivalence and recognition con-
structs that the originally described Ambivalence and Recognition
factors intended to capture, the concept captured in the factor called
“Taking Steps” (measure of actions taken towards change, or change-
related actions) in both theMaisto et al. andMiller and Tonigan studies
is consistent across populations and settings.

The main strength of our study was the examination of the
SOCRATES in a large sample of medical inpatients, adding to the liter-
ature on readiness to change in patients who are identified oppor-
tunistically, and are not seeking treatment (in contrast to studies in
specialty addiction treatment settings). This is the first study to our
knowledge investigating the factor structure in this population.
Nevertheless, the generalizability of these results should be limited
to hospitalizedmedical patients. The results are particularly applicable
to those who agreed to participate in a clinical trial where they could
receive alcohol counseling. It is possible that the subjects included in
our sample were more motivated to change than were those who
refused to participate. However, individuals who agreed to participate
had similar readiness scores on a 1 to 10 visual analog scale compared
to eligible subjects who refused participation.

In conclusion, ourfindings support the likelihood that the SOCRATES
can assess and measure two important motivational constructs in
patients identified by screening, who are not necessarily seeking nor
receiving specialty alcohol treatment. One of these constructs, change-
related actions, was consistently found across settings and populations.
The first component identified in our sample (PP) reflects perception
of problems and need for help, and the second taking action or change-
related actions (TA). Nevertheless, identification of these two readi-
ness-to-change constructs is of interest primarily as potential pre-
dictors of change or determinants of behavior change. The predictive
validity of the 2 components and their relationship with behavior
change need to be further explored. Since only about 5% of individuals
with alcohol dependence seek and receive treatment, having tools
that help researchers to better study the 95% who do not seek help is
important and relevant, particularly when it is assumed that seeking
treatment is related to motivation and problem recognition.
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Abstract
Background: The course of alcohol consumption and cognitive dimensions of behavior change
(readiness to change, importance of changing and confidence in ability to change) in primary care
patients are not well described. The objective of the study was to determine changes in readiness,
importance and confidence after a primary care visit, and 6-month improvements in both drinking
and cognitive dimensions of behavior change, in patients with unhealthy alcohol use.

Methods: Prospective cohort study of patients with unhealthy alcohol use visiting primary care
physicians, with repeated assessments of readiness, importance, and confidence (visual analogue
scale (VAS), score range 1–10 points). Improvements 6 months later were defined as no unhealthy
alcohol use or any increase in readiness, importance, or confidence. Regression models accounted
for clustering by physician and adjusted for demographics, alcohol consumption and related
problems, and discussion with the physician about alcohol.

Results: From before to immediately after the primary care physician visit, patients (n = 173) had
increases in readiness (mean +1.0 point), importance (+0.2), and confidence (+0.5) (all p < 0.002).
In adjusted models, discussion with the physician about alcohol was associated with increased
readiness (+0.8, p = 0.04). At 6 months, many participants had improvements in drinking or
readiness (62%), drinking or importance (58%), or drinking or confidence (56%).

Conclusion: Readiness, importance and confidence improve in many patients with unhealthy
alcohol use immediately after a primary care visit. Six months after a visit, most patients have
improvements in either drinking or these cognitive dimensions of behavior change.

Background
Unhealthy alcohol use (the spectrum from at-risk drink-
ing amounts through alcohol dependence) and its conse-
quences represent a major burden of disease in the general
population [1,2]. Among those with unhealthy alcohol

use, brief intervention (BI) and motivational interviewing
have demonstrated evidence of efficacy [3-5]. In primary
care, BI is recommended by national practice guidelines
(US Preventive Services Task Force, 2004), and, as part of
BI, clinicians are encouraged to assess motivation and
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readiness to change, and to help patients increase readi-
ness [6]. These changes in readiness are seen as short term
goals on the way to decreased consumption [7,8].

Processes of change have been conceptualized in various
ways; in the Transtheoretical model, Prochaska and
DiClemente described the progression of individuals
through stages of change [9]. Others have pointed out the
role of importance of change for the patient [10], while
Bandura emphasized the role of self efficacy, or confi-
dence in ability to change [11]. Importance and confi-
dence are considered components of readiness or
readiness-related factors. For the purpose of this article we
will refer to readiness, importance and confidence as 3
behavior change constructs, cognitive dimensions of
behavior change, that comprise "readiness to change."

These three constructs can facilitate clinical conversations
about health behaviors, and may even have predictive
value for later behavior change [12-14]. They can be
assessed with visual analog scales (VAS), which, because
of their brevity, can be widely used. Longer assessments
such as the Readiness to Change Questionnaire (RTCQ)
(developed to assess readiness per se, not importance or
confidence specifically) allow classification according to
stage of readiness to change in addition to the computa-
tion of a continuous score [15].

The predictive value of cognitive dimensions of behavior
change, however, has been mixed. Demmel et al. demon-
strated that in alcohol dependent inpatients, readiness
accounted for 9.4% of the variance in outcome [12]. Self-
efficacy also appears to be a predictor of abstinence [16].
In other studies, however, readiness was not associated
with subsequent consumption, and was predictive of
more, not fewer consequences (or at least greater recogni-
tion of consequences) [17,18].

Thus, how behavior change constructs relate to later
behavior change is not well understood. Furthermore,
how these constructs change over time and in response to
brief counseling, particularly in general healthcare set-
tings, is also not well known. The efficacy for BI in primary
care for unhealthy alcohol use is modest, and interven-
tions with different theoretical rationales (e.g. MATCH
and COMBINE studies) lead to similar results [10,19,20],
calling into question the roles played by behavior change
versus other constructs. These concerns are also encoun-
tered more broadly in psychotherapy research, and were
named by Rosenzweig in 1936 after Alice in Wonderland
as the "Dodo Bird effect" [21]. Rosenzweig proposed that
"common" factors were responsible for the efficacy of psy-
chotherapy. He used Lewis Carroll's Alice in Wonder-
land's Dodo bird conclusion "everybody has won and all
must have prizes." In most trials of alcohol BI, control

(and intervention) groups decrease consumption over
time (one way to understand natural history in these set-
tings). This improvement has a number of possible expla-
nations: regression to the mean, effects of assessments or
contact with study staff, natural history, and selection of
individuals more prone to change (since agreement to
participate might indicate some desire to change) [22]. A
better understanding of behavior change constructs, the
natural history of behavior change, and how the con-
structs relate to outcome might therefore inform the
design of more efficacious interventions that achieve and
sustain changes in drinking [23]. Therefore we studied
improvements and predictors of improvements in 3
behavior change constructs (readiness, importance, confi-
dence) and subsequent drinking after a primary care visit
in a prospective cohort of patients.

Methods
We studied a prospective cohort of adults with unhealthy
alcohol use visiting an urban academic primary care prac-
tice who participated in a randomized trial of the impact
of providing (or not providing) primary care physicians
with patients' alcohol screening results [24]; physicians
were the unit of randomization. Additional detail regard-
ing the clinical trial has been published [24]. Patients were
screened if they had a visit with an included physician. A
trained staff researcher approached and interviewed
enrolled subjects before and after their visits with a physi-
cian (February 1998–August 1999) in the waiting room.
Patients were told they were being asked (initial screen-
ing) questions for research purposes. Eligible patients
were told they were being asked to participate because
they were primary care patients who reported drinking
alcohol, and that the study might help physicians learn
how to identify alcohol use by patients. Six months later,
subjects were interviewed by telephone, after which they
received compensation in the form of a voucher worth ten
U.S. dollars. The screening was done using the CAGE
questionnaire and the 3 questions published in the 1995
NIAAA guide to assess quantity and frequency of drinking
[25,26]. The CAGE and the 3 alcohol questions were com-
pleted by paper and pencil in the waiting room or by help
of a research assistant when needed. The baseline assess-
ment was done by face to face interview. Inclusion for the
present study was based on drinking as assessed using the
Timeline Followback method [27]. Subjects were asked
how many drinks they had each day for the past 30 days
using a calendar and chronologic cues (e.g. weekends,
holidays, significant events during the time period) based
on published instructions for this assessment.

For the present study, eligible patients drank risky
amounts (> 14 U.S. standard drinks [12 g each]/week or >
4 drinks/occasion for men and > 7 drinks/week or > 3
drinks/occasion for women in the past month), were flu-
Page 2 of 9
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ent in English or Spanish, and had data available on 3
behavior change constructs of interest. Subjects were
interviewed before, immediately after the visit and 6
months later. At each time point, subjects completed 3
visual analog scales (VASs), one for each of 3 behavior
constructs ("how ready are you to change your drinking
habits", "how important is it for you right now to change
your drinking", "if you decide to change your drinking
habits, how confident are you that you would succeed",
with a score of 1 being "not ready/not important to
change/not confident to succeed" and 10 "ready/very
important to change/very confident to succeed") [17,28].
Subjects also completed the RTCQ, a validated instrument
that assesses readiness that has satisfactory test-retest reli-
ability and consists of 12 statements, each one evaluated
by the participant on a 5 point Likert scale [29].

For the present study, we used a continuous RTCQ score
(-24 to +24) that has good reliability (alpha = 0.85–
0.86)[30,31]. The readiness item was included in the
screener (paper and pencil). Confidence and importance
items and the RTCQ were included in the previsit inter-
view (face to face interview). After the visit and 6 months
later, subjects completed the 30-day Timeline Followback,
a validated calendar method considered a reference stand-
ard for assessing alcohol consumption,[32] and the Short
Inventory of Problems (SIP) to assess alcohol-related
problems [33]. Immediately after the visit, subjects were
asked by research assistants if they had had any discussion
with their physician about alcohol consumption as well as
the content of such a discussion (i.e. "Did the doctor give
you advice about your drinking habits," "Did the doctor
talk about drinking?", "Did the doctor tell you how many
drinks would be safe for you to drink?", "Did the doctor
recommend that you cut down/quit drinking, go to Alco-
holics Anonymous/treatment?"). Research assistants also
assessed demographics, social support ("Do you currently
have a partner?"), and illicit drug use over the past month
("In the last 30 days have you used marijuana/cocaine/
heroin/other illegal drug?"). The study was approved by
the Boston University Medical Center Institutional Review
Board and a Certificate of Confidentiality was obtained
from the U.S. government.

Analyses were performed using SAS software 9.1.3 (Cary,
North Carolina). P values less than 0.05 were considered
to be statistically significant. All analyses controlled for
clustering of subjects within physician and physician ran-
domization group, using Generalized Estimating Equa-
tions (GEE) regression models with an exchangeable
working correlation and empirical variance estimator. Of
note, in the original trial, the intervention (i.e. randomi-
zation group) was not associated with improvements in
drinking risky amounts.

We assessed the outcomes changes in readiness, impor-
tance, and confidence between pre- and immediate post-
visit assessments. Differences were computed by subtract-
ing the pre-visit score from the immediate post-visit score.
We used unadjusted models (but accounting for cluster-
ing) and models that adjusted for predictors to assess the
changes between pre- and immediate post-visit assess-
ments in each of the behavior change constructs.

Because a change in behavior could take place during the
6-month follow-up period after the pre-visit assessment,
the state of readiness to change drinking at 6 months
could become irrelevant (e.g. readiness to change in a sub-
ject who no longer consumed alcohol). Therefore, to
assess change outcomes, we created 3 dichotomous varia-
bles representing "improvement," each defined as either
no longer drinking risky amounts or, if still drinking risky
amounts, having improvement (difference > 0) in readi-
ness to change drinking (i.e. improvement in drinking or
readiness), importance of changing drinking (i.e.
improvement in drinking or importance), or confidence
in ability to change drinking (i.e. improvement in drink-
ing or confidence). Since readiness, importance and confi-
dence are often considered intermediate outcomes, it is of
clinical relevance to use an outcome taking into account
increases in these readiness to change constructs [34,35].
We did not analyze these behavior change constructs in
those who had already changed, and we did not have data
on readiness/importance/confidence to sustain changes
in drinking (e.g. not drinking risky amounts), and there-
fore could not analyze these constructs as outcomes.

Predictors of interest were: demographics (age, sex, race/
ethnicity), social support (currently having a partner),
alcohol consumption at study entry (drinks per day), SIP
score, illicit drug use (marijuana, heroin, cocaine, other),
and discussion with the physician about alcohol con-
sumption during the visit.

All analyses were repeated with the RTCQ continuous
score as the outcome, in order to corroborate the results
obtained with the readiness VAS.

Results
Of 4143 patients approached, 182 did not complete the
screener. Of 487 who reported drinking risky amounts in
the past month, 235 refused participation in the study and
18 had no time before the visit to complete the pre-visit
assessment. Of the 234 remaining enrolled patients, our
analytic sample was restricted to the 173 subjects drinking
risky amounts who had available data on "readiness to
change" at all 3 assessments (Table 1); they saw one of 36
physicians. We tested potential differences between
included subjects who completed and did not complete
the follow up: There were no significant differences (p <
Page 3 of 9
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0.05) between study subjects (n = 173) and those enrolled
but not included in the analytic sample (n = 61) on pre-
visit readiness, importance, confidence, discussion with
the physician about alcohol consumption, provision of
screening results to the physician, drinks per day, age,
race, employment status, having a partner or drug use.
There was a significant difference between study subjects
and those enrolled but not included in the analytic sam-
ple on gender: subjects not included (i.e. lost to follow
up) were more likely to be male (74% vs 58%, p = 0.05).

Regarding generalizability, we compared included sub-
jects to all other individuals identified by screening who
were eligible. Subjects included in the analytic sample
drank more (mean days drinking per week 2.98 vs 2.49, p
= 0.01, mean number of drinks per typical day of con-
sumption 4.45 vs 3.44, p < .0001). There were no signifi-
cant differences (p < 0.05) between subjects included in

the analytic sample and all individuals identified by
screening on gender, race and readiness to change.

Pre- to immediate post-visit changes
In unadjusted analyses of visual analog scales (VASs)
(score range 1 to 10 points), subjects had significant
increases immediately post-visit in readiness (+1.02
points, p < 0.0001), importance (+0.16, p < 0.0001), and
confidence (+0.49, p = 0.003) when compared to pre-visit
assessments (Table 2). Similarly, readiness as assessed by
the RTCQ also increased (mean change +0.14, p <
0.0001). All of the differences indicated increases in read-
iness, importance, and confidence.

In adjusted models (Table 3), a discussion with the physi-
cian about the patient's alcohol consumption was a signif-
icant positive predictor of an increase in readiness as
measured by VAS (adjusted mean change +0.78 points, p
= 0.04), as was not having a partner (+1.06, p = 0.006).

Table 1: Characteristics of 173 Adults with Unhealthy Alcohol Use Visiting a Primary Care Physician

Characteristic %(n)

Female 42% (72)
Race/ethnicity

African-American 58% (101)
White 18% (31)
Latino 16% (28)
Other 8% (13)

Employed (last 3 month) 60%(103)
Having a partner 68%(118)
Illicit drug use, last 30 days (any drug) 34% (58)
Patient's physician randomized to receive intervention (provision of screening results) 58% (100)
Discussion with physician about alcohol consumption 55% (95)

mean, (SD )

Age 43.10 (12.61)
Drinks per day 3.05 (4.76)
Alcohol related consequences 8.41 (10.36)
Readiness to change drinking measures (pre visit)

Readiness (1 to 10) 5.04 (3.13)
Importance (1 to 10) 6.01 (3.56)
Confidence (1 to 10) 7.75 (2.60)
RTCQ (-24 to 24) 3.32 (6.76)

Alcohol related consequences: Short Inventory of Problems score
RTCQ: Readiness To Change Questionnaire

Table 2: Changes (from Before to) Immediately After a Primary Care Physician Visit in Patient "Readiness" to Change Drinking

Measure (range) Mean Change (95% CI) Effect size (d)

Readiness (1–10) 1.02 (0.74, 1.30) 0.33
Importance (1–10) 0.16 (0.15, 0.18) 0.05
Confidence (1–10) 0.49 (0.16, 0.81) 0.19
RTCQ (-24 - +24) 0.14 (0.13, 0.15) 0.02

RTCQ: Readiness To Change Questionnaire
CI = confidence interval
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Being white was a negative predictor of change in readi-
ness (white versus other: -1.41, p = 0.002). Age, gender,
alcohol consumption and alcohol-related problems were
not significant predictors. Similarly for readiness meas-
ured by the RTCQ, discussion with the physician about
the patient's alcohol consumption was a significant pre-
dictor of an increase (+1.14 points, p = 0.04). However,
not having a partner was not significantly associated with
an increase in RTCQ-measured readiness, and being white
was associated with an increase (not a decrease) (+1.24, p
= 0.03). None of the predictors were significantly associ-
ated with increases in importance and confidence.

Pre-visit to 6-month follow up changes
Of the 173 subjects, 62 (36%) reported not drinking risky
amounts during 30 days prior to the 6-month follow-up
interview. But most subjects had improvements in drink-
ing or readiness, importance and confidence: 62% were
no longer drinking risky amounts or had improved readi-
ness, 58% were not drinking risky amounts or had
improved importance, and 56% were not drinking risky
amounts or had improved confidence. Similarly, 67% of
subjects were not drinking risky amounts or had
improved RTCQ-readiness. We assessed the proportion of
subjects who had improved because of a change in drink-
ing. Of the 98 subjects who had improved drinking or
readiness, 54 (55%) were no longer drinking risky
amounts and 44 (45%) were still drinking risky amounts
but had improved readiness. For improvement in drink-
ing or importance, 62 (62%) had improved drinking, 38
(38%) improved importance; for improvement in drink-
ing or confidence, 62 (64%) improved drinking, 35
(36%) confidence. Results were similar for improvement

in drinking or RTCQ-readiness (62 (54%) had improved
drinking, 53 (46%) improved RTCQ score.

In adjusted analyses, few predictors of improvement were
identified. Not having a partner was a significant predictor
of improvement in drinking or importance (p = 0.007),
and drinking or confidence (p = 0.005). Being white was
a negative predictor of improvement in drinking or readi-
ness (p = 0.007). No other predictors were significantly
associated with improvements in the hypothesized direc-
tion. Unexpectedly, having a discussion with the physi-
cian (at the initial visit) was a negative predictor (p = 0.03)
of improvement in drinking or importance (Table 4).

Discussion
We assessed variations in readiness, importance and con-
fidence regarding changing drinking after a single primary
care physician visit and improvements in these constructs
and drinking 6 months later. After the visit, we observed
significant increases in readiness, importance, and confi-
dence. The effects were small (i.e. 1 point for readiness,
0.16 for importance, 0.49 for confidence, on a 1 to 10
scale). However, a clinically significant change in these
constructs has not yet been well-defined, and the impact
of changes of any magnitude is not known. Based on the
transtheoretical model and motivational interviewing, cli-
nicians are encouraged to help patients increase motiva-
tion, which in turn is expected to lead eventually to
behavior change [10,35]. After a physician visit we can
detect the beginning of such changes. Having a discussion
about alcohol with the physician appeared to have an
additional impact on readiness to change, an effect that
was no longer detectable 6 months later. Like other meas-

Table 3: Predictors of Improvement Immediately After a Primary Care Physician Visit

Improvemen
t in

Readiness 
(1–10)

Importance 
(1–10)

Confidence 
(1–10)

RTCQ 
(-24- +24)

Mean 
adjusted 
change

(95% CI) Mean 
adjusted 
change

(95% CI) Mean 
adjusted 
change

(95% CI) Mean 
adjusted 
change

(95% CI)

Female -0.37 (-1.19, 0.46) 0.21 (-0.34, 0.77) -0.32 (-0.98, 0.34) 0.57 (-0.26, 1.41)
Age 0.01 (-0.02, 0.04) -0.01 (-0.03, 0.02) 0.00 (-0.03, 0.03) 0.01 (-0.03, 0.04)
White -1.41 (-2.31, -0.51) -0.09 (-1.06, 0.89) -0.36 (-0.86, 0.14) 1.24 (0.10, 2.39)
No Partner 1.06 (0.30, 1.81) -0.05 (-0.65, 0.55) -0.21 (-0.79, 0.37) 0.09 (-1.07, 1.25)
Drinks per day 0.02 (-0.08, 0.12) 0.04 (-0.10, 0.18) -0.01 (-0.06, 0.05) -0.03 (-0.18, 0.11)
Alcohol 
consequences
(SIP score)

-0.03 (-0.06, 0.00) -0.01 (-0.04, 0.01) 0.01 (-0.03, 0.05) 0.03 (-0.02, 0.07)

Discussion with 
physician

0.78 (0.05, 1.51) 0.16 (-0.46, 0.79) -0.07 (-0.60, 0.46) 1.14 (0.04, 2.25)

Illicit drug use -0.03 (-0.75, 0.68) -0.51 (-1.27, 0.24) 0.07 (-0.52, 0.66) 0.87 (-0.41, 2.16)

SIP: Short Inventory of Problems
RTCQ: Readiness To Change Questionnaire
Bold entries have p-values < 0.05
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ures of health states (e.g. blood pressure), "readiness to
change" should be viewed as an instantaneous measure
dependent on various internal and external influences.

In addition to these short-term changes, we studied the
course of risky drinking and "readiness to change" in pri-
mary care patients. Six months after a physician visit, most
subjects improved either their drinking or readiness.
These improvements suggest that primary care physicians
should be somewhat optimistic regarding the course of
unhealthy alcohol use, with more than half of patients
improving in a relatively short period of time.

We identified few predictors of changes in "readiness to
change" and none that were consistent across measures or
time. Not having a partner was a positive predictor of
immediate changes in readiness but a negative predictor
of improvement in two measures 6 months later. Being
white was associated with worse readiness immediately
after a physician visit and less improvement 6 months
later but the finding was not confirmed in analyses with
the RTCQ or the other two behavior change construct
measures. Speculation regarding the mechanism for these
hypothesis generating and inconsistent findings would be
premature.

A discussion between the physician and the subject about
alcohol predicted a positive change in readiness immedi-
ately after the visit (confirmed by the RTCQ), but para-
doxically, was associated with less improvement in
drinking or importance (but no change in VAS- or RTCQ-
measured readiness). The fact that no association was
found between discussion with the physician and drink-
ing 6 months later may have been due to the use of inef-
fective counseling, but given the observed short-term
effect, another explanation could be simply that this effect
did not last.

Neither alcohol consumption, alcohol problems, nor
illicit drug use significantly affected behavior change con-
structs or improvements. The fact that these markers of
severity were not found to be negative predictors of
improvement is of interest and should encourage physi-
cians to address problems related to alcohol consumption
even in the presence of concomitant illicit drug use, con-
sidering that most of their patients will have some
improvement, independent of the severity of the alcohol
problem.

A number of studies have assessed readiness to change
and related constructs. In general, these studies have
focused on characterizing specific populations [13,36-39]
or on studying readiness as a predictor of behavior change
[12,14]. Our study instead focused on how these con-
structs change over time. Improvement over time in
untreated adults with unhealthy alcohol use and alcohol
use disorders (alcohol abuse and dependence) has been
previously reported [22,40,41]. Alcohol abuse and alco-
hol dependence seem to be (especially the latter) chronic
conditions characterized by recurrent episodes of disease
activity [42]. But the natural history of the spectrum of
unhealthy alcohol use (risky drinking amounts through
dependence) is not well described in the literature, nor is
the natural history of readiness to change.

In addition to the aforementioned studies of the natural
history of alcohol use disorders, studies of brief interven-
tion for nondependent unhealthy alcohol use in primary
care consistently report improvement over time in both
treated and untreated individuals [43]. For example, male
heavy drinkers in primary care decreased drinking over 3
years by 25 to 53% (depending on the outcome measure)
in both intervention and control groups [44]. The
improvement in drinking observed in our sample is in this
range. Improvements such as these could be attributed to

Table 4: Predictors of Improvement 6 Months After a Primary Care Physician Visit

Improvement in drinking or... Readiness (1–10) Importance (1–10) Confidence (1–10) RTCQ (-24- +24)

OR (95% CI) OR (95% CI) OR (95% CI) OR (95% CI)

Female 0.63 (0.30, 1.30) 0.60 (0.31, 1.18) 0.66 (0.32, 1.38) 0.91 (0.47, 1.73)
Age 1.02 (0.99, 1.05) 1.00 (0.97, 1.03) 1.01 (0.98, 1.04) 1.00 (0.98, 1.03)
White 0.25 (0.09, 0.69) 0.66 (0.29, 1.47) 0.47 (0.21, 1.03) 0.85 (0.36, 1.99)
No Partner 0.80 (0.41, 1.54) 0.42 (0.23, 0.79) 0.44 (0.25, 0.78) 0.30 (0.34, 1.99)
Drinks per day 0.98 (0.90, 1.07) 0.99 (0.93, 1.06) 0.98 (0.91, 1.06) 0.96 (0.89, 1.03)
Alcohol consequences
(SIP score)

0.98 (0.95, 1.02) 1.00 (0.96, 1.04) 1.02 (0.98, 1.06) 0.99 (0.96, 1.03)

Discussion with physician 1.06 (0.58, 1.95) 0.56 (0.33, 0.95) 0.62 (0.27, 1.41) 0.85 (0.42, 1.73)
Illicit drug use 1.45 (0.65, 3.22) 0.71 (0.31, 1.63) 0.96 (0.42, 2.19) 1.61 (0.63, 4.09)

OR = odds ratio
SIP: Short Inventory of Problems
RTCQ: Readiness To Change Questionnaire
Bold entries have p-values < 0.05
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a regression to the mean [22]. However, our study sample
was not primarily composed of very heavy drinkers, and
we also observed improvements in readiness, importance
and confidence regarding changing drinking, which were
in the opposite direction than any hypothesized regres-
sion to the mean, given the relatively high levels of readi-
ness, importance and confidence in the study population
at baseline. Assessment effects (improvements due to
being asked questions about drinking and discussing
answers to those questions) have also been suggested as
causes of improvements in drinking [45,46]. This expo-
sure may have in part accounted for improvements in our
sample. But if asking about alcohol and discussing drink-
ing in primary care are in fact responsible for improve-
ments, such effects should be viewed as favorable
exposures in the primary care setting, and as part of the
course in these patients, rather than as methodological
nuisances.

This study has some strengths. To our knowledge, this is
the first study to explore changes in readiness, importance
and confidence during a single primary care visit. We
described rapid changes in these constructs. We were also
able to describe changes in readiness, importance or con-
fidence and drinking over a 6 month period. Subjects
studied were participants in a trial but there was no exper-
imental brief counseling intervention nor a significant
treatment effect on drinking amounts.

The study also has some limitations. First, the applicabil-
ity of our findings may be limited to primary care patients
with unhealthy alcohol use who agree to be screened and
followed in a research study, and to those with similar
characteristics as in our sample (e.g. 32% reporting no
alcohol problems, a third with illicit drug use). Although
participants differed little from those who did not partici-
pate, participants did drink more. Similarly, subjects lost
to the analytic sample differed little from those studied
except on gender. The effects of these differences can be
considered in the interpretation of our results. Second,
findings are from secondary data analyses. Causality (of
predictors) cannot be inferred, and there could be many
explanations for changes in the readiness constructs.
However, observational studies such as this one are likely
among the best ways to study the natural course of behav-
ior change constructs and changes in drinking, particu-
larly prospective studies. Third, in our attempt to explore
changes over time, we had to combine actual behavior
(changes in alcohol consumption) with cognitions about
behavior change. It is likely that these two dimensions
reflect different aspects of behavior. We presented data on
the dimensions separately (and combined) but per-
formed regression analyses on the combined outcome.
From a clinical perspective, improvements in either drink-
ing or readiness (combined) seem to be most relevant.

Also, the interpretation of a 6 month change in readiness
on a continuous scale for someone who continues to
drink risky amounts is difficult, since it not clear how one
would interpret a change in some number of points.
Fourth, we did not adjust the level of significance for mul-
tiple comparisons. As such one should be cautious about
interpreting associations, particularly those not in the
hypothesized direction. Lastly, all data were obtained
from interviews and are subject to recall and social desir-
ability biases. But interviews with trained research associ-
ates and assurances of confidentiality took place
immediately after the primary care visit to maximize accu-
rate recall and minimize bias. Nonetheless, we do not
know what patients meant by discussions about alcohol,
which could have been brief or extensive and may or may
not have included known effective components of brief
interventions.

Conclusion
Our results provide important information. First, subjects
appear to change readiness, importance and confidence
after a single physician visit. Second, most patients with
unhealthy alcohol use will improve 6 months after a pri-
mary care visit, either on behavioral change constructs or
drinking. Third, factors usually associated with worse
alcohol treatment outcomes (e.g. drug use, alcohol related
problems) do not seem to prevent improvement. Future
research should focus on specific measures of behavior
change constructs, perhaps assessed by ecological
momentary assessments of these rapidly changing dimen-
sions [47,48] and what contributes to their changing, and
how and when they contribute to actual behavior change.
A better understanding of these mechanisms could be
used to enhance interventions for unhealthy alcohol use
in primary care settings, which at present, are only mod-
estly effective. But even if the reasons for the improve-
ments in drinking and behavior change constructs are
mostly unknown, primary care physicians should be
aware of the prognosis for patients with unhealthy alco-
hol use, to recognize incremental steps towards change
and to support their patient's efforts.
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ORIGINAL ARTICLE

The Influence of Black Race on Treatment and Mortality for
Early-Stage Breast Cancer

Jonathan P. B. Berz, MD,* Katherine Johnston, MD, MA, MSc,† Bertina Backus, MPH,‡
Gheorghe Doros, PhD,§ Adam J. Rose, MD, MSc,*¶ Snaltze Pierre, MPH,‡

and Tracy A. Battaglia, MD, MPH*�

Background: Black Americans have higher mortality from breast
cancer than white Americans. This study explores the influence of
socioeconomic factors and black race on treatment and mortality for
early-stage breast cancer.
Methods: A cohort of 21,848 female black and white, non-Hispanic
subjects from the Massachusetts Cancer Registry diagnosed with
stage I or II breast cancer between 1999–2004 was studied. Subjects
with tumors larger than 5 cm were excluded. We used mixed
modeling methods to assess the impact of race on guideline concor-
dant care (GCC), defined as receipt of mastectomy or breast con-
serving surgery plus radiation. Cox proportional hazard regression
was used to assess disease-specific mortality.
Results: Blacks were less likely to receive GCC after adjusting for
age and clinical variables (OR: 0.75; 95% CI: 0.61, 0.92). Marital
status and insurance were predictors of receipt of GCC. After
adjustment for all covariates, there were no longer significant dif-
ferences between black and white women regarding the receipt of
GCC. Nevertheless, black women were more likely to die of early-
stage breast cancer than white women after adjusting for clinical,
treatment, socioeconomic variables, and reporting hospital (HR: 1.6;
95% CI: 1.1–2.1).
Conclusions: Socioeconomic factors are mediators of racial differ-
ences in treatment outcomes. Significant racial differences exist in
disease-specific mortality for women with early-stage breast cancer.

Attention to reducing socioeconomic barriers to care may influence
racial differences in breast cancer treatment and mortality.

Key Words: African Americans, breast neoplasms, health
inequities, survival analysis, health services

(Med Care 2009;47: 986–992)

Breast cancer is the second leading cause of cancer death
among US women, and these deaths disproportionally

affect black Americans. Recent statistics show that although
blacks have a lower incidence rate of breast cancer than
whites, they have the highest mortality rate of any racial or
ethnic group.1 Furthermore, despite an overall decrease in
breast cancer mortality since the early 1990s as a result of
improvements in both early detection and treatment, blacks
have benefited the least compared with whites with respect to
this decrease.2

Various factors have been implicated in this mortality
gap including tumor biology and delays in or lack of receipt
of recommended screening and therapies.3 In addition, while
it is well documented that blacks present at a later stage of
disease, they continue to have higher mortality even when
controlling for stage at diagnosis.1,4 Therefore, achieving
equal receipt of therapy for early-stage disease, where rec-
ommended treatment guidelines are clear and relatively uni-
form, may contribute to closing the mortality gap.

Receipt of either mastectomy or breast conserving sur-
gery (BCS) with radiation has been shown to be equivalent
with respect to breast cancer survival in early-stage disease,
though the latter treatment may be preferred due to the less
invasive nature of the procedure and the advantage of breast
preservation.5 Among those who receive BCS, radiation is an
important part of treatment to decrease recurrence and im-
prove survival.6,7 Many studies have shown that blacks are
similarly likely to receive BCS but less likely to receive
radiation, compared with whites.8–10 Only some of these
studies include socioeconomic factors, such as income or
insurance, and none use reporting hospital as a variable to
explain differences when they do exist.8–14

The goal of this study was to use recent cancer registry
data to understand the role that race and certain socioeco-
nomic factors may play in treatment received and in breast
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cancer mortality. We used the Massachusetts Cancer Registry
(MCR) to explore these associations in women diagnosed
with stages I and II breast cancer during the years 1999
through 2004.

METHODS

Database and Study Population
Data were obtained from the MCR, a population based

cancer registry that collects information on newly diagnosed
cancers among residents of the state. The criteria for case
selection of female invasive breast cancer cases were defined
using International Classification of Diseases for Oncology
Third Edition codes (ICD-O-3). The codes used were primary
site 50.0 to 50.9, and all histologies except 9590 to 9989, for
the years 1999–2004. Only the first case of breast cancer for
that time period was included based on the date of diagnosis.
Non-Massachusetts residents were excluded.

Analysis was limited to those women with American
Joint Committee on Cancer stages I, IIa, and IIb. In addition,
those women who were stage II but who had a tumor size
greater than 5 cm were excluded from analysis since treat-
ment guidelines are different for this subgroup.15 Subjects
who had missing information or “unknown” listed in the
variables for poverty, reporting hospital, tumor size, and
radiation receipt were also excluded from analysis and ac-
counted for approximately 5% of the total sample. Seven
percent of black non-Hispanics were excluded due to missing
or unknown data compared with 5% of white non-Hispanics.
Those excluded were slightly younger and more likely to be
stage II (mean age: 61, 51% stage II) compared with those
retained (mean age: 62, 37% stage II)).

The Institutional Review Boards of Boston University
Medical Center and the Massachusetts Department of Public
Health approved this study.

Variables
Demographic

The main independent variable was race, classified as
black non-Hispanic or white non-Hispanic, which will be
referred to as black or white, respectively. We excluded all
other racial and ethnic categories because the primary aim of
the study was to examine differences due to black race, and
because other categories had numbers too small for meaning-
ful analysis. Age was grouped into 5 categories (�50 years,
50–59 years, 60–69 years, 70–79 years, and �79 years).
Marital status was classified as married or “all other,” which
included those not married and those whose marital status
was unknown.

Tumor Characteristics
Stage was classified as stage I or II. For those with no

pathologic stage recorded, clinical stage was used. In the
years 1999–2003, 3025 subjects (2948 whites, or 16.5% of
whites, and 77 blacks, or 14% of blacks) were clinically
staged because there was no pathologic stage information. Of
these, 2394 were staged as I and 631 were staged as II.
Beginning in 2004, collaborative staging was implemented
to address the issue of discrepancies in staging guidelines

among the 3 major staging systems in the United States.
Therefore, 2004 data does not have staging variables that
discern whether a subject was clinically or pathologically
staged. Tumor grade was recorded as 1 through 4 or
unknown. Tumor size was categorized into �2 cm and 2 to
5 cm.

Insurance and Income
Insurance was categorized as uninsured, Medicaid only,

Medicare with or without other coverage, commercial and
“all other.” In the “all other” category, the large majority
(86%) were insured but had an unknown type of insurance,
whereas the rest were either unknown with respect to having
insurance at all (13%) or had military insurance (1%). Census
tract information was collected and served as a proxy for
socioeconomic status. Using methods described by the Pub-
lic Health Disparities Geocoding Project, we linked each
subject’s census tract of residence with the percentage of
the population in that census tract living below the federal
poverty line according to the 2000 census.16 Subjects were
categorized according to quintile of census tract poverty
level.

Reporting Hospital
To account for intraclass correlation by site of care, we

adjusted for each of the 75 hospitals that reported the cancer
case for each subject. Each reporting facility was assigned a
code by the MCR to keep its identity private.

Treatment Outcomes
The main treatment outcome was dichotomous based

on receipt of guideline concordant care (GCC), defined as
receipt of mastectomy or BCS with radiation.15 BCS was
defined as partial mastectomy, partial mastectomy with nip-
ple resection, lumpectomy or excisional biopsy, segmental
mastectomy, wedge resection, quadrantectomy, or tylectomy.
Mastectomy was defined as total simple mastectomy, simple
mastectomy, modified radical mastectomy, or radical mastec-
tomy. The MCR collects information on initiation of radia-
tion therapy but not on whether treatment was completed. We
did not examine receipt of hormonal therapy because such
information, coupled with hormone receptor status, was not
uniformly available in the database.

Mortality Outcomes
Breast cancer mortality was determined by linking state

vital records with the National Death Index and by using
ICD-10 codes.17 Analysis was limited to subjects diagnosed
before December 31, 2003, as the MCR had not linked state
vital records with the National Death Index for the year 2004
at the time of analysis. Those who died of causes other than
breast cancer or those not recorded as having died were
excluded.

Analysis
The �2 test was used to test for differences in the

distribution of categorical variables (demographic, socioeco-
nomic, and clinicopathologic) among black and white
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women, and the Student t test was used to compare distribu-
tions in continuous variables (age).

Logistic regression was used to assess the associations
between outcomes and the main independent variable, patient
race, while controlling for possible confounders. Mixed mod-
eling methods were used due to multilevel nature of the
independent variables. Different models were considered for
receipt of GCC to assess for the degree to which the socio-
economic variables, marital status, income, and insurance
contributed to receipt of the outcome. First, age and year were
added into the model, then clinical variables, followed by
marital status, insurance, income by census tract, and report-
ing hospital.

For survival analyses, Cox proportional hazard models
were developed after testing for proportional hazard assump-
tions using graphical methods.18 This procedure gave evi-
dence that the assumption for the radiation received variable
did not hold. This issue was addressed by running stratified
analysis. All analyses were conducted using SAS (SAS In-
stitute, NC), version 9.1.

RESULTS
Subjects included 21,155 white and 693 black women

with stage I and II breast cancer. Patient and tumor charac-
teristics are described in Table 1. Compared with whites,
blacks were younger at diagnosis (62 vs. 56 years old), less
likely to be married (56% vs. 34%), and more likely to have
Medicaid (2% vs. 16%), to be uninsured (1% vs. 5%), or to
be living in the lowest income census tract. Blacks were also
more likely to be diagnosed at stage II compared with stage
I, to have a larger tumor size, as well as a higher tumor grade.
However, with respect to type of surgery received, blacks and
whites had similar rates of receipt of BCS, mastectomy, and
no surgery in unadjusted analyses.

Table 2 shows findings from models predicting receipt
of GCC. The models sequentially adjust for stage, age, and
year (partially adjusted model), plus marital status, census
tract income, insurance, and reporting hospital (fully ad-
justed). In the partially adjusted model, blacks were signifi-
cantly less likely to receive GCC after adjusting for age, year
of diagnosis, and stage (OR: 0.75; 95% CI: 0.61–0.92).
However, in the fully adjusted model this difference was no
longer present (OR: 0.94; 95% CI: 0.75–1.17). Married
women were more likely to receive GCC (OR: 1.20; 95% CI:
1.10–1.30) as were those older than 60, with 1 exception:
those older than 79 were much less likely to have received
GCC (OR: 0.36; 95% CI: 0.31–0.41). Being uninsured, or
having Medicare or Medicaid were all independent predictors
of GCC. Living in a census tract with high levels of poverty
did not appear to be an independent predictor of GCC.

Because of concern for collinearity between age and
insurance status, stratified analyses were run and showed that
Medicare had a similar effect on receipt of the outcome for
those younger than 65 (HR: 0.85; 95% CI: 0.66, 1.09) as in
those 65 and older (HR: 0.74; 95% CI: 0.64, 0.86). (data not
tabulated) These results were similar to the effect of Medicare
on GCC in the unstratified analysis (HR: 0.81; 95% CI: 0.72,
0.91). Analyses were also stratified by insurance type and

showed that black race had a different effect on treatment
received in the Medicare group (OR: 0.8; 95% CI: 0.5, 1.3)
compared with the Medicaid group (OR: 0.98; 95% CI: 0.6,

TABLE 1. Patient Characteristics Stratified by Race for
Women Diagnosed With Stage I, II Breast Carcinoma in the
Massachusetts Cancer Registry, 1999–2004

Variable

White Non-
Hispanic

(n � 21,155)

Black Non-
Hispanic
(n � 693) P*

Age category, yr (%) �0.0001

�50 22 36

50–59 23 25

60–69 21 20

70–79 22 13

�79 12 6

Mean age at diagnosis (yr) 62.1 56.3 �0.0001

Year of diagnosis (%) 0.0005

1999 18 15

2000 18 17

2001 17 14

2002 17 20

2003 15 14

2004 15 20

Marital status (%) �0.0001

Married 56 34

All other 44 66

Insurance (%) �0.0001

Commercial 47 40

Uninsured 1 5

Medicaid only 2 16

Medicare 34 26

All other† 16 13

Income by census tract (%) �0.0001

Quintile 1 (least poverty) 21 3

Quintile 2 20 6

Quintile 3 21 5

Quintile 4 20 12

Quintile 5 19 73

Stage at diagnosis (%) �0.0001

I 64 50

II 36 50

Tumor size (%) �0.0001

�2 cm 71 58

2–5 cm 29 42

Tumor grade (%) �0.0001

1 20 13

2 42 33

3 29 48

4 1 �1

Unknown 8 6

Surgery type (%) 0.54

Mastectomy 27 27

BCS 72 71

No surgery 1 1

*�2 test, except for mean age where t test was used.
†Primarily (86%) unknown type of insurance.
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1.6) though neither result was statistically significant. (data
not tabulated) In addition, removing insurance from the
model did not change the results compared with the fully
adjusted model.

For the analysis in Table 2, mixed (or random effects)
modeling was compared with fixed effects modeling. The fully
adjusted mixed model (displayed in Table 2) showed a point
estimate closer to 1 than did the fully adjusted fixed effects
model (OR: 0.87; 95% CI: 0.70, 1.08) (data not tabulated).

The age standardized breast cancer mortality rate per
100,000 person-years was 23.1 and 11.4 for blacks and
whites, respectively (data not tabulated). Cox proportional
hazard modeling of breast cancer mortality showed that
blacks had a hazard ratio of 2.34 (95% CI: 1.74–3.15) after
adjusting for age (Table 3). This disparity persisted, though
attenuated, after controlling for clinical, treatment, socioeco-

nomic variables, and reporting hospital (HR: 1.55; 95% CI:
1.13–2.13). Living in a census tract with the highest quintile
of poverty was also an independent predictor of death (HR:
1.32; 95% CI: 1.06–1.65).

Sensitivity analyses were run to assess the effect that
competing risks might have on the mortality results. When the
event (death) was changed to include all cancer deaths instead of
only breast cancer deaths, the hazard ratio for black race did not
change appreciably (HR: 1.61; 95% CI: 1.21, 2.12). When the
event analyzed was all noncancer deaths, the results also did not
change appreciably (HR: 1.68; 95% CI: 1.13, 2.50).

DISCUSSION
We used the MCR to examine racial differences in first

course of treatment and mortality for early-stage invasive

TABLE 2. Regression Models for Receipt of Guideline Concordant Care,
1999–2004

Characteristic Unadjusted Partially Adjusted* Fully Adjusted†

Race

White non-Hispanic — — —

Black non-Hispanic 0.84 (0.69, 1.03) 0.75 (0.61, 0.92)‡ 0.94 (0.75, 1.17)

Marital category

Married 1.61 (1.50, 1.73)‡ 1.20 (1.10, 1.30)‡

Age category

�50 — — —

50–59 1.07 (.95, 1.20) 1.06 (0.94, 1.19) 1.07 (0.95, 1.21)

60–69 1.21 (1.08, 1.37)‡ 1.19 (1.06, 1.35)‡ 1.30 (1.14, 1.49)‡

70–79 1.01 (.90, 1.13) 0.99 (0.88, 1.11) 1.20 (1.04, 1.39)‡

�79 0.29 (0.26, .33)‡ 0.28 (0.25, 0.32)‡ 0.36 (0.31, 0.41)‡

Year diagnosis

1999 — — —

2000 .94 (.84, 1.06) 0.92 (0.82, 1.04) 0.91 (0.81, 1.03)

2001 1.23 (1.09, 1.39)‡ 1.23 (1.09, 1.40)‡ 1.25 (1.10, 1.42)‡

2002 1.07 (0.95, 1.21) 1.07 (0.95, 1.21) 1.10 (0.97, 1.24)

2003 1.41 (1.24, 1.61)‡ 1.43 (1.25, 1.63)‡ 1.50 (1.31, 1.72)‡

2004 1.51 (1.32, 1.72)‡ 1.53 (1.34, 1.75)‡ 1.55 (1.35, 1.78)‡

Stage

I — — —

II 0.91 (0.84, 0.98)‡ 0.90 (0.84, 0.97)‡ 0.92 (0.85, 0.99)‡

Insurance

Commercial — —

Uninsured 0.73 (0.52, 1.01) 0.71 (0.51, 0.995)‡

Medicaid only 0.73 (0.58, 0.91)‡ 0.78 (0.62, 0.997)‡

Medicare 0.61 (0.56, 0.66)‡ 0.81 (0.72, 0.91)‡

All other 0.89 (0.77, 0.995)‡ 0.94 (0.84, 1.06)

Income category

1st quintile — —

2nd quintile 1.08 (0.96, 1.21) 1.12 (0.99, 1.27)

3rd quintile 1.06 (0.94, 1.19) 1.13 (0.99, 1.28)

4th quintile 0.87 (0.78, 0.98)‡ 0.99 (0.87, 1.12)

5th quintile 0.79 (0.71, 0.89)‡ 0.99 (0.88, 1.13)

*Race, stage, age, and year.
†Partially adjusted model plus marital status, income category by census tract, insurance type and adjustment

for intra-class correlation by reporting hospital.
‡P � 0.05.
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breast cancer. As has been found in other studies of breast
cancer, blacks in this cohort were younger, poorer, and more
likely to be at a later stage at diagnosis compared with their
white counterparts.11,14 We found certain measures of socio-
economic status, namely marital status and insurance type, to
independently predict treatment. However, while race itself
was not an independent predictor of GCC, blacks were
nevertheless more likely to die of breast cancer during the
study years, even after adjustment for covariates.

A recent analysis of the SEER-Medicare database
found similar results regarding mortality. Using data from
1994–1999, Curtis et al found that blacks with stages II and
III disease were at increased risk of cancer death after
controlling for clinical, treatment, and socio-demographic
variables that included income and type of community. The
outcome, however, was not limited to breast cancer deaths.14

Other studies have shown that blacks diagnosed with early-

stage disease have higher all-cause mortality and all-cancer
mortality but have not controlled for socioeconomic factors,
reporting hospital, and used breast cancer specific mortality
as the outcome.4,9,11,12,19–21 Using more recent data, our
study shows that black women with stages I and II breast
cancer have increased disease-specific mortality that persists
even after adjusting for clinical and treatment variables as
well as marital status, income by census tract, type of insur-
ance, and reporting hospital.

With respect to treatment received, other studies have
had mixed results. When examining type of surgery received,
our study is in line with several others in that blacks and
whites were equally likely to receive BCS compared with
mastectomy.9,10,22,23 However after adjusting for age, year,
and stage, we found that black women were less likely to
receive GCC. Analysis (not shown) run with the outcome of
radiation receipt among those receiving BCS demonstrated

TABLE 3. Cox Regression Model Predicting Breast Cancer Specific Mortality
Among Women in the Massachusetts Cancer Registry, 1999–2003. N � 18,399

Characteristic Model 1* Model 2† Model 3‡

Race

White non-Hispanic — —

Black non-Hispanic 2.34 (1.74, 3.15)§ 1.86 (1.38, 2.51)§ 1.55 (1.13, 2.13)§

Married — — 0.93 (0.80, 1.09)

Age category

�50 — — —

50–59 0.79 (0.63, 0.99)§ 0.96 (0.77, 1.19) 0.94 (0.75, 1.18)

60–69 0.56 (0.44, 0.70)§ 0.80 (0.64, 1.01) 0.82 (0.64, 1.05)

70–79 0.58 (0.47, 0.72)§ 0.87 (0.70, 1.08) 0.88 (0.68, 1.14)

�79 0.76 (0.61, 0.94)§ 1.10 (0.88, 1.37) 1.12 (0.85, 1.47)

Stage

I — — —

II — 1.79 (1.44, 2.21)§ 1.77 (1.43, 2.19)§

Tumor grade

1 — —

2 — 1.58 (1.13, 2.21)§ 1.57 (1.12, 2.19)§

3 — 3.60 (2.60, 4.98)§ 3.65 (2.64, 5.05)§

4 — 3.14 (1.68,5.89)§ 3.29 (1.76, 6.17)§

Tumor size

�2 cm — — —

2–5 cm — 1.77 (1.44, 2.16)§ 1.77 (1.44, 2.17)§

Insurance

Commercial — — —

Uninsured — — 1.11 (0.63, 1.94)

Medicaid — — 0.93 (0.66, 1.33)

Medicare only — — 0.87 (0.71, 1.07)

All other — — 0.80 (0.65, 0.99)§

Income category

Quintile 1 — — —

Quintile 2 — — 0.94 (0.74, 1.19)

Quintile 3 — — 0.63 (0.75, 1.21)

Quintile 4 — — 1.17 (0.93, 1.47)

Quintile 5 — — 1.32 (1.06, 1.65)§

*Adjusted for age.
†Model 1 plus stage, tumor size, and grade.
‡Model 2 plus marital status, insurance, income, and adjusted for intraclass correlation by reporting hospital.
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similar results, suggesting that lack of receipt of this treat-
ment may be driving these findings for GCC. Marital status,
income by census tract, and insurance appear to be the
primary mediators of this difference, as it was no longer
present when these factors were added into the model. In-
deed, as shown in the same analysis, those who were married
were 20% more likely to receive GCC, and blacks were less
likely to be married. Given that radiation therapy usually
requires daily hospital visits for 6 weeks, it is not surprising that
married women, with marital status being a proxy for social
support, were more likely to receive GCC. These findings are
supported by other studies which show that being married is an
important predictor of not only receiving recommended thera-
pies, but also stage at diagnosis and mortality.24–26

Evidence suggests that controlling for reporting hospi-
tal is important in studies of racial disparities in treatment,
given that some treatments may be less rapidly adopted by
certain hospitals, which may serve a disproportionate number
of a given racial or ethnic group.30 However, our study did
not find that controlling for this variable significantly changed
the results with respect to the primary predictor variable, race.

Our study has several limitations. The MCR does not
collect information on comorbidity so we cannot exclude the
possibility that lack of appropriate treatment was a function
of increased comorbid illness. The use of census track for
defining poverty level could be confounded by other issues
that are related to neighborhood of residence, such as atti-
tudes or knowledge about treatment. In addition, research has
shown that race and ethnicity plays a role in both patient
refusal of recommended treatment and in health care provid-
ers not offering treatment.31–33 However, our data did not
allow us to determine if such preferences were important.
Additionally, prognostic variables such as hormone receptor
status were not available for the mortality analysis. Black
women may be more likely to have hormone receptor negative
tumors than whites,34 and since such tumors have a poorer
prognosis, such a biologic difference may help explain the
mortality disparity seen. Some studies have shown that black
women are less likely to receive adjuvant hormonal treatment
even after controlling for hormone receptor status.23,35 There-
fore, it is possible that decreased receipt of such recom-
mended therapy may explain the mortality differences ob-
served in our study. Finally, because this study analyzes
Massachusetts data only, the results may not generalize to
other states.

In summary, our study demonstrates that in early-stage
invasive breast cancer, being a black non-Hispanic woman is
an independent risk factor for disease-specific mortality, and
that this disparity is not fully explained by differences in
receipt of guideline concordant cancer care or available
measures of socioeconomic status. In addition, we found that
marital status, income, and insurance were the primary me-
diators of racial differences in receipt of GCC. Our findings
support the notion that racial differences previously reported
are a result of a complex interplay of both sociodemographic
and tumor characteristics, and that attention to reducing
sociodemographic barriers to care may influence receipt of
recommended treatments and survival.
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1. Introduction

Face-to-face encounters with a health provider – in conjunction
with written instructions – remains one of the best methods for
communicating health information to patients in general, but
especially those with low health literacy [1–4]. Face-to-face
consultation is effective because providers can use verbal and
nonverbal behaviors, such as head nods, hand gesture, eye gaze
cues and facial displays to communicate factual information to
patients, as well as to communicate empathy [5] and immediacy
[6] to elicit patient trust. Face-to-face conversation also allows
providers to make their communication more explicitly interactive
by asking patients to do, write, say, or show something that
demonstrates their agreement and understanding [7]. Finally, face-
to-face interaction allows providers to dynamically assess a

patient’s level of understanding based on the patient’s verbal
and nonverbal behavior and to repeat or elaborate information as
necessary [8].

However, there are several pervasive problems that limit a
clinician’s capacity to communicate effectively. Providers can only
spend a limited amount of time with each patient [9]. Time
pressures can result in patients feeling too intimidated to ask
questions. Another problem is that of ‘‘fidelity’’: providers do not
always perform in accordance with recommended guidelines,
resulting in significant variation in the delivery of health
information.

Given the efficacy of face-to-face consultation, a promising
approach for conveying health information to patients with limited
health literacy is the use of computer animated agents that
simulate face-to-face conversation with a provider [10]. The
benefits of using conversational agents include: use of verbal and
nonverbal conversational behaviors that signify understanding
and mark significance, and convey information in redundant
channels of information (e.g., hand gestures, such as pointing,
facial display of emotion, and eye gaze); use of of verbal and
nonverbal communicative behaviors to maximize comprehension;
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use of verbal and nonverbal communicative behaviors used by
providers to establish trust and rapport with their patients in order
to increase satisfaction and adherence to treatment regimens [11];
adaptation of their messages to the particular needs of patients and
to the immediate context of the conversation; and provision of
health information in a consistent manner and in a low-pressure
environment in which patients are free to take as much time as
they need to thoroughly understand it. This latter point is
particularly important as health providers frequently fail to elicit
patients’ questions, and patients with limited health literacy are
even less likely than others to ask questions [12].

According to the 2004 National Assessment of Adult Literacy,
fully 36% of American adults have limited health literacy skills,
with even higher rates of prevalence among patients with chronic
diseases, those who are older, minorities, and those who have
lower levels of education [13,14]. Seminal reports about the
problem of health literacy include a sharp critique of current norms
for overly complex documents in health care such as informed
consent [15,16]. Indeed, a significant and growing body of research
has brought attention to the ethical and health impact of overly
complex documents in healthcare [17,18]. Computer agents may
provide a particularly effective solution for addressing this
problem, by having the agents describe health documents to
patients using exemplary communication techniques for patients
with limited health literacy and by providing this information in a
context unconstrained by time pressures.

Informed consent agreements for individuals to participate in
medical research represent a particular challenge for individuals
with limited health literacy to understand, since they typically
encode many subtle and counter-intuitive legal and medical
concepts. They are often written at a reading level that is far
beyond the capacity of most subjects [19,20]. Researchers may not
have the resources to ensure that participants understand all the
terms of the consent agreement. Indeed, many potential research
subjects sign consent forms that they do not understand [21–23].

Consequently, we modified an existing computer agent frame-
work designed for health counseling [10,11] to provide explana-
tion of health documents such as research informed consent forms.
In this paper we describe the development of this agent, and then
present a preliminary evaluation of the computer agent in a three-
arm randomized trial in which the agent explains an informed
consent document for participation in a genetic repository.

2. Methods

2.1. Preliminary studies. Part 1. Health document explanation by

human experts

We conducted two empirical studies to characterize how
human experts explain health documents to their clients in face-
to-face interactions [24]. The first study was conducted with four
different experts explaining two different health documents to
research confederates. The second study was conducted with one
expert explaining health documents to three laypersons with
different levels of health literacy. Our primary focus was a micro-
analysis of the nonverbal behavior exhibited by the expert in order
to inform the development of a computational model of document
explanation. We found that one kind of nonverbal behavior was
nearly ubiquitous: the use of pointing gestures towards the
document by the expert (Fig. 1). Of the 1994 expert utterances
analyzed, 26% were accompanied by a hand gesture, and 90% of
these involved pointing at the document.

We derived a predictive model of the occurrence and form of
referential hand gestures and other nonverbal behavior used by the
experts during their explanations. We found that initial mentions
of part of a document were more likely to be accompanied by a

pointing gesture (43% vs. 19%) and that the kind of document
object referred to (page vs. section vs. word or image) was
predictive of the kind of hand gesture used (e.g., using a flat hand to
refer to a page vs. pointing with a finger to refer to a word). We also
found that the expert in the second study omitted a significant
amount of detail and used more scaffolding (description of
document structure) when describing a health document to
listeners with low health literacy, compared to listeners with
adequate health literacy.

2.2. Preliminary studies. Part 2. Adapting a computer agent for health

document explanation

An existing computer agent framework designed for health
counseling [10,11] was modified to provide explanation of health
documents. The framework features an animated computer agent
whose nonverbal behavior is synchronized with a text-to-speech
engine(Fig.2).Patientcontributionstotheconversationare madevia
a touch screen selection from a multiple choice menu of utterance
options, updated at each turn of the conversation. Dialogues are
scripted using a custom hierarchical transition network-based
scripting language. Agent utterances can be dynamically tailored
based on information about the patient, information from previous
conversations, and the unfolding discourse context [10]. The
animated agent has a range of nonverbal behaviors that it can use,
including: hand gestures, body posture shifts, gazing at and away
fromthe patient, raising and loweringeyebrows,head nods, different
facial expressions, and variable proximity.

The framework was extended for document explanation in
several ways. A set of animation system commands was added to
allow document pages to be displayed by the character (Fig. 2),
with page changes accompanied by a page-turning sound. A set of
document pointing gestures was added so that the agent could be
commanded to point anywhere in the document with either a
pointing hand or an open hand. While the document is displayed,
the agent can continue using its full range of head and facial
behavior, with gaze-aways modified so that the agent looks at the
document when not looking at the patient (in our studies of human
experts, the expert gazed at the document 65% of the time and at
the patient 30% of the time). We also extended our text-to-
embodied-speech translation system (‘‘BEAT’’ [25]) to automati-
cally generate document pointing gestures given the verbal
content of the document explanation script, based on models
from our earlier studies [24].

We conducted a preliminary study of the document explana-
tion agent in a three-arm randomized trial with 18 participants

Fig. 1. Explanation of consent by experts.

T.W. Bickmore et al. / Patient Education and Counseling 75 (2009) 315–320316



Author's personal copy

aged 19–33, in which each participant experienced two of the
three conditions. We compared agent-based health document
explanation with explanation by human experts and a self-study
condition. While there were no significant effects of study
condition on comprehension of the documents (measured by
post-intervention knowledge tests), the participants who inter-
acted with both the agent and human were significantly more
satisfied with the agent (paired t(5) = 2.7, p < .05) and with the
overall experience (paired t(5) = 2.9, p < .05), compared to the
human [24].

2.3. Part 3. Evaluation of computer agent for explanation of research

informed consent

While the preliminary study provided feedback on the promise
of using agents for health document explanation, it lacked
ecological validity because the participants were primarily college
students who had a fairly high level of health literacy. Thus, the
primary purpose of the third research activity was to repeat the
pilot evaluation with a population in which limited health literacy
is represented.

We conducted an evaluation study to test the efficacy of our
agent-based document explanation system, compared with a
standard of care control (explanation by a human) and a non-
intervention control (self-study of the document in question) for
individuals with adequate and inadequate health literacy. The
study was a three-arm (COMPUTER AGENT vs. HUMAN vs. SELF)
between-subjects randomized experimental design.

An interaction script was created to present an informed
consent form for participation in a genetic repository, based on the
preliminary work described above. The consent document used
was taken with minor revisions from an existing National Institute
of General Medical Sciences template for genetic repository
research that has been used in multiple NIH funded projects
[26]. The example of a study involving a genetic repository was
chosen because we wanted little overlap between the simulated

consent experience and the actual consent document used for
participating in the current study, and we wanted material that
would be largely foreign to participants to decrease the influence of
prior knowledge. In each script, patients could simply advance
linearly through the explanation (by selecting ‘‘OK’’), ask for any
utterance to be repeated (‘‘Could you repeat that please?’’), request
major sections of the explanation to be repeated, or request that
the entire explanation be repeated. Any number of repeats could be
requested and, although the scripting language has the ability to
encode rephrasings when an utterance is repeated, for the current
study the agent would repeat the exact same utterance when a
repeat was requested for any part of the script. The agent was
deployed on a mobile cart with a touch screen attached via an
articulated arm.

2.3.1. Measures

In addition to basic demographics, we assessed health literacy
using the 66-word version of the Rapid Estimate of Adult Literacy
in Medicine (REALM) [27]. We defined limited health literacy as a
reading level of 8th grade and below and adequate health literacy
as 9th grade and above for our analyses, as prior authors have done
[28–31]. We also created a knowledge test for the consent
document, based on the Brief Informed Consent Evaluation
Protocol (BICEP) [22]. This test was administered in an ‘‘open
book’’ fashion with the participant able to refer to a paper copy of
the consent form during the test. We augmented the BICEP with
scale measures of likelihood to sign the consent document, overall
satisfaction with the consent process, and perceived pressure to
sign the consent document. In the COMPUTER AGENT and HUMAN
conditions, the number of questions or requests for clarifications
asked by participants during the explanation of the consent
document was also counted.

2.3.2. Participants

Twenty-nine subjects participated in the study, were recruited
via fliers posted around the Northeastern University neighborhood

Fig. 2. Computer agent interface.
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and in a nearby apartment complex whose demographic consisted
of mostly older minority adults, and were compensated for their
time. Participants had to be 18 years of age or older and able to
speak English. Participants were 66% female, aged 28–91 (mean
60.2). Three were categorized as 3rd grade or below, four as 4th–
6th grade, six as 7th–8th grade, and the rest as high school level.

2.3.3. Procedure

The study took place either in a common room of the apartment
complex or the Human–Computer Interaction laboratory at
Northeastern University. After arriving, people who consented
to participate filled out a demographic questionnaire and then had
the REALM health literacy evaluation administered.

Following this, they were exposed to one of three treatments in
which a consent document was explained to them by either the
COMPUTER AGENT or a HUMAN, or were given time to read the
document on their own (SELF). For the COMPUTER AGENT
condition, they were given a brief training session on how to
interact with the computer agent. The experimenter then gave the
participant a paper copy of the consent document so they could
follow along with the computer agent’s explanation, and left the
room. At the end of the interaction, the computer agent informed
the participant that they could take as much time as they needed to
review the document before signaling to the experimenter that
they were ready to continue. For the HUMAN condition, a second
research assistant explained the document to the study partici-
pant. Two different female instructors played this second role, and
both had significant experience administering informed consent
for research studies. The instructor was blind to the computer
agent interaction script content and evaluation instruments, and
was simply asked to explain the document in question to the
participant. For the CONTROL condition, participants were handed
the document and told to take as much time as they needed to read
and understand it, and were then left alone in the observation
room until they signaled they were ready to continue.

The research assistant then verbally administered the knowl-
edge test in ‘‘open book’’ format, with the participant being able to
reference their paper copy during the test. The process measures
were then verbally administered and a semi-structured interview
was conducted to ask participants about their impressions of the
study.

3. Results

Of the 29 participants, 13 (45%) had inadequate health literacy.
We conducted full-factorial ANOVAs for all measures, with study
CONDITION (COMPUTER AGENT, HUMAN, SELF) and health
LITERACY (ADEQUATE, INADEQUATE) as independent factors,
and LSD post hoc tests when applicable. Table 1 shows descriptive
statistics for the outcome measures.

There was a significant interaction between CONDITION and
LITERACY on knowledge test comprehension scores, F(2,23) = 4.41,
p < .05 (Fig. 3). Post hoc tests indicated that, for participants with
adequate health literacy, explanations by HUMAN and COMPUTER

AGENT resulted in significantly greater comprehension compared to
SELF study (with no significant difference between HUMAN and
COMPUTER AGENT). However, for participants with inadequate
health literacy, there were no significant differences on comprehen-
sion between study conditions, and they scored significantly lower
as a group compared to participants with adequate health literacy.

There was a main effect of study CONDITION on satisfaction
with the consent process, F(2,23) = 4.78, p < .05, with participants
being significantly more satisfied with explanations by the
COMPUTER AGENT compared to the HUMAN (participants were
also more satisfied with the COMPUTER AGENT compared to SELF
study, with post hoc tests approaching significance, p = .09).

There was also a main effect of study CONDITION on self-
reported likelihood to sign the consent document, F(2,32) = 5.46,
p < .05, with participants significantly more likely to sign the
consent form following explanation by the COMPUTER AGENT,
compared to either explanation by the HUMAN or SELF study.

There were no significant differences between groups on
perceived PRESSURE to sign the consent form, F(2,23) = 0.20, p = .72.

Finally, it appeared that participants with limited health
literacy asked more questions of the computer agent compared
to the human, while those with adequate health literacy asked
more questions of the human, although this interaction was not
significant, F(1,13) = 1.76, p = .21 (Fig. 4).

3.1. Qualitative results

Participant responses to semi-structured interview questions
were transcribed from the videotape and common themes were
identified [32].

When asked about their impressions of the computer agent, the
most frequently mentioned theme (7 participants) was that the
computer agent was clear, direct and easy to understand. One

Table 1
Study results (mean and (S.D.)).

Measure Condition Literacy Condition � literacy

Agent (N = 9) Human (N = 9) Self (N = 11) Main

effect sig.

Adequate

(N = 16)

Inadequate

(N = 13)

Main

effect sig.

Interaction sig.

Comprehension (% correct) 42.20 (20.33) 39.44 (12.86) 25.91 (11.36) 0.006 41.88 (17.78) 26.92 (9.69) 0.001 0.042

Satisfaction (1–7) 6.56 (1.01) 3.89 (2.47) 5.09 (1.70) 0.018 5.50 (1.90) 4.77 (2.24) 0.280 0.682

Likelihood to sign (1–7) 6.21 (1.30) 2.78 (2.39) 3.91 (2.43) 0.011 4.06 (2.52) 4.54 (2.54) 0.524 0.588

Pressure to sign (1–7) 2.11 (2.09) 2.00 (2.00) 1.55 (0.93) 0.719 1.75 (1.34) 2.00 (2.04) 0.666 0.822

Questions asked 1.12 (2.10) 1.22 (2.64) 0.967 0.89 (2.67) 1.50 (2.00) 0.559 0.207

Fig. 3. Comprehension of informed consent.
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participant explicitly said that this clarity was due to the computer
agent’s ability to point at the virtual document, with the
participant following along:

‘‘She was very direct and very clear when she was explaining it,
she was explaining it very nice and slow. And she was pointing
to the areas that needed to be focused on. When she was
explaining it, she was breaking it down on the paper. Where you
couldn’t get lost if you were concentrating on what she was
saying. Because it was right there in front of you [points at
computer] and it’s like right here [points on paper document],
and it’s just she was explaining the whole thing. And I was very
comfortable with it because as I was reading it, I understood
what she was saying and what I was seeing in front of me.’’ (49
year old female, adequate literacy)

The second most common impression of the computer agent (4
mentions) was that participants felt they could take as much time
as they needed, and did not feel embarrassed asking the computer
agent to repeat itself:

‘‘Elizabeth [the name of the agent] was very, uh, patient, and if
she says something to you that you don’t understand, she will
repeat it again if you push the button. And she would take her
time.’’ (68 year old female, limited literacy).

‘‘For me, you know, when it’s on the computer I can do it five
times over if I want to. I can just hit repeat, wait I didn’t
understand it, I can just repeat it again. You know, but I wouldn’t
do that with you [a human] because if I didn’t understand it I
might ask you one time to repeat it, and if I still didn’t
understand it I wouldn’t ask you to repeat it. Because I wouldn’t
want to seem stupid.’’ (47 year old female, adequate literacy).

Two participants said that they liked the computer agent
because she was polite and did not talk down to them:

‘‘She was really polite, she was really polite. That I liked. Besides
the fact, more important than anything else, she looked at me
and she talked to me. You know, she was talking to me as a
person, as opposed to, um, looking down on me and saying ‘did
you understand me!’ you know? And that made me feel really
good.’’ (50 year old female, adequate literacy)

Other positive comments included that the computer agent was
‘‘informative’’ and ‘‘correct’’ (2 mentions), that the computer agent

was ‘‘honest’’ (1 mention), and that the respondents liked using the
touch screen instead of a mouse (1 mention).

There were two negative comments about the computer agent.
One participant mentioned that the computer agent seemed
‘‘impersonal’’, and another felt the computer agent was too
‘‘robotic’’.

When asked whether they would prefer that health documents
be explained to them by a person or a computer agent, 3 of the 9
participants who interacted with the agent said they would prefer
the agent, 1 said they would prefer a human, and 1 said that either
would be equally acceptable (the others did not respond). For
example:

‘‘I think she did the same as talking to an ordinary person in the
hospital. Uh, except she would give you a little more
information than they do. Because sometimes they only tell
you a little bit, you know what I’m saying, and she explain the
whole thing.’’ (68 year old female, limited literacy).

4. Discussion and conclusion

4.1. Discussion

The computer agent did as well as or better than the human on
all measures, with participants (regardless of literacy level)
reporting higher levels of satisfaction with the consent process
and greater likelihood to sign the consent document when it was
explained by the computer agent, compared to either explanation
by a human or self study. In addition, explanation by the computer
agent led to the greatest comprehension of the document, but only
for those participants with adequate levels of health literacy;
participants with limited literacy scored poorly on comprehension
in all treatment conditions.

The tendency for participants with inadequate health literacy to
ask more questions of the agent may be due to their being
comfortable asking a computer repeated questions without feeling
‘‘stupid’’ (as one participant put it). However, an alternate
hypothesis is that they asked more questions of the agent because
they had a more difficult time understanding it.

The low comprehension scores for participants with inadequate
health literacy indicate that much work remains to make the
computer agent effective for this population. One pedagogical
methodology espoused for patients with limited health literacy is
‘‘teach back’’ in which the patient is asked to teach what they have
learned back to the health educator [7]. While there are some
problems implementing this in an unconstrained way within our
system, it is at least possible to add comprehension checks at key
places in the agent-patient conversation and to have the computer
agent provide additional information or review if it appears the
patient is having problems.

Limitations of our study include the generalizability of our
findings, especially given the very small convenience sample used.
The research assistants who explained the consent forms to
participants may not be representative of most researchers who
perform this function. There are also ecological validity issues with
our study settings, although we would expect that in a rushed
clinical environment the agent may outperform a typical research
assistant by an even wider margin than we observed.

4.2. Conclusion

Our future work is focused on several extensions to the system
and more extensive evaluation. We plan to add audio prompts to
the user interface so that patients who are unable to read the text
of their conversational responses can still use the system. We are
also developing a framework that will allow health document

Fig. 4. Questions asked of the computer agent or human.
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templates to be instantiated and explained, so that, for example,
consent form ‘‘boilerplates’’ can be instantiated with the details of
a research study, and the computer agent would be able to explain
the document to a patient without further scripting or program-
ming. We have also developed the capability for the agent to keep
track of specific issues and questions that it could not resolve for
the patient, and output these at the end of the session for follow up
by a human research assistant or clinician. We also plan to explore
the integration of the conversational agent with other multimedia
content, such as video clips, to further explain complex topics such
as randomization, or numerical concepts like rates—ideas that can
be hard to convey verbally. Finally, we plan to replicate the
evaluation study in a clinic or hospital environment, where we
would expect that the advantages of the computer agent-based
approach would be even greater given the time pressures that
most human providers are under.

4.3. Practice implications

This work suggests that animated computer agents can perform
as well as people in explaining health documents to patients. For the
administration of informed consent in particular, it is possible to
construct computer agents that result in at least as much under-
standing of the consent form, satisfaction of the process, and study
participation rates compared to the administration of informed
consent by human research assistants. Time and cost savings for
research studies or medical procedures requiring informed consent
could be significant when large number of patients are involved. The
use of this technology may also lead to more ethical treatment of
patients through a more controlled administration of informed
consent and automated comprehension tests.
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Rapid shifts in the demographics and techniques of weight loss surgery (WLS) have led to new issues, new data, new 
concerns, and new challenges. In 2004, this journal published comprehensive evidence-based guidelines on WLS. In 
this issue, we’ve updated those guidelines to assure patient safety in this fast-changing field. WLS involves a uniquely 
vulnerable population in need of specialized resources and ongoing multidisciplinary care. Timely best-practice 
updates are required to identify new risks, develop strategies to address them, and optimize treatment. Findings in 
these reports are based on a comprehensive review of the most current literature on WLS; they directly link patient 
safety to methods for setting evidence-based guidelines developed from peer-reviewed scientific publications. Among 
other outcomes, these reports show that WLS reduces chronic disease risk factors, improves health, and confers 
a survival benefit on those who undergo it. The literature also shows that laparoscopy has displaced open surgery 
as the predominant approach; that government agencies and insurers only reimburse procedures performed at 
accredited WLS centers; that best practice care requires close collaboration between members of a multidisciplinary 
team; and that new and existing facilities require wide-ranging changes to accommodate growing numbers of severely 
obese patients. More than 100 specialists from across the state of Massachusetts and across the many disciplines 
involved in WLS came together to develop these new standards. We expect them to have far-reaching effects of the 
development of health care policy and the practice of WLS.
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Foreword
Sharp increases in the prevalence of severe obesity (BMI >40 
and BMI >50) have continued to fuel demand for weight loss 
surgery (WLS) (Figure 1). In 2004, the Betsy Lehman Center 
for Patient Safety and Medical Error Reduction (Lehman 
Center) formed an Expert Panel to assess WLS procedures, 
identify issues related to patient safety, and develop evi-
dence-based best practice recommendations to address those 
issues.

The resulting document, published as a supplement in 
Obesity in 2005, set the standard for WLS across the state 
and well beyond it. The Agency for Healthcare Research and 
Quality abstracted the report for broad use, and the American 
College of Surgeons adopted it as the blueprint for its Bariatric 
Surgery Network Center Accreditation Program. Its recom-
mendations influenced health care policy and medical practice 
at home and abroad.

Since 2004, the literature on WLS has expanded rapidly. New 
data have been published; new procedures have been devel-
oped; and new issues have been brought to our  attention. In 
Massachusetts, weight loss operations increased from over 
2,700 in Fiscal Year 2003 to nearly 3,500 in Fiscal Year 2006 
(Figure 2). We saw a shift from open to laparoscopic  operations, 
and changes in reimbursement policies.

The safety of WLS continues to be of concern. In response, 
the Lehman Center reconvened the Expert Panel to update the 

literature review and evidence-based recommendations devel-
oped in 2004. Several new members joined the 2007 Expert 
Panel as well its task groups. All told, there were two additional 
task groups, bringing the total from 9 to 11. We separated the 
Psychology Task Group from Multidisciplinary Evaluation and 
Treatment, and formed a new group, Endoscopic Interventions, 
to develop best practice guidelines for that emerging technol-
ogy. In addition, we changed the name of the Coding and 
Reimbursement Task Group to Policy and Access to better 
reflect its focus.

The charge to the 2007 Expert Panel was to update the 
  evi dence-based best practice recommendations for WLS devel-
oped 3 years ago. Toward that end, its members reviewed weight 
loss surgical procedures, analyzed the medical literature  published 
since 2004, recommended specific steps to reduce medical errors 
and improve patient safety, developed  credentialing and train-
ing standards, identified best practices, and established clinical 
guidelines and directions for future research.

What follows is a comprehensive evidence-based update to 
the original best practice recommendations. As with the first 
report, we hope that these guidelines will have far-reaching 
effects on clinical practice and health care policy, not only in 
the Commonwealth, but also nationwide. We hope that they 
will equalize access and reduce variability in performance and 
outcomes. Ultimately, our objective is to improve the safety of 
WLS in the state of Massachusetts and protect the well-being 
of patients who undergo it.

More than 100 individuals created this report. I express 
my deepest appreciation to the Expert Panel and task group 
members for the monumental work that went into this project. 
I especially thank George Blackburn, Chair, Matt Hutter, Vice 
Chair, Frank Hu, our clinical epidemiologist, and Rita Buckley, 
our librarian and medical editor, for their continued leadership 
and commitment to this project. Last but not least, I thank the 
Department of Public Health and Betsy Lehman Center staff, 
especially our project manager, Leslie Kirle, and Katie Annas 
for their diligent efforts in coordinating and facilitating the 
work of this project.

Preface
Overwhelming data demonstrate a reduction in known dis-
ease risk factors and improvements in health after WLS (1–3). 
Recent studies also indicate that WLS confers a survival 
advantage on patients who undergo it compared with com-
munity controls (1,2). Landmark findings from the Swedish 
Obese Subjects study show an estimated 28% reduction in the 
adjusted overall mortality rate in the surgical groups compared 
with conventionally treated controls (4).

Similar outcomes have been cited in other reports. A col-
laborative research project in Utah compared 7,925 gastric 
bypass patients with the same number of age-, gender-, and 
BMI-matched controls. Data showed that the rate of death 
from all diseases was 52% lower in the surgery group than in 
the control group (P < 0.001) (ref. 5). In a case study that com-
pared 821 obese patients who received laparoscopic adjustable 
gastric banding (LAGB) with 821 controls treated with medical 
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therapy, Favretti et al. (6) found a statistically significant sur-
vival difference in favor of the surgically treated group.

Perry et al. (7) compared a cohort of extremely obese 
Medicare beneficiaries who underwent WLS to a similar cohort 
of extremely obese Medicare beneficiaries who did not. At the 
2-year follow-up, younger (<65 years old) and older patients 
(≥65) in the surgical group had significantly reduced mortal-
ity compared with those in the nonsurgical group. Similarly, 
Sowemimo et al. (8) reported 50–85% mortality reductions 
with surgical intervention.

Decreased total mortality in the Swedish Obese Subjects 
study (4) surgical groups was primarily due to fewer deaths 
from cardiovascular disease (especially myocardial infarc-
tion) and cancer. In the Utah study (5), significant reductions 
in mortality were linked to fewer deaths from coronary artery 
disease (CAD), diabetes, and cancer. These results, which 
show substantial and consistent evidence of a survival advan-
tage for severely obese patients who undergo WLS, are in line 
with those of earlier reports by Christou et al. (9) and Flum 
and Dellinger (10). They also confirm previous case series 
and  epidemiologic observations on mortality after weight loss 
operations in more diverse populations (1,11).

But despite reductions in disease-related mortality after 
WLS, death rates from other causes, such as accidents and sui-
cides, exceed those of nonsurgery patients. In Adams et al. (5), 
rates of death not caused by disease were 58% higher in the 
surgery group than in the control group. Reports reveal that 
a substantial number of severely obese persons have unrecog-
nized presurgical mood disorders or post-traumatic stress dis-
order, or have been victims of childhood sexual abuse (12).

Data on the association between presurgical psychological 
status and postsurgical outcomes are limited (13). Although 
research shows an improved quality of life (QOL) after gas-
tric bypass surgery (14–17), certain unrecognized presurgical 
conditions may reappear after surgery (18). Some WLS centers 
recommend that all patients undergo psychological evaluation, 
and, if necessary, treatment before surgery and psychologically 
related surveillance postoperatively (12,13,19). Adams et al. (5) 
note the need for further research on the optimal approach to 
evaluating candidates for WLS, including possible presurgical 
assessment, psychiatric treatment, and diligent postoperative 
follow-up.

We know from a substantial body of literature that WLS 
achieves significant and durable weight loss with minimal 
mortality or complications. We know that laparoscopy short-
ens length of stay and makes for a faster, easier recovery (20). 
Now reliable evidence is starting to accumulate on the survival 
advantage conferred by WLS on those who undergo it. The field 
is dynamic (21), with surgical approaches being developed and 
refined at a rapid pace. Yet technical performance of the opera-
tions, critical though it may be, is only one of many challenges.

WLS deals with a uniquely vulnerable population in need 
of specialized resources and ongoing multidisciplinary care. 
Timely best practice updates are critical to identify new risks, 
develop strategies to address them, and optimize treatment 
of WLS patients. As before (22), members of this panel have 

come together to protect patient safety and prevent medical 
errors with evidence-based standards of care. This update 
of best practice guidelines is part of our continued efforts to 
improve the efficacy and safety of WLS procedures.

Background
More than 33% of US adults are classified as obese based on 
objectively measured weight (23), and one-third of American 
children are either obese or at risk of becoming so (24). Between 
2000 and 2005, the proportion of Americans with a BMI ≥40 
increased by 50%, although those with a BMI ≥50 increased by 
75% (25). Severe obesity has been growing at the fastest rate for 
the past 20 years (23,25).

Obesity, particularly abdominal obesity, is associated with 
increased risk of hypertension, diabetes, hyperlipidemia, sleep 
apnea, coronary heart disease, and strokes (26,27). In 1998, 
medical costs attributable to overweight and obesity accounted 
for 9.1% of total US medical expenditures, and may have 
reached as high as $78.5 billion ($92.6 billion in 2002  dollars) 
(28,29). In 2000, there were ~360,000 deaths associated with 
obesity (30). It has been suggested that in the 21st century, 
increasing rates of obesity may lead to a decline in overall life 
expectancy in the United States (31).

Methods And Procedures
update on common WLs procedures
Overview. WLS reduces caloric intake by modifying the anatomy of the 
gastrointestinal tract via restriction, malabsorption, or a combination of 
the two techniques. Ensuing changes in the gut–brain axis alter peptides 
that may regulate appetite and satiety (32) (e.g., ghrelin,  glucagon-like 
peptide, and pancreatic polypeptide). Among the several competing 
approaches for the management of severe obesity, the  general trend 
is toward combined restrictive–malabsorptive procedures (33). Over 
the past few decades, the number of weight loss surgeries  performed in 
the United States has increased significantly (34,35). Between 1998 and 
2004, weight loss operations rose by 900% to 121,055 (ref. 36). In 2006, 
the estimated total climbed to 200,000 (refs. 20,25).

Laparoscopic Roux-en-Y gastric bypass (LRYGB) is considered 
the gold standard operation for long-term weight control in United 
States (35,37). Rates of RYGB per 100,000 adults rose significantly 
from 1998 to 2002, from 7.0 to 38.6. This increase may be attributed, 
in part, to improved surgical techniques, better patient outcomes, 
and growing  popularity of the procedure (38). LAGB is the second 
most commonly performed operation in the United States. Despite 
rapid growth in LRYGB and other weight loss procedures, only an 
estimated 1% of patients who are eligible for WLS receive it in any 
given year (39).

common WLs procedures
LRYGB. Gastric bypass involves the creation of a small (20–30 ml) 
gastric pouch and a Roux limb (typically 75–105 cm) (34) that 
reroutes a portion of the alimentary tract to bypass the distal  stomach 
and  proximal small bowel (Figure 3). Following LRYGB, a pleio-
tropic endocrine response may contribute to improved glycemic 
control, appetite reduction, and long-term changes in body weight 
(40). LYRGB also has a profoundly positive impact on obesity- related 
comorbidities and QOL (41). Other advantages include established 
long-term effectiveness for sustained weight loss, reduction of comor-
bidities, minimal risk for long-term nutritional sequelae, and effective 
relief of gastroesophageal reflux disease (21). LRYGB is not without 
risks. Common causes of death include pulmonary embolism and 
anastomotic leaks. Nonfatal perioperative complications include 



obesity | VOLUME 17 NUMBER 5 | MAY 2009 845

articles
intervention and Prevention

venous thromboembolism, wound infections, small bowel obstruc-
tion, and bleeding. Postoperative gastrointestinal complications 
include nausea and vomiting, micronutrient deficiencies, (35) and 
possible weight regain (22).

LAGB. LAGB involves the placement of a band or collar around 
the upper stomach 1–2 cm below the gastroesophageal junction, 
thereby creating an ~30 ml upper gastric pouch. Degree of  stomach 
 constriction can be adjusted by modifying the amount of saline 
injected into a  subcutaneous port, which is linked to a balloon within 
the band (34) (Figure 4). Parikh et al. (42) found that LAGB had fewer 

and less severe complications compared with LRYGB or laparoscopic 
malabsorptive procedures. But other data link LAGB with intermedi-
ate and long-term complications (e.g., band erosion or slippage, fail-
ure to achieve or maintain weight loss) that require reoperation in up 
to 20% of patients (43,44).

Biliopancreatic
limb

Alimentary
limb

Common channel

Figure 5 Biliopancreatic diversion (BPD) with duodenal switch. BPD 
creates malabsorption by maintaining a flow of bile and pancreatic 
juice through the biliopancreatic limb. The procedure is commonly 
performed with a duodenal switch in which a distal, common-channel 
length of small intestine severely limits caloric absorption. The extent of 
malabsorption is thought to be a function of the length of the common 
channel. (Reprinted with permission of Atlas of Metabolic and Weight 
Loss Surgery, Jones et al. Cine-Med, 2008.) Copyright of the book and 
illustrations are retained by Cine-Med.

Gastric “sleeve”

Pylorus

Figure 6 Sleeve gastrectomy (SG). SG consists of the restrictive 
component of the duodenal switch, a vertical resection of the greater 
curvature of the stomach creating a long tubular stomach along the 
lesser curvature. The pylorus and part of the antrum are preserved. 
(Reprinted with permission of Atlas of Metabolic and Weight Loss 
Surgery, Jones et al. Cine-Med, 2008.) Copyright of the book and 
illustrations are retained by Cine-Med.

Tube to
carry fluid

Subcutaneous injection port

Gastric band

Figure 4 Adjustable gastric band (LAGB). LAGB involves the 
placement of a band or collar around the upper stomach 1–2 cm 
below the gastroesophageal junction, thereby creating an ~30 ml 
upper gastric pouch. The band is imbricated to prevent slippage of the 
stomach in a retrograde manner through the band. Degree of stomach 
constriction can be adjusted by modifying the amount of saline injected 
into a subcutaneous port, which is linked to a balloon within the band. 
(Reprinted with permission of Atlas of Metabolic and Weight Loss 
Surgery, Jones et al. Cine-Med, 2008.) Copyright of the book and 
illustrations are retained by Cine-Med.

Alimentary
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Transverse
mesocolon

Biliopancreatic
limb

Common
channel

Figure 3 Roux-en-Y gastric bypass (RYGB). RYGB involves the 
creation of a small (<30 ml) gastric pouch and a Roux limb (typically 
75–105 cm) that reroutes a portion of the alimentary tract to bypass the 
distal stomach and proximal small bowel. (Reprinted with permission 
of Atlas of Metabolic and Weight Loss Surgery, Jones et al. Cine-Med, 
2008.) Copyright of the book and illustrations are retained by Cine-Med.
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Biliopancreatic diversion. Biliopancreatic diversion (BPD) cre-
ates malabsorption by maintaining a flow of bile and pancreatic juice 
through the biliopancreatic limb (45). The procedure is commonly 
performed with a duodenal switch (DS) in which a distal, common-
 channel length of small intestine severely limits caloric absorption (35). 
The extent of malabsorption is thought to be a function of the length of 
the common channel (34). The procedure is combined with a sleeve gas-
trectomy (SG) in which the greater curvature of the stomach is resected, 
creating a tubular section along the lesser curvature of the stomach (34) 
(Figure 5). The BPD described by Scopinaro (45) is capable of pro-
ducing substantial and sustained weight loss, perhaps associated with 
markedly suppressed ghrelin levels (46). However, increased incidence 
of stomal ulceration, severe protein-energy malnutrition, diarrhea, and 
dumping has limited its broad acceptance (21).

Laparoscopic SG. Laparoscopic SG (LSG) is a new purely  restrictive 
treatment for severe obesity. The technique consists of the restric-
tive component of the DS, a resection of the greater curvature of the 
stomach over a 45–50 F bougie positioned along the lesser curvature. 
The pylorus and part of the antrum are preserved, resulting in a lesser 
 curvature-based “restrictive” gastric sleeve (21) (Figure 6). Early reports 
of SG have shown it to be safe and effective (47,48), with marked weight 
loss and significant reduction of major obesity-related comorbidi-
ties (49,50). LSG can be performed as a stand-alone operation or as a 
bridge to more complex WLS. Following the operation, the stomach 
empties its contents rapidly into the small intestine, but with little or no 
vomiting (characteristic of restrictive procedures) (51). There is also a 
significant reduction in ghrelin associated with resection of the gastric 
fundus, the predominant area of human  ghrelin production (46,52).

Framework for evidence-based recommendations
We divided the 35-member Expert Panel into 11 task groups:

•	 Surgical	Care	(53).
•	 Multidisciplinary	Evaluation	and	Treatment	(54).
•	 Behavior	and	Psychological	Care	(55).
•	 Pediatric/Adolescent	(56).
•	 Anesthetic	Perioperative	Care	and	Pain	Management	(57).
•	 Nursing	Perioperative	Care	(58).
•	 Informed	Consent	and	Patient	Education	(59).
•	 Policy	and	Access	(Coding	and	Reimbursement)	(60).
•	 Specialized	Facilities	and	Resources	(61).
•	 Data	Collection	(Registries)/Future	Considerations	(62).
•	 Endoscopic	Interventions	(63).

Panel members joined one or two task groups, each with an assigned 
coordinator. Participants were asked to update recommendations from 
the first Lehman Center report (22) based on the best available evi-
dence, including randomized controlled trials, observational studies, 
and expert opinion. A medical librarian performed systematic litera-
ture reviews for each group. Searches were limited to English-language 
studies published between April 2004 and May 2007 in MEDLINE, 
EMBASE, and the Cochrane Library. Some groups also searched other 
databases (e.g., CINHAL). The process used to extract data, assess the 
literature, and grade evidence has been previously described (22).

Each task group prepared a critical summary of its literature review 
and developed updated best practice recommendations (individual 
 studies are published in this issue of Obesity) based on the most current 
evidence. Their reports were reviewed and approved by the Expert Panel. 
This Executive Report, a summary of key recommendations from all the 
task groups, was approved by the Expert Panel at its final meeting on 19 
July 2007.

resuLts And dIscussIon
summary of evidence-based recommendations
I. surgical care
The Surgical Care Task Group identified >135 papers; the 65 
most relevant were reviewed in detail (53). These included 

randomized control trials, prospective and retrospective 
cohort studies, meta-analyses, case reports, prior systematic 
reviews, and expert opinion.

A. overview
RYGB remains the predominant gold standard WLS in the 
United States, accounting for 93% of all such operations in 
2000 (ref. 64). LAGB is the second most commonly performed 
procedure (65,66). RYGB is known to safely improve or reverse 
obesity-related comorbidities and produce significant long-
term weight loss (21). Long-term data on weight loss after 
LAGB vary (42,67,68).

B. types of WLs
Combination procedures. Combination procedures join a res-
trictive component (e.g., gastric stapling) with some form of 
duodenal bypass. They include RYGB, BPD, and DS.

RYGB (open and laparoscopic): Most gastric bypass opera-
tions are now done laparoscopically. LRYGB reduces pulmo-
nary, wound, hernia-related complications, and postoperative 
pain (category B), but may have higher internal hernia rates 
than RYGB (category C). Weight loss is similar with both 
approaches (category B).

RYGB modifications: Long-limb RYGB and very very long-
limb extend the length of the Roux limb to enhance weight loss. 
The procedures may increase risk of protein and  micronutrient 
deficiencies (category C); it has yet to be determined whether 
they produce superior weight loss (category C).

Banded RYGB may be subject to long-term complications 
related to reintervention, reoperation, and QOL (categories C 
and D). There is insufficient evidence to make a recommenda-
tion (category D). Long-term drawbacks of mini-gastric bypass 
might include bile reflux and the need for revisional surgery 
(category C). As with banded RYGB, more data are needed to 
develop recommendations.

BPD and DS: BPD and DS produce effective weight loss 
 (category B). In patients with a BMI >50, it may be superior 
to that achieved with RYGB (category C). However, the pro-
cedures may increase severe complications (e.g., protein and 
micronutrient deficiencies) (category B). They also require 
diligent lifelong patient follow-up (category D).

Restrictive procedures. Restrictive WLS (e.g., LAGB) has no 
malabsorptive or maldigestive components.

LAGB: Short-term data show promising outcomes with 
LAGB, but long-term studies raise questions on durability and 
reoperative rates (category B). We recommend monitoring of 
long-term data and continuation of current practice patterns, 
with yearly follow-up of patients  (category D).

LAGB should be performed in accredited, multidiscipli-
nary settings by experienced surgeons. They should have 
advanced laparoscopic skills, including those needed to 
revise LAGB to an alternate procedure. Barring that, WLS 
programs should be able to provide appropriate referrals to 
facilities that can provide that level of care (category D). It 
is safe for obesity medicine specialists, nurse practitioners, 
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physician assistants, residents, and bariatric nurse special-
ists to adjust bands under the supervision of a weight loss 
surgeon (category D).

LSG: Several short-term studies suggest safe and effective 
weight loss with LSG (categories B and C), but long-term data 
on safety and efficacy are needed to recommend the approach 
as anything other than investigational (category D). If other 
WLS options are ruled out for reasons of preference or safety, 
LSG may be considered (category D).

Vertical banded gastroplasty: Vertical Banded Gastroplasty 
is associated with increased peri- and postoperative com-
plications compared with LAGB. Evidence suggests that 
it should not be used as a primary surgical treatment for 
 obesity  (categories A and B). However, it can be considered 
when alternative weight loss surgeries are not safe or possible 
 (category D).

c. revision of WLs
Revisional WLS can address unsatisfactory weight loss 
or complications after primary WLS. It may also enhance 
weight loss and further improve comorbidities (category 
B). Complications, length of stay, and mortality are higher 
for revisional WLS (category B), but it can be safe and effec-
tive when performed by experienced weight loss surgeons 
 (category D).

d. Intraoperative techniques
We recommend the following as standard practice:

•	 testing	of	gastrojejunal	anastomosis	for	leaks	intraopera-
tively or within 48 h (category C);

•	 strong	consideration	of	whether	to	close	mesenteric	
defects to avoid internal hernia (category C).

e. Patient selection
Emerging issues in patient selection include treatment of those 
with a BMI >50 and individuals >age 60. Although procedure-
specific recommendations for extremely obese patients have 
yet to be determined (category C), the literature suggests that 
combination procedures (e.g., RYGB, BPD, DS) lead to greater 
excess weight loss and resolution of comorbidities than restric-
tive procedures (e.g., LAGB) (category D).

Age may remain an independent risk factor following WLS 
(category C), but evidence suggests that WLS can be safe and 
effective in patients >60 (categories B and C). We recommend 
that older patients not be denied improvements in health and 
QOL associated with WLS (category D).

F. Facility and surgeon credentialing standards
The following are best practice updates to guidelines in our 
prior report (69). These recommendations are all based on 
 category D evidence, unless otherwise noted.

Facilities
•	 All	WLS	centers	should	have,	or	be	in	the	process	of	

obtaining, accreditation by external review;

•	 they	should	meet	WLS	volume	standards	specified	by	cre-
dentialing bodies;

•	 centers	with	lower	volume	should	be	endorsed	if	risk-
adjusted outcomes fall within benchmarks determined 
by credentialing body data.

Surgeon—credentialing
General requirements: All surgeons seeking WLS credentials 
for the first time should

•	 complete	an	accredited	general	surgery	program	and	be	
board-certified, board-eligible, or the equivalent;

•	 have	documented	training	in	the	fundamentals	of	WLS,	
including pre-, peri-, and postoperative care of the WLS 
patient.

Open privileges: Most weight loss surgeries are performed 
laparoscopically. Those who want only open privileges should 
complete the general credentialing requirements above, and

•	 be	proctored	by	an	experienced	weight	loss	surgeon	until	
proficient;

•	 have	their	first	10	cases	reviewed	by	the	chief	of	service	
and an experienced weight loss surgeon;

•	 count	fellowship	cases	toward	individual	surgeon	volume	
requirements.

Full privileges (open and laparoscopic): It is no longer prac-
tical to require specific and mandatory experience in open 
WLS prior to applying for laparoscopic privileges. Those 
seeking full laparoscopic privileges should complete the gen-
eral requirements and a laparoscopic fellowship of 50 WLS 
procedures. As an alternative, they can be proctored for a 
minimum of 25 cases by an experienced (70) (>200 laparo-
scopic cases) weight loss surgeon with full privileges. In addi-
tion, surgeons should

•	 have	their	first	10	cases	reviewed	by	the	chief	of	staff	and	
an experienced weight loss surgeon;

•	 count	fellowship	cases	toward	individual	surgeon	volume	
requirements.

Fundamentals of Laparoscopic Surgery certification is also 
highly recommended for newly trained laparoscopic surgeons.

Surgeon—recredentialing
•	 Institutions	should	develop	in-house	standards	for	

recredentialing based on procedure-specific and 
 risk-adjusted outcomes (benchmarks) rather than 
 volume alone.

•	 An	annual	volume	of	25	cases	may	be	sufficient	 if	
outcomes are within accepted standards, reported 
to a central database, and performed at an accredited 
institution.

•	 Weight	loss	surgeons	should	complete	at	least	12	CME	
credits related to WLS or obesity every 2 years.
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Procedure-specific credentialing. Rapid changes in technologies 
and techniques warrant disclosure of procedure-specific infor-
mation to patients, and selection of those with lower risk profiles 
for the first 25 cases. As part of the educational process, surgeons 
should disclose

•	 the	type	and	approximate	number	of	procedures	they	per-
form (category D);

•	 alternative	WLS	options	available	(category	D);
•	 risks,	 potential	 benefits,	 and	 program	 outcomes	

(category D).

II. Multidisciplinary evaluation and treatment
The Multidisciplinary Care Task Group identified over 150 
abstracts related to WLS in general, and to medical, nutri-
tional, and multidisciplinary care in particular; 112 of these 
studies were reviewed in detail (54).

A. Multidisciplinary care
The American Society for Bariatric Surgery recently changed 
its name to the American Society for Metabolic and Bariatric 
Surgery, reflecting growing knowledge that WLS has benefits 
beyond the treatment of severe obesity. This change expands 
the scope of multidisciplinary expertise required to provide 
optimal care for WLS patients. As the nature of multidiscipli-
nary care changes, we recommend

•	 development	of	uniform	minimum	standards	of	multidis-
ciplinary care for WLS patients (category D);

•	 further	research	on	the	effectiveness	of	general	medical,	
surgical, anesthetic, nutritional, and psychological aspects 
of multidisciplinary treatment (category D).

B. Preoperative education and patient selection
Preoperative education allows for more appropriate match-
ing of patients and procedures. It can dispel misperceptions 
and unrealistic expectations, and help clarify issues related to 
resolution of comorbid conditions, differences between sur-
gical procedures, and required lifestyle changes after WLS 
(category D).

c. operative risk
Higher BMI and medical comorbidities (e.g., obstructive 
sleep apnea (OSA) and coronary heart disease risk factors) 
increase operative risk and postoperative complications. We 
recommend assessment of risk factors (71) in each patient 
(category C).

Preoperative weight loss. Preoperative weight loss of 5–10% of 
initial body weight can decrease operation time and may reduce 
surgical risk. Patients, especially those with a BMI ≥50, should 
be encouraged to achieve weight loss of 5–10% of initial body 
weight prior to surgery (category C). Prospective randomized 
controlled trials are needed to determine optimal preoperative 
weight loss and improve supervision of preoperative weight 
reduction  (category C).

Medical evaluation. Specific consideration should be given to 
WLS	patients	with	a	history	of	CAD	or	DVT/PE,	those	who	are	
current smokers, and those with known or suspected abnormal 
liver function. Helicobacter pylori testing and treatment may also 
be useful, but more evidence is needed to determine its impor-
tance. Other risk factors include postprandial hypoglycemia, 
chronic renal disease, and HIV.

CAD: Patients with a history of CAD should receive preoper-
ative assessment of cardiovascular conditions as indicated (cat-
egory C). Those with stable or suspected CAD should receive 
perioperative β blockade unless contraindicated  (category C).

Abnormal liver function: Patients with known or suspected 
liver disease should be evaluated to assess severity of cirrhosis 
and/or	portal	hypertension	(category	B).	Intraoperative	liver	
biopsy at the time of surgery may be useful for diagnosis and 
assessment of liver disease (category C). WLS is not recom-
mended in patients with Child’s Class C cirrhosis (category B).

DVT/PE: We recommend perioperative use of anticoagu-
lants and sequential compression devices to reduce the risk 
of	DVT/PE	unless	clinically	contraindicated	(category	B).	In	
patients	with	increased	risk	of	DVT/PE	extended	prophylaxis	
should also be considered (category D).

Smokers: Smokers should be strongly encouraged to stop 
smoking prior to WLS (category B). Smoking cessation advice 
and treatment should be available at the institution or through 
the WLS program (category D).

Hypoglycemia: Patients with known or suspected hypoglyc-
emia should be assessed by an endocrinologist prior to WLS. 
In that gastric bypass surgery is already being used to treat dia-
betes (72), purely restrictive procedures should be considered 
for WLS patients with a documented history of hypoglycemia 
(category D).

Chronic renal disease: Pre- and postoperative monitoring of 
renal function is recommended in patients with diabetes and 
hypertension (categories A and B). Patients with significant 
renal disease should be evaluated by a nephrologist prior to 
WLS (category D). Special consideration should be given to 
pre- and postoperative monitoring of fluid and intravascular 
volume status (category A).

HIV infection: Patients with HIV should be evaluated by an 
infectious disease specialist prior to WLS (category D). Special 
consideration should be given to preoperative assessment of 
viral loads, CD4 counts (category D), and weight gain from 
antiretroviral medications (category D).

d. nutrition
Preoperative and postoperative micronutrients. WLS, especially 
malabsorptive procedures, can cause multiple micronutrient 
deficiencies. Patients should be monitored pre- and postopera-
tively for deficiencies in vitamin D, thiamine, calcium (includ-
ing PTH), iron, vitamin B12, and folic acid, with repletion as 
indicated (categories A, B, and C).

e. exercise and physical activity
WLS patients should be encouraged to increase pre- and post-
operative physical activity (category D) and low-to-moderate 



obesity | VOLUME 17 NUMBER 5 | MAY 2009 849

articles
intervention and Prevention

intensity exercise (category A). Guidance and periodic moni-
toring should be used to help WLS patients remain physically 
active (category D).

F. Pregnancy
WLS should not be performed in patients who are known to 
be pregnant; we strongly recommend preoperative testing for 
women of childbearing age (category C). Patients should be 
strongly counseled to not get pregnant for at least 18 months 
after surgery (category C).

G. Post-WLs body contouring
Post-WLS body contouring is an emerging field. The task 
group identified and reviewed in detail 80 relevant articles, 
ranging from case reports and expert opinion to prospective 
randomized trials.

Insurance coverage. Body contouring should generally be 
reserved until a patient has achieved a stable weight. This usually 
happens at 18 months (or more) after WLS. There are no widely 
accepted guidelines for insurance coverage of body contouring 
after substantial weight loss. We recommend third party cover-
age of excess skin excision, if medically indicated (category D).

Surgeon criteria. Body contouring should only be performed 
by board-eligible or board-certified surgeons with training and 
experience in the relevant procedures (category D).

III. Behavioral and Psychological care
The Behavioral and Psychological Care Task Group identified 
17 papers; the 13 most relevant were reviewed in detail (55). 
These included randomized controlled trials, prospective and 
retrospective cohort studies, meta-analyses, case reports, and 
prior systematic reviews.

A. Patient selection and preoperative evaluation
WLS patients are an emotionally vulnerable population. All 
candidates for WLS should undergo psychosocial evaluation 
by a credentialed expert in psychology and behavior change 
(category C). Evaluations should be carried out by a social 
worker, psychologist, or psychiatrist with a strong background 
in the current literature on obesity and WLS, and some experi-
ence in the pre- and postoperative assessment and care of WLS 
patients (category D). Though not essential, it is preferable that 
the evaluator be on staff or affiliated with the WLS center to 
facilitate communication, maintain the support network, and 
provide continuity of care (category D).

To address long-term complications, mental health resources 
should be made available to patients beyond the standard post-
operative period of 6 months (category D). This recommenda-
tion can be met in a variety of ways (e.g., staff mental health 
professional, referral network).

Mental illness, including eating pathology, should not nec-
essarily be a contraindication to WLS. Evaluations should 
determine the degree to which mental illness, including eat-
ing pathology, may jeopardize the safety or efficacy of WLS 

(category C). They should be used to identify patients in need 
of preoperative psychosocial intervention, and develop recom-
mendations on if, how, and when to best address significant 
psychosocial risk factors (category C).

Psychological assessment and support have become essential 
components of multidisciplinary care in WLS. We recommend 
that organizations that provide education on obesity and WLS 
(e.g., North American Association for the Study of Obesity) 
offer continuing education units to mental health providers. 
This will facilitate the development of continuing education 
standards for mental health specialists in the fields of obesity 
and WLS (category D).

B. Binge eating disorder
Binge eating disorder in patients seeking WLS is clinically impor-
tant, especially in the long-term. It should be taken into account 
in the development of treatment plans. Assessment should be 
done in a standardized, empirically validated way (e.g.,  screening 
with EDE-Q and follow-up with a brief, standardized inter-
view based on DSM-IV-TR criteria) (category C). The disorder 
should not be considered a contraindication for WLS, but rather, 
a potential complication that may need to be addressed before or 
after  surgery to ensure optimal outcome (category C).

Patients should know that eating pathology can recur after 
WLS, and that they may need professional help to deal with 
recurring patterns of binge eating. This disorder should be 
included in the informed consent process and as part of the 
WLS program’s standard educational component (category C).

c. night eating syndrome
In that there is no clear evidence that night eating syndrome 
has any impact on surgical outcome, the condition should not 
be considered a contraindication for WLS. Rather, it should be 
seen as a potentially complicating factor that may need to be 
addressed before or after surgery to ensure optimal outcome 
(category D).

d. emotional eating
Data are insufficient to make recommendations on the assess-
ment and treatment of emotional eating. As with night eating 
syndrome, the issue should be considered a potentially com-
plicating factor that may need to be addressed before or after 
WLS to assure optimal outcome (category D).

e. substance abuse
Findings on the prevalence of substance abuse among those 
seeking WLS are conflicting, and there are few studies on the 
subject. Evidence is insufficient to conclude that the problem is 
a frequent one after WLS. Further research is needed to estab-
lish the prevalence of substance abuse after WLS as well as its 
predictors, its relation to surgical outcome, and effective treat-
ment approaches (category D).

F. Psychotropic medications
Data indicate significantly higher use of psychotropic medica-
tions in WLS patients compared with the general population. 
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Further research is needed to determine the relation between 
various psychotropic medications and their impact on postop-
erative weight loss and psychosocial adjustment (category D).

The effects of WLS on the dissolution, absorption, and clini-
cal response to psychotropic drugs are not well understood. For 
this reason, we recommend close postoperative monitoring of 
WLS patients, especially after gastric bypass (category D).

G. Future research needs
The needs of future research are

•	 adequately	powered	and	controlled	prospective	trials	that	
examine the relation between psychosocial factors and 
surgical outcomes;

•	 randomized	controlled	trials	on	the	effectiveness	of	treat-
ments to reduce the impact of psychosocial risk factors on 
outcomes.

IV. Pediatric/Adolescent
The	Pediatric/Adolescent	WLS	Task	Group	identified	>1,085	
papers; 186 of the most relevant were reviewed in detail (56).

A. types of surgery
RYGB is considered a safe and effective option for extremely 
obese adolescents as long as appropriate long-term follow-up 
is provided (category B). The adjustable gastric band has 
not been approved by the FDA for use in adolescents, and 
 therefore, should be considered investigational. Off-label 
use can be considered, if done in an IRB-approved study 
 (category C).

BPD and DS procedures cannot be recommended in adoles-
cents. Current data suggest substantial risks of protein malnutri-
tion, bone loss, and micronutrient deficiencies. These nutritional 
risks are of particular concern during pregnancy. In addition, 
several late maternal deaths have been reported (category C).

SG should be considered investigational; existing data are 
not sufficient to recommend widespread and general use in 
adolescents (category D).

B. comorbidities
Strong indications for WLS in adolescents include estab-
lished type 2 diabetes (category B), moderate to severe OSA 
with AHI ≥15	(category	C),	severe	and/or	progressive	NASH	
 (category C), and pseudotumor cerebri (category C). Other 
indications for WLS in adolescents include mild OSA, mild 
NASH, hypertension, dyslipidemia, and significantly impaired 
QOL  (categories C and D).

All adolescents with obesity should be formally assessed for 
depression. If found to be depressed, they should be treated 
prior to WLS (category B). The presence of eating disturbances 
is not an exclusion criterion for WLS, but adolescents with 
such disorders should be treated prior to surgery  (category B).

c. Patient selection
When combination procedures are used in adolescents, physi-
cal maturity (completion of 95% of adult stature based on 

radiographic study) should be documented. In most cases, this 
criterion will limit surgery to children over age 12 (category D). 
Psychological maturity—demonstrated by understanding of 
the surgery, mature motivations for the operation, and compli-
ance with preoperative therapy—should be assessed prior to 
WLS (category D).

BMI cutpoints in children and adolescents who meet other cri-
teria should be ≥35 with major comorbidities (i.e., type 2 diabetes 
mellitus, moderate to severe sleep apnea (AHI >15), pseudotu-
mor cerebri, or severe NASH) and ≥40 with other comorbidities 
(e.g., hypertension, insulin resistance, glucose intolerance, sub-
stantially impaired QOL or activities of daily living, dyslipidemia, 
sleep apnea with AHI ≥5) (categories B and C).

There are no data available to suggest that prolonged preop-
erative weight management programs are of benefit to adoles-
cents who undergo WLS. However, children and adolescents 
should demonstrate the ability to comply with treatment regi-
mens and medical monitoring before WLS. In many cases, 
consistent attendance in a prolonged weight management pro-
gram will provide important assurance of postoperative com-
pliance (category D).

Individuals with mental retardation vary in their capacity 
to demonstrate knowledge, motivation, and compliance; they 
should, therefore, be evaluated for WLS on a case-by-case 
basis. For these children, we suggest including an ethicist on 
the multidisciplinary evaluation team (category D).

Others who should be screened on a case-by-case basis include 
patients with syndromic obesity, endocrine disorders, obesity 
that appears to be related to the use of weight-promoting medi-
cations, and those in whom obesity cannot be controlled through 
medical	interventions	and/or	carefully	designed	environmental	
and behavioral management. Very limited information is avail-
able about the outcomes of WLS for such patients (category D). 
Patients with uncontrolled psychosis (presence of hallucinations 
and delusions), bipolar disorder (extreme mood lability), or sub-
stance use disorders can be considered for WLS on a case-by-case 
basis after they have been in remission for 1 year (category C).

d. team member qualifications
Although few hospitals have sufficient volume for a stand-alone 
pediatric surgical center, the ideal WLS team should include a 
minimum of four or five professionals who are colocated and 
have at least one preoperative face-to-face meeting to prepare a 
treatment plan for each patient (category D). Staff should include

•	 surgeon—experienced	adult	bariatric	surgeon	or	pedi-
atric surgeon with bariatric fellowship or the equivalent 
experience;

•	 pediatric	specialist—internist	or	pediatrician	with	adoles-
cent and obesity training and experience;

•	 registered	dietician—with	weight	management	certifi-
cate and experience in treating obesity and working with 
 children and families;

•	 mental	health	professional—with	specialty	training	in	
child, adolescent, and family treatment, and experience 
treating eating disorders and obesity;



obesity | VOLUME 17 NUMBER 5 | MAY 2009 851

articles
intervention and Prevention

•	 coordinator—RN,	social	worker,	or	one	of	the	other	team	
members who has the responsibility of coordinating each 
child or adolescent’s care and assuring compliance and 
follow-up.

The	 ideal	 setting	would	be	 in	 an	 adult/pediatric	hospital,	
with a pediatric program partnered with an adult program that 
has full access to pediatric specialists (category D). A compre-
hensive family-based evaluation should be provided to parents 
seeking surgery for their adolescent children (category D).

e. risks and outcomes
Early WLS may reduce obesity-related mortality and mor-
bidity. However, early timing must be weighed against the 
patient’s possible psychological immaturity and the risk of 
decreased compliance and long-term follow-up (category C). 
All adolescents undergoing WLS should be included in pro-
spective longitudinal data collection to improve the evidence 
base for evaluating the risks and benefits of WLS in this age 
group  (category D).

Emphasis on compliance strategies, careful monitoring of 
vitamin and mineral intake, and periodic laboratory surveil-
lance to detect deficiencies is crucial (category D). Adolescent 
girls are particularly vulnerable to nutritional deficiencies; this 
group is at substantial risk of developing iron deficiency ane-
mia and vitamin B deficiencies during menstruation and preg-
nancy (category C), and should receive special attention.

Risk of pregnancy increases after WLS. All female adolescents 
should be informed about increased fertility following weight 
loss, and possible risks associated with pregnancy during the 
first 18 months after surgery. They should be counseled to avoid 
pregnancy during this period, and offered contraception (cat-
egory D). In addition to risks for deficiencies of iron, calcium, 
and vitamin B12 after WLS, adolescents may also be at particu-
lar risk for osteopenia and thiamine deficiency (category C).

F. Informed consent
Informed assent by the adolescent should be obtained sepa-
rately from the parents to avoid coercion (as in other pedi-
atric chronic illnesses that require surgical intervention) 
(category D). The patient’s knowledge of the risks and benefits 
of the procedure and the importance of postoperative fol-
low-up should be formally evaluated to ensure true informed 
assent (category C). The parental permission process should 
include discussion of the risks of adult obesity (category C), 
available medical treatments (category B), surgical alterna-
tives, and the specific risks and outcomes of the proposed WLS 
in the proposed institution.

V. Anesthetic Perioperative care and Pain Management
The Anesthetic Perioperative Care and Pain Management 
Task Group’s literature search yielded 1,788 abstracts, with 162 
potentially relevant titles. Following full-text evaluation of the 
latter, 45 articles were reviewed in detail. Best practice recom-
mendations integrate the latest research on obesity and col-
laborative multidisciplinary care (57).

A. Preoperative evaluation and preparation
Mandatory polysomnography for WLS patients has been 
proposed (category C). However, we recommend that it be 
used in selected patients as indicated. When uncertain of 
the indication for such testing, clinical assessment should be 
supplemented to include gender, waist-to-hip ratio, and neck 
circumference (category B). Preoperative CPAP treatment 
should be strongly considered for patients with a polysom-
nography diagnosis of moderate to severe OSA (categories B 
and C). We recommend smoking cessation at least 6 weeks 
prior to surgery  (category C); the WLS program should pro-
vide active support to help patients achieve and sustain com-
pliance (category D).

B. Intraoperative management
Induction and emergence. The ≥30° reverse Trendelenburg 
position prolongs the ability of severely obese patients to 
tolerate apnea during induction of (category A), and emer-
gence from (category D), anesthesia. CPAP of ~10 cm H2O 
may be considered during preoxygenation to prolong non-
hypoxic apnea (category A). Intubating laryngeal mask air-
way devices provide an alternative mechanical approach 
to securing the airway (categories A and B), and may also 
improve success when attempting ventilation prior to secur-
ing the airway. Intubating laryngeal mask airway devices 
should be included among the alternative airway manage-
ment devices immediately available in the operating room 
(categories A and B).

Maintenance of anesthesia. Preoperative oral administration of 
clonidine (an α-2 agonist) to obese patients with OSA is asso-
ciated with reduced anesthetic requirements as well as reduced 
intra- and postoperative opioid requirements. Its use may 
be considered unless medically or surgically contraindicated 
 (categories A and C).

Intraoperative oxygenation. Several methods to improve intra-
operative oxygenation during WLS have been evaluated. We 
recommend initial treatment of intraoperative hypoxemia with 
recruitment maneuvers and positive end-expiratory pressure 
while monitoring their potential hemodynamic effects (catego-
ries A and B).

Other interventions. Postoperative nausea and vomiting in lap-
aroscopic WLS patients is related to the volume and rate of 
intraoperative fluid replacement. To reduce postoperative nau-
sea and vomiting, we recommend maintenance of euvolemia 
(category C).

Intraoperative drug dosing. Pharmacodynamic studies in severely 
obese patients have suggested optimal dosing requirements for 
different neuromuscular blocking agents. Cisatracurium and 
rocuronium should be dosed according to ideal body weight 
 during standard induction of general anesthesia  (category A). 
The	muscle	relaxant	succinylcholine	should	be	dosed	at	1	mg/
kg total body weight (category A). For target controlled 
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 infusion (not yet approved in the United States), propofol dose 
should be calculated to more closely reflect total body weight 
 (category C).

c. Postanesthesia care
Positive outcomes have been reported with early treatment of 
postoperative hypoxemia employing noninvasive positive pres-
sure ventilatory support (NIV) in nonobese, non-OSA patients 
at high risk of respiratory failure. A joint decision between 
the surgeon, anesthesiologist, respiratory therapist, and nurse 
should determine NIV use on selected WLS patients (categories 
A, B, and C). LRYGB and LAGB have been performed safely as 
23-h stay and outpatient procedures. However, patients with 
OSA should not be considered candidates for outpatient WLS 
(category C); we recommend adherence to the American Society 
of Anesthesiologists Practice Guidelines for the Perioperative 
Management of Patients with OSA (category C).

Postoperative pain management. Based on new evidence of effi-
cacy and safety specific to WLS patients, we recommend use of 
opioid sparing multimodal analgesic strategies, including local 
anesthetic wound infiltration and nonsteroidal anti-inflam-
matory medications, unless contraindicated (categories A and 
C). Solutions for thoracic epidural pain management in OSA 
patients should be opioid-free to reduce the risk of respiratory 
depression (category C).

d. credentialing
No evidence indicates that specific credentialing of anesthesia 
personnel for WLS will improve patient safety or outcomes. 
We recommend the selection of a board-certified anesthesiolo-
gist to coordinate intradepartmental staff education and proc-
toring to establish proficiency. This individual will also serve as 
an interdepartmental liaison to WLS programs and the multi-
disciplinary WLS care team (category D).

e. Medical error reduction and systems improvement
Optimal outcomes require unimpaired intra- and periopera-
tive multidisciplinary communication among WLS caregivers 
(category D). Development of perioperative care pathways for 
patients with OSA is at an early stage (category C) and needs 
further refinement for WLS patients.

F. Future research needs
Research is needed in the following areas:

•	 the	role	and	parameters	of	preoperative	OSA	treatment	
for perioperative safety outcomes in WLS;

•	 intra-	and	perioperative	drug	dosing,	including	prophy-
lactic antibiotic tissue pharmacokinetic assessment;

•	 appropriate	use	of	α-2 agonists in the perioperative care 
of WLS patients;

•	 strategies	 for	 intra-	 and	 postoperative	 glycemic	
management;

•	 impact	of	advanced	monitoring	of	anesthetic	effects	on	
outcomes;

•	 evidence-based	postoperative	care	guidelines	for	WLS	
patients with OSA;

•	 optimal	anesthetic	care	for	WLS	patients	with	increased	
BMI, age, and quantity and severity of comorbidities;

•	 impact	of	an	organized	multidisciplinary	care	team	on	
WLS safety outcomes;

•	 effect	of	surgical	and	overall	care	team	pathways	to	
decrease	and/or	treat	perioperative	anesthetic	and	surgi-
cal complications.

VI. nursing Perioperative care
A systematic review of MEDLINE, nursing journals, and the 
CINHAL database for nursing and allied health literature iden-
tified >54 papers; the most relevant were reviewed in detail. 
Recommendations are based on published evidence and the 
consensus of the Task Group members (58).

A. Planning and communication
Effective communication between all members of the health 
care team is paramount in the delivery of quality care. It 
requires sufficient time for the collection of information from 
patients, site verification in the operating room, timely and 
concise reporting of symptoms, and the “repeating back” of 
information exchanged between team members. To optimize 
communication, we recommend

•	 continued	development	of	clinical	pathways	(category	D);
•	 an	Advanced	Practice	Nurse	or	Clinical	Bariatric	Nurse	

Specialist on staff in WLS programs (category D);
•	 development	and	fostering	of	good	communication	skills	

between patients and practitioners and between members 
of the health care team (category D);

•	 promotion	of	collaboration	between	nurses,	physical	ther-
apists, discharge planners, social workers, nutritionists, 
and facilitators of support groups (category D).

B. Perioperative management
Unit-specific triage based on individual comorbidities can pro-
mote patient safety (category D). We also recommend use of 
the Association of Perioperative Registered Nurses Bariatric 
Surgery Guideline (category D) and the American Society of 
Anesthesiologists Practice Guidelines for the Perioperative 
Management of Patients with OSA (category C). Preferably, 
a dedicated operative team of nurses and surgical technicians 
should regularly assist in WLS procedures (category D).

Preventing complications. Risk of venous thromboembolic 
events after gastric bypass is significant. Other  postoperative 
complications include those associated with monitoring of fluid 
balance, hypoxemia, anastomotic leak, tachycardia, peripheral 
nerve injury, and risk of skin irritation, infection, ulceration in 
skinfolds, and decubitus ulcers. We  recommend ambulation 
on	the	day	of	surgery,	and	deep	breathing/coughing	(category	
D); careful positioning to decrease risk of peripheral nerve 
injury (categories C and D); and education of emergency 
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department staff on early and late complications in WLS 
patients (category D).

Perianesthesia. Obese patients present with distinct  respiratory 
care considerations. They should be closely monitored for 
rapid oxyhemoglobin desaturation and respiratory depression 
after extubation. Facilities should reference the Association of 
 Perioperative Registered Nurses Bariatric Surgery Guideline 
(category D) and educate staff on pulmonary pathophysiology 
in obese patients (category D).

Postoperative analgesia. The goal of postoperative pain man-
agement is to promote participation in activity, ambulation, 
 incentive spirometry, deep breathing, and coughing. Nursing 
staff should consult with a pharmacist on equianalgesic agents 
and dosing (category D), and use multimodal, opioid-sparing 
strategies to keep patients comfortable (category D).

c. Patient and staff safety
WLS patients move through many areas of hospitals for tests 
and procedures. Facilities should review each area and its equip-
ment to make certain that they can accommodate extremely 
obese patients. The weight capacity of tables, beds, stretch-
ers, and wheelchairs should be clearly marked (categories C 
and D). A comprehensive ergonomics program, including 
lifting and transferring equipment, should be used to prevent 
patient  handling injuries (category B). A designated nurse or 
back injury resource nurse should coordinate equipment selec-
tion, maintenance, staff training, and reporting  (category D).

d. outpatient postoperative nursing follow-up
Dehydration, pulmonary embolisms, and anastomotic leaks 
are the serious conditions most likely to occur in the early dis-
charge phase. Later complications can include hyperinsuline-
mic hypoglycemia, metabolic bone disease, problems with 
redundant skin, nutritional deficiencies, suboptimal weight 
loss, issues with psychosocial adjustment, and pregnancy.

Medications and vitamin supplements should be reviewed 
at each postoperative outpatient visit (categories C and D). 
Nurses should be knowledgeable about possible late complica-
tions, know how to support patients, and be prepared to make 
referrals to appropriate caregivers (category D). WLS patients 
should be encouraged to continue treatment through ongoing 
WLS support groups and networks (categories A and D).

e. credentialing
The American Society for Metabolic and Bariatric Surgery has 
developed national certification criteria for Clinical Bariatric 
Nurse Specialists. We recommend certification (category D).

F. Future research needs
Studies are needed in the following areas:

•	 clinical	 pathways	 for	WLS,	 including	 emergency	
departments;

•	 comprehensive	ergonomics	programs;

•	 teach-to-goal	educational	methods	for	pre-	and	postop-
erative education;

•	 program	retention	tools	and	outcome	measures;
•	 nursing	research	and	involvement	in	pediatric	WLS	

programs.

VII. Informed consent and Patient education
This Task Group’s literature search identified 120 papers, 38 
of which were reviewed in detail. No articles were specific to 
informed consent and WLS. Recommendations are extrapo-
lated from, and supported by, existing data (59).

A. content
Risks/complications. Informed consent should include realistic 
risk estimates that take into account patient factors (category C) 
and relevant institutional and health provider characteristics 
that might affect risk (e.g., experience and outcomes for spe-
cific WLS procedures) (category B).  Short- and long-term risks 
and complications, and the potential for unknown or unfore-
seeable long-term risks, should be  discussed (category D).

Benefits/effectiveness. Patients should receive realistic estimates 
of short- and long-term weight loss, including the potential for 
weight regain and modest benefits (category B). They should 
also be informed if long-term data (>5 years) are unavailable 
(category D).

They should be advised of the long-term health benefits of 
weight loss produced by WLS (category B), but also be made 
aware that not all pre-existing medical and psychosocial con-
sequences of obesity (including eating disorders) will improve 
with WLS (category C). Candidates for WLS should be given 
realistic estimates for health outcomes if they decline surgical 
treatment (categories B and C), and be advised of known factors 
and interventions that might optimize benefits  (category D). 
Informed consent and education should consider patient 
expectations, the value placed on different outcomes, and the 
risks each candidate is willing to accept. It should also address 
unrealistic expectations or other misconceptions patients 
might have (category C).

Consequences. Patients should be advised of required behav-
ioral and dietary changes and other reasonable and foresee-
able consequences of WLS that could affect health or QOL in 
a  substantive way, e.g., gastrointestinal symptoms, cosmetic 
effects, nutritional restrictions (category D).

B. Alternative treatments
Patients should be advised about alternative WLS procedures 
and nonsurgical treatment options (e.g., medical and behavio-
ral) (category C). They should be informed about them even if 
they are not available through the consenting health provider 
or institution (category C).

c. Patient comprehension
Each patient should have their comprehension of the risks, 
benefits, consequences, and alternatives to WLS evaluated 
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 (category C). Confirmation of comprehension should be 
included as a protection for patients engaged in the informed 
consent process (category C).

d. Future research needs
Future research is needed to better identify factors that affect 
short- and long-term outcomes so that patients can be cited 
appropriate and individualized outcome information. Research 
should focus on important gaps in knowledge on outcomes and 
consequences of WLS, and the different approaches that facilitate 
patient understanding of, and  decision making about, WLS.

VIII. Policy and Access (coding and reimbursement)
The Policy and Access group identified 51 publications in 
its literature search; the 20 most relevant were examined in 
detail (60). These included reviews, cost–benefit analyses, and 
trend and cost studies from administrative databases.

A. Policy and access
Access disparities (all category D). Public health policy should be 
aligned with long-term goals for the treatment of severe obesity. 
Barriers to WLS in populations with high prevalence of severe 
obesity should be identified and eliminated, and there should be 
uniform standards of coverage for all WLS candidates. We rec-
ommend advocacy for increased access to WLS for underserved 
regions and population groups; support for community-based 
efforts to fight health disparities; and public education about the 
obesity	epidemic	and	the	risks/benefits	of	WLS.

Childhood obesity (categories C and D). Sharp increases in child-
hood obesity lend urgency to the need to address the problem 
(category C). Policy initiatives to identify pediatric and adoles-
cent populations most likely to benefit from surgical treatment 
of obesity are needed. Surgical treatment should be considered a 
potentially effective option for appropriately selected individuals, 
and there should be uniform standards of coverage for adolescent 
patients. We need to educate legislators, community leaders, and 
other stakeholders on the costs and benefits of WLS for extremely 
obese adolescents, and leverage opportunities for collaboration 
between teachers, parents, and community leaders (category D).

Insurance policies (category A, B, C, and D). Controversial issues 
include required documentation of prior weight loss attempts 
through more conservative means; access to WLS for those with 
a BMI of 35–40 and obesity-related comorbidities; and proof of 
extreme obesity for at least 5 years. We recommend

•	 routine	examination	of	weight	loss	histories	during	behav-
ioral evaluation to determine whether additional attempts 
at nonsurgical weight loss are advisable;

•	 coverage	of	WLS	for	those	with	a	BMI	of	35–40	and	
comorbid  conditions that require ongoing treatment  
(e.g., CPAP, medication);

•	 research	to	characterize	weight	loss	histories	of	surgical	
candidates, and explore the relation between dieting his-
tory and postoperative outcomes;

•	 ongoing	collection	and	dissemination	of	data	on	WLS	
costs, risks, and benefits;

•	 collaborative	efforts	between	government,	industry,	and	
other stakeholders to promote safe and effective delivery 
of WLS.

Cost-effectiveness issues. Obesity is linked to higher health 
care costs than smoking or drinking, and plays a major role 
in disability (category B). Accurate short- and long-term cost 
savings	(and	risk/benefits)	for	employers	and	insurance	com-
panies need to be collected and disseminated. Clinical path-
ways that reduce unnecessary costs to providers should also be 
developed (category D).

Innovation, evidence-based medicine, and cost containment. The 
application of standard cost-containment policies to surgical 
innovations may stifle new developments. We recommend the 
use of evidence-based medicine to both guide clinical decisions 
and show reasonable trends for health care cost containment 
(category C).

Legislation. We need to keep legislators apprised of the personal 
and economic costs of obesity in the communities they serve. 
Dissemination of evidence-based information on the risks, ben-
efits, and cost-effectiveness of WLS can bring these issues to 
their attention (categories C and D).

Stigma (all category D). The highest BMI groups are the fastest 
growing and the most stigmatized. To address this problem, we 
recommend targeted education campaigns; community-level 
public	information/education;	and	sensitivity	training	for	hos-
pital personnel. Hospitals should also acquire obese-appropriate 
products (e.g., gowns, chairs, commodes).

B. coding and reimbursement
Centers for Medicare and Medicaid Services. Centers for 
Medicare and Medicaid Services allows national coverage 
for RYGB (open and laparoscopic), LAGB, and BPD with DS 
(open and laparoscopic). Nationally covered procedures and 
new 2006 CPT codes are available.

c. Potential pathways to new codes
Category III and S codes. CPT category III Codes are a tempo-
rary set of tracking codes used to identify new and emerging 
technologies. CPT category III codes (T codes) support data 
collection on new services and procedures. CPT category III 
codes may be converted to CPT category I codes if the FDA 
and CPT Editorial Panel approve the clinical efficacy of the 
particular	service	or	procedure.	Blue	Cross/Blue	Shield	and	
other commercial payers have developed the category of S 
codes, which were added to HCPCS Level II to report drugs, 
services, and supplies. S codes are typically used in conjunc-
tion with a nonspecific CPT code.

Medicare does not recognize or reimburse for services 
reported under S codes, and may or may not reimburse for 
CPT category III codes, depending on the service or procedure. 
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Individual commercial insurers may or may not reimburse 
for S codes or CPT category III codes as medical policies and 
reimbursement polices are specific to each insurer.

d. Issues and recommendations
Alignment of reimbursement policies with clinical objectives. 
Reimbursement policies should reflect the importance of 
comprehensive, multidisciplinary care. There should be full 
coverage for medical, nutritional, and psychological preop-
erative evaluation as well as pre-, peri-, and postoperative care 
required by insurers (category D).

CPT codes for WLS and related clinical services (all  category D). 
CPT codes for WLS should be updated to reflect current 
practice. New CPT category I codes should be requested and 
approved as evidence accumulates in favor of new procedures 
(e.g., vertical SG, endoscopic interventions). T codes should 
be considered for evolving technologies, and procedures. 
The use of T codes may create a pathway for reimbursement 
by supporting consistent data collection and development of 
evidence. Evidence indicating that a promising technology 
or new procedure leads to improved health outcomes could 
support conversion of category III codes to category I codes. 
There should be support for the development of appropriate 
CPT codes for each  component of multidisciplinary care (e.g., 
exercise therapy,   pre- and postoperative support groups).

Data collection, tracking, and reporting systems. There are several 
national data collection, tracking, and reporting databases (see 
Data Collection) (62) as well as proprietary systems. We recom-
mend standardized collection, tracking, and reporting of tiered 
and risk-adjusted data (category D).

IX. specialized Facilities and resources
The Specialized Facilities and Resources Task Group identi-
fied 1,647 papers in its literature search; the 46 most relevant 
were reviewed in detail (61). These included randomized 
control trials, prospective and retrospective cohort studies, 
meta-analyses, case reports, prior systematic reviews, and 
expert opinion.

A. Personnel
All medical and support staff must be adequately trained and 
credentialed as specified in the following task group reports: 
Surgical Care (53), Anesthesia Perioperative Care and Pain 
Management (57), Behavioral and Psychological Care (55), 
and Nursing Care (58). A team of dedicated medical special-
ists—fully aware of the problems and sensitivities of patients 
with severe obesity—should be readily available, and all per-
sonnel (including ancillary and nonclinical staff) should have 
obesity-specific education focused on  sensitivity training.

B. equipment
All facilities performing WLS, including pediatric WLS cent-
ers, require the same equipment. We strongly recommend that 
WLS centers have well-defined plans for the evaluation and 

treatment of post-WLS surgery patients with potential com-
plications who cannot fit into available diagnostic equipment. 
Recommended equipment includes the following.

Ancillary
•	 Wide	wheelchairs,	stretchers,	and	walkers.
•	 Wide	BP	cuffs.
•	 Biphasic	defibrillators.
•	 Size-appropriate	sequential	compression	devices.
•	 Emergency	airway	equipment.
•	 Wide	examination	tables	bolted	to	the	floor.
•	 Scales	of	appropriate	size	and	capacity.

Operating room. Specially equipped operating room and ancil-
lary equipment should be available to support patients with 
severe obesity, including

•	 an	automated	extra-wide	operating	table	with	appropriate	
weight capacity;

•	 extra-long	abdominal	instrument	sets;
•	 appropriately	sized	retractors;
•	 43–46	cm	laparoscopes.

Radiology equipment. Special diagnostic and interventional 
equipment is required to support and accommodate WLS 
patients. Such equipment should include

•	 CT	scanners	with	400	lb	weight	capacity;
•	 MRI	magnet	with	400	lb	weight	capacity;
•	 fluoroscopic	equipment	with	300	lb	capacity	that	can	study	

patients in a standing position with high beam voltages;
•	 interventional	facilities	available	24	h	a	day,	7	days	a	

week.

c. Physical plant
Size-appropriate facilities should be available in both 
 postan esthesia and intensive care units; postoperative, dedi-
cated in-patient floors with specially trained personnel should 
be available. Patient rooms and elevators must have sufficiently 
wide entrances. Floor-mounted commodes are recommended, 
but support systems can be used as an alternative. Design of 
new facilities that will accommodate the WLS patient must 
comply with the American Institute of Architects Planning 
and Design Guidelines for Bariatric Healthcare Facilities (73).

d. extent of facility changes
WLS patients travel throughout hospitals for tests and pro-
cedures; there should be size-appropriate accommodations 
in all in-patient and outpatient points of service. These 
should include chairs and bathroom facilities, transferring 
equipment (stretchers and wheelchairs), and monitoring 
devices.

e. Investment
Specialized resources for WLS patients require a significant 
investment, the size of which depends on everything from 
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geography to patient population. Capital investments are 
preferred for renovations to existing facilities, and strongly 
recommended for new construction. WLS centers with lower 
volume or storage space problems should consider renting 
equipment.

F. staff injury reduction
Health care consistently ranks among the top fields for back 
injuries. Well-established, agreed-upon, and well-known plans 
for transferring severely obese patients at all points of care can 
help reduce injuries. We also recommend that proper equip-
ment, as well as training on how to use it, should be immedi-
ately available for the transfer of WLS patients. Staff should be 
well-educated in the use, location, and operation of available 
lift equipment. Portable equipment is more useful than ceiling 
lifts, but requires more room clearance. Trained and available 
on call “lift team” alternatives to equipment (as appropriate) 
should be considered.

G. Medical error reduction
We recommend dedicated facilities and staff to reduce risk of 
medical errors, including a dedicated hospital administrator 
to provide consistent support and oversight. All medical staff 
should be adequately trained and credentialed in best practice 
care of WLS patients (53,57,58). A team of designated medi-
cal subspecialists, fully aware of the problems and sensitivities 
of extremely obese patients, should be readily available, and all 
personnel who interact with WLS patients should attend obesi-
ty-specific education programs focused on sensitivity training.

h. Medication error reduction
Medication guidelines released by the Joint Commission 
Accreditation of Healthcare Organizations in 2004 (ref. 74) 
emphasize safety. We recommend that facilities follow these 
recommendations, as well as those specified in our prior 
report (61). We also recommend an Institutional Pharmacy 
and Therapeutics Committee to oversee WLS medical dosing 
regimens, and  further research on medication use in the WLS 
patient.

I. systems improvements
Clinical pathways are required by WLS accreditation programs, 
such as the American College of Surgeons Bariatric Surgery 
Center Network Accreditation Program (75). Clinical pathways 
specific to WLS patients should be established. These should 
be procedure-specific, updated frequently, and consistent with 
order sets. Regular meetings by the WLS team to review patient 
outcomes and address possible systems changes are essential, 
as is investment in a WLS database. The database should track 
patient outcomes and be compatible with the needs of the cre-
dentialing body that certifies the center. We recommend risk-
adjusted outcomes to adequately evaluate performance.

X. data collection (registries)/Future considerations
This Task Group identified 212 papers and reviewed the 
63 most relevant in detail. Recommendations are based on 

available evidence as well as consensus of opinions from Task 
Group and Expert Panel members (62,76).

A. Administrative and nonadministrative databases
Administrative databases have inherent problems, includ-
ing unreliable coding and lack of WLS-specific data points. 
Clinical databases that are not WLS-specific have other 
shortcomings (e.g., short-term follow-up, sampling of WLS 
procedures), and single-institution, WLS-specific databases 
lack standardized definitions and appropriate quality bench-
marks. Rather, we recommend collection of WLS-specific 
data (categories B and D) on 100% of weight loss surgeries 
performed (category D).

B. new developments
Longitudinal assessment of bariatric surgery. The NIH-funded 
Longitudinal Assessment of Bariatric Surgery consortium has 
developed a database of standardized information on WLS 
patients at six clinical centers. Data are being collected on 
patient characteristics, surgical procedures, medical and psy-
chosocial outcomes, and economic factors.

Accreditation programs. The Centers for Medicare and 
 Medicaid Services made a national decision to cover WLS, 
but only if performed by institutions and surgeons that are 
accredited by either the American College of Surgeons Bar-
iatric Surgery Center Network or the American Society for 
Metabolic	 and	 Bariatric	 Surgery/Surgical	 Review	 Corpora-
tion Centers of Excellence program. WLS-specific, longi-
tudinal data collection systems are a major part of each of 
these accreditation programs. The optimal data collection 
system should gather information on all WLS procedures 
using a longitudinal, universal database system. It should 
be prospective, risk adjusted, and benchmarked, with WLS- 
specific data points that track clinical effectiveness and com-
plications following WLS (categories B and D).

The American College of Surgeons Bariatric Surgery 
Network Data Collection System, the Society of American 
Gastrointestinal Endoscopic Surgeons Bariatric Data Collection 
System, and the American Society for Metabolic and Bariatric 
Surgery/Surgical	Review	Corporation	system	should	meet	these	
criteria. If these systems are not compatible (i.e., cannot agree 
on the same definitions), an interface should be developed that 
makes them so (category D).

c. Areas that need more data
Risk adjustment. Risk adjustment helps control for differences 
in patient risk factors and case mix. Appropriate risk adjust-
ment models should be developed and refined over time to 
account for these variables (categories C and D).

Determining the best data collector. Data entered into the sys-
tem must be of the highest quality to ensure accurate analyses 
on quality of care. To avoid bias, data should be collected by 
audited, trained data collectors not directly involved in patient 
care (categories B and C). That data, in turn, should be analyzed 
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to see whether information collected by audited, trained non-
nurse reviewers is as valid as that collected by nurse reviewers 
(category D).

Defining data points. High inter-rater reliability requires data 
points that are clinically relevant, objective, and easy to identify. 
Data points, definitions, and systems training programs should 
be developed that optimize clinical relevance and minimize 
subjectivity, and in so doing, maximize inter-rater reliability 
 (categories C and D).

Quality indicators and benchmarking capabilities. Definitions 
of quality and benchmark indicators of progress can be  difficult 
to develop. To advance patient safety, quality indicators and 
metrics should be appropriate and actionable (category D).

Outliers. Accurate determination of what constitutes an outlier, 
or bad performer, can have a direct effect on patient safety and 
access to WLS. Responsible analysis of data and careful definition 
of outliers is essential to improve quality of care. The means to 
regularly report that data to stakeholders should be determined 
(categories C and D). Poor performers, or high outliers, should 
be identified, and a mechanism for corrective action developed 
(category D).

Novel therapies. Safe introduction of novel technologies and 
assessment of the appropriateness of those procedures in 
new patient populations are critical for patient safety. Novel 
and experimental therapies, new patient populations, and 
expanded indications for WLS should be carefully stud-
ied through comprehensive data collection and analysis  
(category  D). Experimental therapies should be performed 
with IRB approval, and data collected and audited by a data 
monitoring board to assess clinical effectiveness and patient 
safety (category D).

Cost-effectiveness and utility analyses. There is a critical need 
for well-designed prospective studies that evaluate the cost-
 effectiveness, cost utility, return on investment, and economic 
impact of WLS. Cost utility studies should be carried out to 
guide decision-making on the appropriate allocation of resources 
 (category D).

State coalition. We propose the development of a statewide coali-
tion to collectively gather and share data, and determine quality 
indicators and processes of care that could lead to best practices 
in WLS (categories C and D).

XI. endoscopic Interventions
This Task Group’s literature search identified 18 related articles, 
all of which were reviewed in detail. All of our recommenda-
tions are based on expert opinion (63).

A. overview
Endoscopic interventions may provide valuable approaches to 
the management of WLS complications, and should be a high 

priority for development and investigation. Similarly, endo-
scopic interventions, endoscopically placed devices, and other 
minimally invasive, image-guided techniques may also pro-
vide valuable approaches to the primary management of obes-
ity; they too should be a high priority for development and 
investigation (category D).

B. experimental status
Until formally approved by appropriate regulatory bodies, 
novel endoscopic interventions and endoscopically placed 
devices should only be used in the setting of IRB-approved 
clinical trials (category D).

c. credentials
Treatment with endoscopic and other image-guided interven-
tions should be performed only by clinicians with specialized 
training and expertise in their effective and appropriate use 
(category D).

d. clinical application
As is the standard for other medical and surgical therapies for 
obesity, endoscopic interventions should be studied and used 
only in the context of comprehensive patient evaluation and 
treatment that reflects the complex medical, nutritional, and 
behavioral contributors to obesity.

e. risks and benefits
As new technologies become available, choice among thera-
peutic options for obesity should be determined by the 
comparative risk–benefit profiles of each modality. These 
considerations should be matched to the specific clinical 
characteristics, needs, and treatment goals of each patient 
(category D).

F. data collection
To facilitate tracking of utilization, adverse events, and com-
parative outcomes, all patients who undergo endoscopic and 
other minimally invasive interventions for obesity and its com-
plications should be entered into a standard registry. Methods 
of tracking should be compatible with those used for patients 
undergoing WLS (category D).

G. coding and reimbursement
As new devices and minimally invasive surgical therapies 
for obesity and its complications are approved for clini-
cal use, a new category of provisional billing codes should 
be established for these interventions. Reimbursement 
for novel therapies for obesity should be determined on 
the basis of scientific evidence of their safety and efficacy 
 (category D).

h. Future research
Randomized, blinded, sham-controlled clinical trials should 
be the standard for investigation of the safety and efficacy of 
endoscopic interventions for the treatment of obesity and its 
complications (category D).
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APPendIX I
To view Task Group Appendices, go to http://www.mass.gov.dph and search 
“weight loss surgery.”

Framework and methodology for evidence-based systematic 
reviews of literature on weight loss surgery
The Expert Panel was charged with reviewing WLS operations, 
identifying potential safety issues, and recommending specific 
actions to reduce safety risks and improve patient outcomes. It 
used the methodology of evidence-based medicine to system-
atically search available literature on the subject, and devel-
oped a classification system from established models to grade 
the quality of evidence.

The systematic review involved a MEDLINE search of 
studies published from April 2004 to May 2007. These 
included prior systematic reviews on the subject, ran-
domized controlled trials, prospective cohort studies, cross-
sectional surveys, case reports, and existing guidelines on 
WLS procedures from national organizations. The panel 
based its grading classification system on those used by the 
US Preventive Services Task Force, the American Diabetes 
Association, and the National Heart, Lung, and Blood 
Institute (NHLBI) Obesity Education Initiative Expert 
Panel on the Identification, Evaluation, and Treatment of 
Overweight and Obesity in Adults.

Randomized controlled trials (RCTs) are considered the 
 highest-level evidence of clinical efficacy and safety, but there 
are few such studies on WLS operations. The Expert Panel’s 
recommendations are based on the best available evidence. 
The sections below detail the procedures and methodology 
used to develop recommendations.

1. Panel selection
At the request of Massachusetts Public Health Commissioner, 
Christine Ferguson, the Betsy Lehman Center for Patient Safety 
and Medical Error Reduction (Lehman Center) convened an 
Expert Panel to study patient-related safety issues in the state’s 
WLS programs and procedures.

The 35-member panel included experienced weight loss 
surgeons, nurses, psychologists, and a nutritionist who 
counsels patients before and after the procedures; other 
physicians who care for patients with obesity (an anesthe-
siologist, internist, and pediatrician); a hospital patient 
safety officer; a health plan medical director; an ethicist; and 
a consumer. The panel delivered a report on its progress to 

the Lehman Center and the Department of Public Health in 
mid-July 2007.

2. task groups
We divided the panel into 11 task groups:

•	 Surgical	Care	(53).
•	 Multidisciplinary	Evaluation	and	Treatment	(54).
•	 Behavioral	and	Psychological	Care	(55).
•	 Pediatric/Adolescent	(56).
•	 Anesthetic	Perioperative	Care	and	Pain	Management	(57).
•	 Nursing	Perioperative	Care	(58).
•	 Informed	Consent	and	Patient	Education	(59).
•	 Policy	and	Access	(Coding	and	Reimbursement)	(60).
•	 Specialized	Facilities	and	Resources	(61).
•	 Data	Collection	(Registries)/Future	Considerations	(62).
•	 Endoscopic	Interventions	(63).

Panel members joined one or two task groups, each with an 
assigned coordinator. They were asked to update reports from 
the prior Lehman Center supplement (22).

3. Literature search
A medical librarian, aided by a clinical epidemiologist 
with experience in systematic reviews, carried out litera-
ture searches for each task group. Studies were included or 
excluded based on a priori criteria, i.e., written protocols that 
defined research questions and search parameters, including 
patient characteristics, study designs, surgical interventions, 
and outcomes.

MEDLINE searches were limited to English-language stud-
ies published from April 2004 to May 2007. (Some groups 
searched other databases or focused on more recent litera-
ture.) References in retrieved articles, guidelines from national 
organizations, and systematic reviews from the Cochrane 
Library were also examined. Task group coordinators, with 
input from the clinical epidemiologist, screened all titles and 
abstracts; they selected only those most relevant to the review 
questions.

4. data extraction and tabulation
The panel developed a data extraction sheet and used it to cull 
detailed information from selected full articles after review. 
Key data included study design; size; patient demographics; 
follow-up time; dropout rate; description of the intervention; 
outcome measures, including adverse effects; and main con-
clusions. Information was tabulated in a format suitable for 
publication.

5. synthesis of evidence
We primarily used narrative (or qualitative) summaries for 
the literature review because study designs and outcomes 
were too dissimilar to combine results in a formal meta-
analysis. All selected studies were critically assessed for 
internal validity or methodological rigor. They were ranked 
according to levels of evidence based on study design 
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(Table 1). For example, well-conducted RCTs (category 
A) provide the strongest evidence on the effectiveness of 
a surgical weight loss procedure. We used expert opinion 
(category D) (including clinical experience, the opinions 
of respected authorities, reports from expert committees, 
and consensus of the Expert Panel) in conjunction with 
evidence from RCTs or observational studies to develop 
recommendations.

6. developing evidence-based recommendations
Each task group prepared a critical summary of the literature 
(Table 2) and developed evidence-based recommendations 
on its assigned topic; these were presented to the full group 
for comments. This Executive Report of key recommendations 
from all groups was approved by the Expert Panel at its last 
meeting on 19 July 2007.

Literature search process

Literature review process

reFerences For the FrAMeWork
1. Oxford Centre for Evidence-based Medicine Levels. <http://www.musckids.

com/~annibald/ebm/oxford_levels_of_evidence.pdf> (2001). Accessed 23 
August 2007.

2. Clinical Guidelines on the Identification, Evaluation, and Treatment, 
of Overweight and Obesity in Adults. The Evidence Report: National 
Institutes of Health. National Heart, Lung, and Blood Institute; 1998.  
No. 98-4083.

3. Introduction. Diabetes Care 2004;27:S1–S2.
4. Agency for Healthcare Research and Quality. Current Methods of the 

US Preventive Services Task Force: a Review of the Process.  
<http://www.ahrq.gov/clinic/ajpmsuppl/harris1.htm>. Accessed 24 
August 2007.

5. Harris RP, Helfand M, Woolf SH et al. Current methods of the US 
Preventive Services Task Force: a review of the process. Am J Prev Med 
2001;20(3 Suppl):21–35.

6. Naylor CD, Guyatt GH. Users’ guides to the medical literature. X.  
How to use an article reporting variations in the outcomes of health 
services. The Evidence-Based Medicine Working Group. JAMA 
1996;275:554–558.

7. Barton MB, Miller T, Wolff T et al. How to read the new recommendations 
statement: methods update for the U.S. Preventive Services Task Force. 
Ann Intern Med 2007;147:123–127.

8. Guirguis-Blake J, Calonge N, Miller T et al. Current processes of the U.S. 
Preventive Services Task Force: refining evidence-based recommendation 
development. Ann Intern Med 2007;147:117–122.

Define research questions

Determine literature search strategy 

Search MEDLINE database 

Print titles and abstracts of identified studies

Screen abstracts for relevant studies 

Identify additional studies by examining references from relevant
studies

Define research questions and literature search parameters

Search for studies that meet eligibility criteria

Abstract data from identified studies and assess study quality

Assemble a complete database from the studies

Conduct narrative or quantitative reviews

Prepare a critical summary of the literature review and make
evidence-based recommendations

table 2 Inclusion/exclusion criteria—example used in 
literature search, laparoscopic vs. open gastric bypass 
surgery

Inclusion criteria

 English language

 Published between April 2004 and May 2007

 RCTs or controlled trials without randomization, cohort studies

  Surgical procedures: gastric bypass, Roux-en-Y gastric bypass, 
open vs. laparoscopic

 Minimum follow-up: 6 months

  Outcomes: change in body weight, excess weight, and BMI; 
mortality and major morbidity

Exclusion criteria

 Selection criteria not indicated

 Small sample size (n < 10 for each intervention)

 Dropout rate >50%

table 1 Grading system for evidence-based recommen-
dations

Category A Evidence obtained from at least one well-conducted 
randomized clinical trial or a systematic review of all 
relevant RCTs

Category B Evidence from well-conducted prospective  
cohort studies, registry or meta-analysis of cohort 
studies, or population-based case–control  
studies

Category C Evidence obtained from uncontrolled or poorly 
controlled clinical trials, or retrospective case–control 
analyses, cross-sectional studies, case series, or 
case reports

Category D Evidence consisting of opinion from expert panels 
or the clinical experience of acknowledged 
authorities

Adapted from the criteria used by the US Preventive Services Task Force (USPSTF) 
and the American Diabetes Association.
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APPendIX II
task Groups for Lehman center report on Weight Loss 
surgery
surgical care
Coordinator

 John Kelly, M.D., University of Massachusetts Memorial 
Medical Center

Co-chair
Scott Shikora, M.D., Tufts-New England Medical Center
 George L. Blackburn, M.D., Ph.D., Beth Israel Deaconess 
Medical Center
Frederick Buckley, M.D., North Shore Medical Center
Matthew Hutter, M.D., Massachusetts General Hospital
 Daniel B. Jones, M.D., M.S., Beth Israel Deaconess Medical 
Center
David Lautz, M.D., Brigham and Women’s Hospital
Andrew B. Lederman, M.D., Berkshire Medical Center
Malcolm K. Robinson, M.D., Brigham and Women’s Hospital
John Romanelli, M.D., F.A.C.S., Baystate Medical Center

Multidisciplinary evaluation and treatment
Coordinator

Caroline Apovian, M.D., Boston Medical Center
Co-chair

 Susan Cummings, M.S., R.D., L.D.N., Massachusetts General 
Hospital
Wendy Anderson, R.D., L.D.N., Boston Medical Center
 Loren J. Borud, M.D., Beth Israel Deaconess Medical Center
 Kelly Moore, R.D., L.D.N., Beth Israel Deaconess Medical 
Center
 Kristina Day, R.D., L.D.N., Beth Israel Deaconess Medical 
Center
 Edward Hatchigian, M.D., Beth Israel Deaconess Medical 
Center
 Barbara Hodges. R.D., M.P.H., L.D.N., Brigham and Women’s 
Hospital
Mary Elizabeth Patti, M.D., Joslin Diabetes Center
Frank Perna, Ph.D., National Cancer Institute
Mark Pettus, M.D., Berkshire Medical Center
Daniel Rooks, Ph.D., Beth Israel Deaconess Medical Center
 Edward Saltzman, M.D., Tufts-New England Medical Center
 June Skoropowski, R.D., L.D.N., Beth Israel Deaconess 
Medical Center
Michael B. Tantillo, M.D., Private Practice, Brookline, MA
Phyllis Thomason, M.S., R.D., L.D.N., Faulkner Hospital

Behavioral and Psychological care
Coordinator

Isaac Greenberg, Ph.D., Tufts-New England Medical Center
Co-chair

Stephanie Sogg, Ph.D., Massachusetts General Hospital
Frank Perna, Ph.D., National Cancer Institute

Pediatric/Adolescent
Coordinator

Janey S.A. Pratt, M.D., Massachusetts General Hospital

Co-chair
Carine Lenders, M.D., M.S., Boston Medical Center
Emily Dionne, Massachusetts General Hospital
Alison G. Hoppin, M.D., Massachusetts General Hospital
George Hsu, M.D., Tufts-New England Medical Center
 Thomas Inge, M.D., Ph.D., Cincinnati Children’s Hospital 
Medical Center
David Lawlor, M.D., Massachusetts General Hospital
Margaret Marino, Ph.D., Boston Medical Center
Alan Meyers, M.D., Boston Medical Center
Jennifer Rosenblum, M.D., Massachusetts General Hospital
Vivian Sanchez, M.D., Beth Israel Deaconess Medical 

Center

Anesthetic Perioperative care and Pain Management
Coordinator

 Roman Schumann, M.D., Tufts-New England Medical Center
Co-chair

 Stephanie Jones, M.D., Beth Israel Deaconess Medical Center
 Daniel B. Carr, M.D. (Advisor), Tufts-New England Medical 
Center
Kathy Connor, M.D., Newton-Wellesley Hospital
 Bronwyn Cooper, M.D., University of Massachusetts 
Memorial Medical Center
 Alan M. Harvey, M.D., M.B.A., Brigham and Women’s 
Hospital
Michael Kaufman, M.D., Lahey Clinic
Scott Kelley, M.D., Brigham and Women’s Hospital
Vilma E. Ortiz, M.D., Massachusetts General Hospital
Mark Vanden Bosch, M.D., Berkshire Medical Center

nursing Perioperative care
Coordinator

Ann Mulligan, R.N., Newton-Wellesley Hospital
Co-chair

 Anne McNamara, R.N., Beth Israel Deaconess Medical 
Center
Hannah Boulton, R.N., M.S.N., South Shore Hospital
Ann Mullen, R.N., B.S.N., Newton-Wellesley Hospital
Carol Raiano, R.N., C.C.R.N., Newton-Wellesley Hospital
 Linda Trainor, R.N., B.S.N., Beth Israel Deaconess Medical 
Center

Informed consent and Patient education
Coordinator

 Christina C. Wee, M.D., M.P.H. Beth Israel Deaconess 
Medical Center

Co-chair
 Michael Paasche-Orlow, M.D., M.P.H. Boston University 
School of Medicine
Robert Fanelli, M.D., Berkshire Medical Center
Janey Pratt, M.D., Massachusetts General Hospital
 Patricia Samour, M.M.Sc., R.D., L.D.N., Beth Israel Deaconess 
Medical Center
 Linda Trainor, R.N., B.S.N., Beth Israel Deaconess Medical 
Center
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Policy and Access (coding and reimbursement)
Coordinator

Scott Shikora, M.D., Tufts-New England Medical Center
Co-chair

Rayford Kruger M.D., F.A.C.S., Tobey Hospital
 George L. Blackburn, M.D., Ph.D., Beth Israel Deaconess 
Medical Center
 John A. Fallon, M.D., M.B.A., F.A.C.P., Blue Cross Blue 
Shield of Massachusetts
	Alan	 M.	 Harvey,	 M.D.,	 M.B.A.,	 Mercy	 Medical	 Center/
Catholic Health East
 Elvira Johnson, M.S., R.D., C.D.E., L.D.N., Massachusetts 
Dietetics Association
Lee Kaplan, M.D., Ph.D., Massachusetts General Hospital
David Lautz, M.D., Brigham and Women’s Hospital
Robert LoNigro, M.D., M.S., Tufts Health Plan
Edward C. Mun, M.D., Brigham and Women’s Hospital
 Malcolm K. Robinson, M.D., Brigham and Women’s Hospital
 Roger L. Snow, M.D., M.P.H., University of Massachusetts 
Medical School and MassHealth
 Lee Steingisser, M.D., Blue Cross Blue Shield of 
Massachusetts
James Sabin, M.D., Harvard Pilgrim Health Care
 Stancel M. Riley Jr., M.D., Massachusetts Board of 
Registration in Medicine

specialized Facilities and resources
Coordinator

David Lautz, M.D., Brigham and Women’s Hospital
Co-chair

Michael E. Jiser, M.D., Saints Memorial Medical Center
Robert J. Cella, M.D., Berkshire Medical Center
 John Kelly, M.D., University of Massachusetts Medical Center
Sheila K. Partridge, M.D., Newton-Wellesley Hospital
John Romanelli, M.D., F.A.C.S., Baystate Medical Center
John P. Ryan, R.N., Beth Israel Deaconess Medical Center
Scott Shikora, M.D., Tufts-New England Medical Center

data collection (registries)/Future considerations
Coordinator

 Matthew M. Hutter, M.D., Massachusetts General Hospital
Co-Chair

 Daniel B. Jones, M.D., M.S., Beth Israel Deaconess Medical 
Center
Robert J. Cella, M.D., Berkshire Medical Center
 Stancel M. Riley Jr., M.D., Massachusetts Board of 
Registration in Medicine
 Benjamin Schneider, M.D., Beth Israel Deaconess Medical 
Center
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BACKGROUND: Approximately 21% of the 1.1 million

HIV-infected persons in the United States are unaware
of their HIV status. The Centers for Disease Control
(CDC) recommend routine opt-out HIV testing for all
patients aged 13–64. Yet little is known about patient
and provider perspectives on routine HIV testing.

OBJECTIVE: We sought to understand patient and

provider perspectives on the adoption of routine HIV
testing within the US Department of Veterans Affairs.

DESIGN: We conducted four focus groups with patients

and two focus groups with primary care providers to
explore perceptions of, communication about, and
barriers and facilitators to routine HIV testing in
primary care.

PARTICIPANTS: Convenience sample of patients and

primary care providers at two geographically diverse
Veterans’ Affairs Medical Centers.

APPROACH: We conducted grounded thematic analy-

ses of transcribed audio-recordings of focus groups to
identify major themes, identifying similarities and dif-
ferences between patient and provider perspectives.

MAIN RESULTS: Patients and providers concurred

that implementation of routine HIV testing, treating
HIV like other chronic diseases, and removing require-
ments for written informed consent and pre-test
counseling were of benefit to patients and to public
health. Patients, however, wished to have HIV testing
routinely offered by providers so that they could decide
whether or not to be tested. Veterans also stated that
routinizing testing would help destigmatize HIV. Six
steps to communicating about routine testing (“the
6 R’s”) were identified.

CONCLUSIONS: Patients and providers appear ready

for implementation of routine HIV testing. However,
providers should use patient-centered communication
strategies to ease patients’ concerns about confidenti-
ality and stigma associated with HIV disease.

KEY WORDS: HIV/AIDS; screening; communication; qualitative research.
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INTRODUCTION

With the availability of effective medications, early diagnosis of
HIV reduces mortality and is cost-effective1–3. Patients diag-
nosed and treated for HIV avoid hospitalizations and can
reduce risky behaviors, further reducing HIV transmission4.
Despite longstanding guidelines recommending HIV testing, as
many as 21% of the 1.1 million HIV-infected persons in the US
are unaware of their status5. Consequently, in 2006 the
Centers for Disease Control and Prevention (CDC) released
new recommendations that all patients between the ages of 13
and 64 be offered opt-out HIV testing regardless of risk status 6;
these recommendations were recently endorsed by the American
College of Physicians7. The guidelines suggest that providers
routinely order HIV testing unless the patient declines. These
guidelines differ from previous HIV testing practices in most
jurisdictions, including the Department of Veterans Affairs (VA),
in that previously HIV testing was only for patients at behavioral
risk for HIV, or if patients requested a test. In addition, require-
ments for specified pre-test counseling and written informed
consent have been, and remain, the policy in many places.

Routine ‘opt-out’ testing, in which patients are informed by
the provider that they will be tested for HIVand assent is inferred
unless the patients decline, is likely to reduce barriers to HIV
testing 8. Yet adoption of routine testing in general, and of opt-
out testing practices in particular, may be challenging 9–11. We
know little about how patients will respond to the routine
offering of HIV testing or how providers view this extension in
scope of their primary care responsibilities. The persistent
stigma associated with HIV and patients’ fear of the health and
social consequences of the diagnosis have been identified as
significant barriers to being tested10,12. Many primary care
providers find discussing the sensitive topics of HIV risk
behavior and testing difficult and awkward13,14. Therefore,
routine discussions of HIV testing may be more complex than
screening for other diseases.

We sought to identify, from patient and provider perspec-
tives, facilitators and barriers to implementing routine HIV
testing in the VA according to current CDC guidelines. The
issue is of particular importance in the VA, where a change in
policy will affect the care of over 5 million veterans. Veterans
are subject to social and behavioral factors that put them at
higher risk for HIV, including lower income, more substance
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abuse and other co-morbidities15. Thus, HIV prevalence rates
are higher than in the general population16, and early HIV
detection is of particular concern. Understanding the concerns
and perspectives of both VA patients and providers is central to
succeeding with implementation of routine testing in this large
health-care system.

METHODS

We conducted a qualitative study using focus groups of
primary care providers and patients at two VA Medical
Centers, one in California, one in New England. We
explored provider and patient attitudes towards routine
HIV testing, perceptions about what effective communica-
tion about HIV testing should entail, and perceptions of
barriers and facilitators to implementing routine HIV
testing. Institutional review boards at both sites approved
the study.

Participants

Patients were recruited using informational posters, post cards
with a drop-box placed in primary care clinics and at patient
orientation sessions. Recruitment materials stated we were
conducting focus groups about talking with providers about
sensitive issues. A research assistant contacted each interest-
ed patient and indicated that HIV would be discussed in the
focus groups. Patients were eligible to participate if they
responded negatively to the question, “Have you ever been told
you have HIV disease?” This requirement ensured that parti-
cipants had not been diagnosed with HIV disease, which might
alter their perceptions of HIV testing. Patients were eligible
regardless of previous HIV testing, to include patients with HIV
testing experiences.

Providers were recruited at regularly scheduled staff
meetings at each medical center by a project investigator.
All primary care providers were eligible to participate,
including physicians, nurse practitioners and physician
assistants. Written informed consent was obtained from all
participants.

Data Collection

Patient focus groups were conducted at the medical centers by
a study investigator, lasted approximately 90 min and were
audio-recorded. We used a semi-structured focus group guide,
containing broad lead questions and focused follow-up ques-
tions, designed to elicit patient experiences with, and perspec-
tives on, HIV testing. The guide was used flexibly to follow the
flow of conversation among participants while addressing all
topics. Patients also commented on draft CDC patient HIV
testing educational materials.

Provider focus groups were conducted during regularly
scheduled 45-min staff meetings. The semi-structured focus
group guide elicited provider experiences with discussing HIV
testing with patients, barriers to conducting HIV testing and
routinizing HIV testing as recommended by the CDC. Providers
also commented on draft patient and provider CDC educational
materials.

Analysis

Audio-recordings were transcribed verbatim. Transcripts were
analyzed qualitatively using procedures informed by grounded
theory methodology17,18, a systematic approach to deriving
qualitative themes from textual data. Accordingly, we first
conducted open coding in which an investigator identifies key
concepts emerging from the language used by participants and
assigns codes (descriptive phrases) to segments of text. NVIVO
qualitative analysis software was used to facilitate data coding
and sorting19. Coded text segments were reviewed by two
investigators to condense broad codes into distinct themes.
Themes that emerged in both patient and provider groups were
examined for similarities and differences in perspectives in a
process known as constant comparison analysis. Subsequently,
prominent themes and quotes exemplifying each were presented
to the research team and refined through discussion.

RESULTS

Of the 67 patients contacted, 10 refused participation, 3 were
ineligible, and 26 were unable to participate, predominantly due
to scheduling problems. The 28 patient participants in four focus
groups—2 at each site—were all men aged 35–88, were predom-
inantly low income andhadmixed levels of education (Table 1). Of
the 47 providers contacted, 20 providers consented to partici-
pate; however, 7 dropped out because of scheduling difficulties.
Thirteen providers participated in two provider focus groups, one
at each site, and two additional providers who were unable to
attend a focus group participated in individual interviews. Seven
of the providers were women, eight were physicians, six were
nurse practitioners and one a registered nurse.

In the focus groups, patients and providers discussed key
issues that help or hinder conversations about, and achievement
of, HIV testing in primary care encounters. Themes centered
around perspectives on HIV testing becoming routine, what
information should be communicated to patients and how, and
procedural issues that hinder HIV testing. We present below the
major themes that emerged from analyses, highlighting some
strikingly similar as well as important differences in patient and
provider perspectives.

Table 1. Patient Characteristics*

Age
Range 35–88
Mean 60

Race (n)
White 13
African American 3

Income** (n)
$15,000 or less 4
15,001–20,000 4
20,001–40,000 5
40,001–60,000 2

Educational status (n)
Some high school 1
HS graduate 4
Some college/ technical school 6
Completed college 3
Some graduate school 2

*Data missing for two patients
**One patient chose not to indicate income
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HIV Testing Should Be Routine

Both patients and providers concurred that HIV testing should
be routine because they thought it was (1) good for patients
and (2) good for public health. The most salient reason for
testing for both patients and providers was the value in
knowing one’s HIV status. Patients and providers advocated
that HIV should be equated with other chronic diseases—such
as diabetes and cholesterol—for which testing is routine.

“I’d like to see [HIV] become like everything else,
diabetes, tuberculosis, anything else that we test for.
When they do the blood screening, do the whole thing.
It’s a deadly disease.” (Patient)

“I mean, why should [HIV] be any different, you know? I
can order a CBC. I can order a PSA and somebody can
come back with a PSA of 150 and I know he’s got
metastatic prostate disease. Why should this be any
different?” (Provider)

Both groups stated the importance of learning results for
chronic diseases/conditions—including HIV—in order to com-
mence treatment as quickly as possible, or, as one patient put
it, “nipping it [HIV] in the bud,” before the disease progresses.
In this respect, managing HIV was viewed as no different from
managing other chronic health problems. Participants favored
including HIV testing along with other routine blood work
typically included in primary care visits.

Both patients and providers also evoked public health
reasons for knowing one’s HIV status. As a serious public
health threat, HIV testing and subsequent treatment were
viewed as effective means of stemming the spread of the disease
and protecting sexual partners. Some patients were motivated
by misunderstandings about HIV transmission, arguing that
knowing one’s status could protect others with whom they have
even casual contact, such as kissing or sharing a glass.

Routine Testing May Decrease HIV Stigma

Patients and providers also asserted that testing for HIV
routinely would likely reduce some of the stigma associated
with the disease. Routinizing HIV testing would change an
unusual screening into an ordinary event, rendering HIV
testing “normal,” thereby diminishing the stigma. This could
be accomplished by associating HIV testing with screening for
other chronic diseases that have much less discernible stigma,
such as diabetes.

“If it was something that happens all the time, you could
take the stigmatism [sic] out of it, maybe.” (Patient)

One provider reflected that current processes make HIV
testing anything but routine, and that routinizing testing
would further decrease HIV stigma.

“My own feeling is that the stigma associated with it…it’s
certainly decreasing…. And it’s almost like we’re creat-
ing processes that make it different than routine care.”
(Provider)

Stigma as a Barrier to HIV Testing

At the same time, HIV stigma remained a barrier for patients as
reflected in their concerns about confidentiality and the poten-
tial impact on the patient-provider relationship. Confidentiality
was paramount to both patients and providers. Patients wanted
guarantees that both the fact they were being tested, and the
test results, would be confidential. One patient, stating that he
didn’t trust the VA or the government to maintain confidential-
ity, said that he might choose to be tested elsewhere.

Patients and providers indicated that a patient who trusts
his/her provider would be more likely to agree to being tested.
However, patients and providers alike were concerned about
the impact raising this sensitive topic might have on the
patient-provider relationship. Emphasizing the wish to be
offered rather than told to have the test, one patient said that
being told to be tested might lead someone to “walk out of [the
doctor’s] office and see another doctor.” One provider stated
that simply asking a patient to be tested could alter their
rapport, affect the level of the patient’s trust and negatively
impact their future relationship.

Barriers to HIV Testing in the Clinical Encounter

Patients and providers described two important barriers to HIV
testing that occur during the clinical encounter: obtaining
written informed consent and pre-test counseling. Patients
viewed signing consent forms as anxiety-provoking, intimidat-
ing and sometimes difficult to understand because of the
dense legalistic language. They indicated that the documents
rendered HIV different from other diseases, running counter to
their desire to normalize HIV by equating it with other chronic
diseases. Once HIV is construed as exceptional—somehow
different from other diseases—patients noted they were likely
to be more apprehensive about being tested because of fears of
a positive result.

“They do all [other tests] over here, but [HIV testing] is
different. This is ‘Ooh, keep away from that.’ You know,
and that’s what that form does, in my opinion.” (Patient)

In addition, patients voiced concern about legal language in
the consent forms indicating the possibility that test results
might need to be released to “third parties.” Because of fears of
breached confidentiality, some patients expressed reservations
about having to sign a consent form.

Providers agreed with patients that requiring written in-
formed consent made HIV different from testing for other
chronic diseases. In addition, the informed consent forms
represented a formidable and time-consuming logistical obsta-
cle. At one site, social workers conducted the consent process,
but were not located in the primary care clinic, making, the
providers said, the “whole situation so difficult, with the limited
amount of time we have.” Providers from the other site were
encouraged to use computer-based consent forms and signa-
ture pads intended to streamline the process, but these were
cumbersome in practice.

The second barrier to HIV testing was pre-test counseling, in
which providers discuss the process of HIV testing, the
potential implications of a positive test result and behaviors
that may put individuals at risk for HIV. Patients viewed pre-
test counseling as another process that rendered HIV excep-
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tional, and therefore preferred not to participate in it. They
noted that counseling would be likely to instill fear about HIV,
and may even prevent them from being tested. Equating HIV
once again with other chronic illnesses, patients said they
wished to talk in-depth about HIV with a provider only if a test
result were positive, at which time they would want informa-
tion about the implications of a positive result and how best to
manage the disease. For example, one patient, talking about
routine TB testing, stated:

“It was automatic that we’d get tested. I didn’t need an
explanation at the time of the testing. However, if it came
back positive, you’d best like some explanation”.

Providers viewed pre-test counseling as an obstacle to HIV
testing because it took up many “precious primary care
minutes.” One provider feared that talking with patients about
HIV testing in depth would lead to a flood of patient questions
and concerns, and yet others acknowledged the moral neces-
sity of discussing potential ramifications of a positive test.
Doing justice to such questions and concerns was viewed as
taking away time from accomplishing other important tasks
during clinical appointments.

Patients identified an additional barrier to getting tested—
the wait time between being tested and receiving the results.
Several patients stated that waiting for results made them
anxious and depressed, and when they considered being
tested again would delay the test. One patient even stated,
“I’d be swallowing tranquilizers while I’m waiting for the phone
to ring.” Providers did not discuss this aspect of testing.

Communicating About Routine Testing

Although patients suggested HIV testing be handled as routine
rather than unusual, they repeatedly stated that they wished
to be asked if they would like to have an HIV test, rather than
be told they were going to be tested or have it be done
automatically without discussion. One man, after saying he
would agree to be tested stated, “But I don’t think it should be
automatic. A lot of people might take umbrage at that.” Others
reported similar views, with statements such as:

“…as long as they use the word ‘should,’ and not ‘have
to.” (Patient)

“I’m not against it, absolutely not. But again I just don’t
want something else shoved down my throat.” (Patient)

Above all, patients desired the autonomy to be able to
choose and consent to be tested for HIV. Some patients
equated their wish for the autonomy to decide about testing
with their fundamental “civil liberties,” one stating that he
wanted a choice in order to “preserve as much of my freedom
as possible.”

Patients stated they would be more likely to agree to be
tested if providers communicated several key information
points when raising the topic. First, patients wanted to be
told, “We’re going to test everybody, everybody,” indicating the
goal of making the test not only routine, but also universal.

Patients indicated that they needed to be reassured they
were not being singled out to be tested based on clinical signs
of the disease. One patient stated:

“If he suggested he wanted to test me for AIDS, he must
have saw something in my crit [sic] counts or something
like that, that are fallen enough that he wanted to do the
research on me.” (Patient)

Thus, patients who were asymptomatic and had no appar-
ent risk factors wished to be told that HIV testing was being
suggested as a general policy, not because of suspected HIV
disease.

Patients found that learning that 25% of all HIV infected
patients are unaware of their status, in combination with the
test being ‘offered,’ would be influential in achieving testing
(note that this figure has changed to 21% since the time of the
focus groups). One man said it most succinctly:

I think any time you go see a doctor, it should be offered
to you. “Would you like it?” And this information should
be given to each patient, that a quarter of the people
don’t know they have it, and offer them, “Would you like
to have an HIV test because of this information?”
(Patient)

Providers similarly found that information from the CDC
materials about HIV testing would be helpful in talking with
patients, particularly the information noting that 25% of all
HIV infected patients are unaware of their status. Several
providers stated that they felt ill-prepared to raise the topic of
HIV testing with patients. One even said that some sort of
written script would be helpful. Others suggested that one way
to routinize testing would be to inform patients that they would
be tested for HIV just as they inform patients about blood tests
for other health conditions, such as thyroid disease or elevated
cholesterol. They argued that by making it completely matter-
of-fact, patients would be more likely to agree to being tested.
One provider stated that he would say the following to patients:

“I’m going to order a bunch of blood tests including
cholesterol, kidney function, liver function. One of the
tests that’s now recommended is that we also check for
HIV. I’m going to go ahead and order that.” (Provider)

Veterans may be Different

The fact that the patients were veterans of the US Armed
Forces is an important point that was raised by the patients
themselves. They contended that veterans as a group are more
likely than the general population to engage in unprotected sex
and use drugs and alcohol, putting them at higher risk of HIV
infection. Therefore, they said, veterans may be more open to
being tested than civilians. One man stated:

“I was tested when I was in California the first time in ’95
when I was in the Marine Corps. And, you know, I was
nervous then, just because, you know, we had had
unprotected sex with, you know, a female, and it was a
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bunch of us and it was just crazy…. It was just really
reckless.” (Patient)

Another man stated:

“I think, you know, the veterans and stuff [who’s] been
around the lower side of life a little bit, could accept it
more than somebody that goes to the Calvary Baptist
Church every week.” (Others laugh.) (Patient)

Although this man recognized that “being on the lower side
of life,” leads to a higher risk for HIV, the idea that anyone
could become infected remained salient to him. Thus, he
advocated for routine testing. Providers did not comment on
the uniqueness of the veteran population regarding HIV risk.

DISCUSSION

Under rapidly changing accepted HIV testing recommenda-
tions, providers may take different approaches to discussing
testing with patients. The CDC-recommended ‘opt-out’ ap-
proach to routine HIV testing is a dramatic change from typical
past practices20. At present, there is no clear consensus on
exactly how providers should present ‘opt-out’ testing to
patients, and no other studies have examined patient perspec-
tives on routine testing. Patients and providers in our study
expressed clear perspectives about how to best achieve routine
testing. Our findings have implications for implementing the
new CDC recommendations, supporting routine testing of all
adults, eliminating written informed consent and reducing the
time burden of HIV testing by eliminating extensive pre-test
counseling.

We found that patients were open to being tested and
supportive of testing as a routine aspect of regular care,
similar to others’ findings that hospitalized patients responded
positively to an unsolicited HIV test10. However, our findings
highlight veterans’ wishes to be tested only after being given
information to make an independent decision and provide
verbal consent for testing. This is important for providers to
note, especially as some of our providers, in line with the CDC
‘opt-out’ guideline, recommended informing the patient they
would order an HIV test unless it was actively refused.

The concomitant perspective that both routine testing and this
more ‘opt-in’ scenario are desirable for patients is understand-
able given the stigma associated with HIV disease21–23. Although
HIV is less stigmatized than in the past, patients remain
concerned about the confidentiality of testing and results.
Previous research shows that providers can effectively commu-
nicate and request routine testing with at-risk individuals,
contributing to destigmatization of the disease24. To conduct
HIV testing in a patient-centered manner, we must consider
patients’ concerns alongside those of the medical and public
health communities.

Barriers to testing noted by our providers, including con-
cern about the patient-provider relationship, time constraints
and the consent process, have all been noted by other studies
in a variety of settings25. Like most primary care providers, the
providers in our study felt constrained by time limits imposed

on them for clinical appointments, and adding routine HIV
testing to their responsibilities seemed onerous. Easing
requirements for pre-test counseling and written consent
should result in reduced provider burden. Providers can be
patient-centered in ordering this sensitive test by offering the
test to patients, reassuring patients that HIV testing is now
routine for all adults, stating that patients are not exhibiting
clinical signs of HIV, providing some basic information about
HIV and asking patients if they would like to be tested.

Based on these findings, we developed the 6 R’s for routine
testing—six steps for providers to use in patient-centered
discussions of HIV testing: (1) Raise the topic of HIV testing;
(2) Reassure the patient that he/she is not showing clinical
signs of the disease; (3) provide Rationale that many patients
infected with HIV are not aware of their status; (4) Respond to
any questions that the patient may have about HIV disease; (5)
Request permission to order the test; (6) tell the patient when
he/she can expect to get the Results. A sample script for using
the 6 R’s is provided in Table 2.

There are several limitations to our study. We conducted our
study at only two VAs; patients and providers from other regions
in theUSmayhave different views not expressed here. All veteran
patients enrolled in the focus groups were men, and womenmay
have different perspectives about routine HIV testing10. As noted
by the veterans themselves, veterans may be different from the
civilian population. In addition, other studies have identified the
costs of HIV testing and funding for HIV treatment as barriers to
testing8. In the VA, cost is not a barrier because HIV testing and
treatments are covered fully for most HIV-positive veterans or
require minimal out-of-pocket expense. Approximately half of
patients who were eligible were unable to participate in our focus
groups due to scheduling constraints. Nonparticipating indivi-
duals may have different views. We also had a limited number of
providers who participated in the focus groups, meaning that we
may not have fully appreciated the range of perspectives of the
providers at these sites. Finally, providers who choose to work
within the VA system may differ in their perspectives about care
for vulnerable patients from primary care providers elsewhere.

Using the 6 R’s, we propose, may help providers discuss HIV
testing with their patients, and make patients comfortable with
being testing for HIV disease. In contrast to ‘opt-out’ testing,
this communication strategy may alleviate the risk of patients’
being tested without their knowledge, which could put them at
additional psychological and social risk if they are positive.

Future research is needed to fully explore implementation of
routine testing guidelines, examining both an opt-out ap-

Table 2. Sample Script for Using the 6 R’s for Routine Testing

Raise “We are now offering to test everybody for HIV just as we
test for other things like diabetes or heart disease,
through a simple blood test”

Reassure “There’s nothing I know about you or your health that
makes me think you might have HIV”

Rationale “It is possible to have HIV for a long time without knowing
it. Of the people who have HIV as many as 25% of them
don’t know they have it”

Respond “Lots of people have questions about HIV disease or getting
tested. What questions do you have for me?”

Request “Given what we’ve discussed, would you like me to test you
for HIV along with your other blood tests today?”

Results “It takes about 2 weeks for the results to come back.
Waiting for the results can make people nervous. We will
contact you as soon as we receive the results”
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proach as proposed by CDC and the more patient-centered
approach proposed here. Such research should examine the
impact of these communication approaches on HIV testing
rates, the impact on the patient-provider relationship and the
cost-effectiveness of each approach.

Increasing the number of patients tested for HIV in the US is
a high priority, to achieve earlier detection, earlier treatment
and earlier secondary prevention through education about HIV
transmission 26. However, the ultimate goal of early detection
is to transition newly positive patients into care smoothly and
rapidly. If routine HIV testing is achieved at the cost of
weakening veterans’ trust in the health-care system, this
could lead patients to delay returning for test results, or it
could lead to delayed transition into care after testing.

Putting an end to the ‘exceptionalism’ of HIV requires an
ongoing effort to routinize and destigmatize HIV testing and
the disease itself 20. In the hands of some doctors, a brief script
in which HIV is embedded in a list of other needed blood tests
may stifle opportunities for question-asking and fall short of
standards for patient-centered communication. A patient-
centered approach to streamlined HIV test discussion may
improve the likelihood that patients accept testing and even-
tually lead to fully routine HIV testing in primary care.
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PREDICTORS OF MEDICATION ADHERENCE FOR AFRICAN AMERICAN PATIENTS

DIAGNOSED WITH HYPERTENSION

Julia Braverman, PhD; Julien Dedier, MD, MPHBackground: The prevalence, morbidity and

mortality of hypertension are strikingly higher for

African Americans than for Whites. Poor adher-

ence to theantihypertensivemedicationregimen

is a major cause of inadequate blood pressure

control. In this study, we assess the relationship of

antihypertensivemedicationadherence to socio-

demographic, clinical and cognitive characteris-

tics of urban African American adults.

Method: Data were drawn from a larger

randomized controlled trial assessing the effect

of a behavioral intervention to improve medica-

tion adherence and blood pressure control

among hypertensive African American patients

followed in an urban primary care network.

Medication adherence was assessed at baseline

using the Medication Event Monitoring System

(MEMS) – a method regarded as the gold

standard for assessing medication adherence in

clinical research. Information on potential corre-

lates of medication adherence (sociodemo-

graphic, clinical and cognitive) was obtained at

baseline by computer-assisted interview. We

assessed the cross sectional association of these

factors to medication adherence in baseline data.

Results: Medication adherence was signifi-

cantly associated with systolic blood pressure

(r5.253, P,.04) and self-reported medication

adherence (r5.285, P,.03). The relationship

of education to medication adherence varied

significantly by sex (P,.05 for interaction).

Specifically, lower educational attainment was

related to higher adherence among men, but

lower adherence among women.

Conclusion: Identifying correlates of low anti-

hypertensive medication adherence and their

interactions, as in this study, will help health

providers to better recognize patients at higher

risk for worse hypertension-related outcomes.

This knowledge can also inform interventions

which target a higher-risk subset of hypertensive

patients. (Ethn Dis. 2009;19:396–400)

Key Words: Hypertension, Medication Ad-

herence, African Americans, Urban Population

INTRODUCTION

In the United States, hypertension is

30%–50% more prevalent in African

Americans than Whites1 and accounts

for half of the excess cardiovascular

mortality observed in African Americans

vs Whites.2 Of those diagnosed with

hypertension, African Americans have

lower rates of blood pressure (BP)

control than Whites, and this disparity

has increased over time.3 Poor adher-

ence to prescribed antihypertensive

medications contributes significantly to

lower rates of BP control and, among

modifiable risk factors, increasing such

adherence is considered to have the

greatest potential to improve BP con-

trol.4 Further, studies suggest that as a

group African Americans may have

lower adherence to the antihypertensive

medication regimen than Whites5–6 and

may benefit substantially from interven-

tions to promote adherence to the BP

medication regimen.

Unfortunately, physicians are gener-

ally not good at identifying poor

medication adherence among their Af-

rican American patients. In a study of

young, urban, hypertensive, African

Americans, primary care providers were

unable to identify poor medication

adherence 60% of the time.7 Knowl-

edge of the correlates of poor medica-

tion adherence would help physicians

and health educators to identify patients

at risk for poorer BP-related health

outcomes. This knowledge is also a first

step toward developing interventions to

improve antihypertensive medication

adherence among African Americans.

In this study, we assess the relation-
ship of antihypertensive medication
adherence to sociodemographic, clinical
and cognitive characteristics of urban
African American adults.

METHOD

Participants
This study was part of a larger

randomized control trial of a tele-
phone-based behavioral intervention to
improve medication adherence, physical
activity and dietary behaviors among
hypertensive, urban, African American
adults of low socioeconomic status. We
present results of a cross sectional
analysis using baseline data.

Participants were drawn from the
primary care practices of a large urban
teaching hospital, and four of its
affiliated neighborhood health centers.
Eligibility criteria were as follows: 1) a
physician diagnosis of hypertension; 2)
being at least 35 years old; 3) being
non-adherent to dietary recommenda-
tions for hypertension; 4) having an
active prescription for at least one
antihypertensive medication; 5) having
two elevated clinic blood pressure
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Medical Center (JD).
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readings ($140/90 or $135/85 if
diabetic) within the proceeding 6

months; 6) non-adherence to physical

activity recommendations; 7) non-ad-

herence to dietary recommendations for
hypertension; 8) the ability to under-

stand spoken English; 9) regular access

to a telephone; and 10) self-reported

African American race/ethnicity.

Procedure
The electronic health record (EHR)

was used to identify individuals who

satisfied the first four eligibility criteria.

Apparent race/ethnicity, also captured

in the EHR, was used as an initial
proxy for African American race/eth-

nicity. Next, each participating primary

care provider was shown a list of

potentially eligible patients and asked

to remove anyone who did not meet
eligibility criteria. Study personnel then

contacted the remaining patients by

telephone to establish eligibility. Five

weeks later, a research assistant went to
the subject’s home to confirm eligibil-

ity, obtain written informed consent,

and to place Medication Event Moni-

toring System (MEMS) caps on up to 3

antihypertensive medication pill bot-
tles. MEMS caps contain a micropro-

cessor that records the time and date

that a patient opens the pill bottle to

obtain a dose of medication. Such

electronic monitoring devices are con-
sidered the gold standard for assessing

rates of medication adherence in clin-

ical research.8 During the next home

visit 6 weeks to one year later, a
research assistant downloaded MEMS

caps adherence data and collected

baseline data on all other variables used

in this analysis. The Boston Medical

Center institutional review board ap-
proved the study.

Measures

Medication adherence
Medication adherence was viewed as

the dependent variable in these analyses,

and was measured using MEMS caps

applied to up to 3 BP medication

bottles as described above. Because the

duration between placing the caps and

uploading data varied, by patient, from

6 weeks to 1 year, we used data from a

middle 30-day period in the analyses.

Powerview communication software

(Aardex Corporation, Union City,

CA) was used to read and download

adherence data from each MEMS cap.

For each medication, we calculated the

percentage of prescribed doses taken

each day during the 30-day period. We

then averaged this number over all 30

days to determine the average percent-

age of prescribed doses taken per day.

For participants who had more than one

monitored medication, we averaged this

value across all medications. As a second

measure of medication adherence, we

calculated the average percentage of

days the monitored medication was

taken as prescribed. Therefore, we had

two summary measures of medication

adherence for each subject.

Candidate correlating variables
A list of potential correlates of poor

medication adherence was derived from

the literature9 and supplemented by

clinical opinion. As noted above, infor-

mation on each of these factors was

obtained by trained research assistants at

the second home visit via computer-

assisted personal interviews.

The participants’ subjective financial

status was assessed by asking them to

classify their current financial situation

as: 1) comfortable, with enough money

for extras; 2) enough to pay the

necessary bills without cutting back,

but not extras; 3) enough to pay the

bills, but have had to cut back; or 4)

cannot pay some bills no matter how

hard I try.

Household income was assessed by

asking participants to approximate their

household income in the previous year

as: ,$10,000; $10,000 to $20,000;

$20,001 to $30,000; $30,001 to

$40,000; $40,001 to $50,000; or

.$50,000.

Employment type was assessed by

asking the participants to indicate if they

were employed and, if so, whether full-

or part-time. If unemployed, participants

could indicate if they were disabled,

retired, a student or a homemaker.

Insurance type was assessed using

the question, ‘‘How do you cover your

health care costs?’’ Possible responses

were: Medicare/Medicaid, self-insured,

employer-paid, veteran’s benefits, free

care, or other.

Self-efficacy for taking medication

was assessed using a 51-item measure

consisting of all 43 candidate items

tested by Ogedegbe et al,10 and 8

additional experimental items. On a

scale from 1 to 5, participants rated how

confident they were that they could take

their blood pressure medication as

prescribed under certain adverse condi-

tions, such as: when you are busy at

home, when you are tired, or in the

presence of people other than relatives

or friends. Individual item scores were

summed to create an overall score for

each subject ranging from 51 (low self-

efficacy) to 255 (maximal self-efficacy).

We assessed self-reported medication

adherence using the 7-item version of the

Morisky survey, a validated measure of

adherence to medication regimens.11

Each response tail contained 2 to 5

possible options and was scored from 1

to 5. Individual item scores were

summed to create an overall score for

each subject ranging from 7 (poor

adherence) to 17 (maximum adherence).

This total score was used in the analyses.

Physician support was assessed using

the single item, ‘‘How much encourage-

ment for taking your hypertension med-

ication as prescribed do you get from your

doctor?’’ scored on a 5-point Likert scale.

Family support was assessed using a

similar item, ‘‘How much encourage-

ment for taking your hypertension

medication as prescribed do you get

from your friends and family?’’

In addition, every subject was asked

to select 3 values of personal importance

from a list of 12 including responsibil-
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ity, independence, God’s will, physical

strength, etc.

Statistical Analysis
The following were coded as cate-

gorical variables in the analyses: sex,

financial status (4 groups, as above),

living alone or not, insurance and

employment types, diabetes status (Y/

N), history of stroke (Y/N), medication

class (beta blocker, diuretic or calcium

channel blocker), and personal values.

The following were coded as continuous

variables in the analyses: education, self-

reported income, blood pressure, num-

ber of prescribed medications, weight,

self-efficacy for taking medication, and

level of physician and family support.

Frequencies were calculated for categor-

ical variables, and means and standard

errors for continuous variables. We

conducted a Pearson correlation and a

curve analysis for all continuous vari-

ables with MEMS-derived medication

adherence to identify possible linear and

non-linear correlates of medication

adherence. For binary categorical vari-

ables, we conducted t tests to assess their

relation to medication adherence. For

those with 3 or more categories we

performed a one-way ANOVA. We

used a two-way ANOVA to test for

interaction effects of 2 or more categor-

ical variables on medication adherence.

RESULTS

MEMS data were collected for all

337 randomized participants in the

larger clinical trial as described above.

However, we report findings on the 70

participants’ baseline MEMS data avail-

able for analysis. Table 1 shows the

baseline characteristics of these 70

participants and of all participants

enrolled in the larger clinical trial. The

2 groups are comparable across the

variables shown and, therefore, are also

likely to have had similar baseline levels

of medication adherence. Twenty-seven

(39%) participants took one antihyper-

tensive medicine, 21 (30%) took two,

and 22 (31%) participants took three.

The two MEMS-derived measures of

overall adherence were highly correlated

with each other (ie, the mean percentage

of prescribed doses taken per day and the

mean percentage of days taken as

prescribed, r5.94, P,.001). For this

reason, we used only the latter measure as

the dependent variable in subsequent

analyses. Mean medication adherence

was 71.6%, median582.3%, sd526%.

Table 2 shows the correlation be-

tween MEMS-derived medication ad-

herence and selected study variables.

Medication adherence was significantly

correlated with systolic blood pressure

(r5.253, P,.04) and self-reported med-

ication adherence (r5.285, P,.03). It

was marginally correlated with self-

efficacy for medication adherence

(r5.198, P,.09). No curve fit analysis

resulted in significant results.

There was no significant difference

in adherence between males and fe-

males, however, there were strong

interactions between: 1) sex and educa-

tion (Figure 1), and 2) sex and whether

or not the individual lived alone

(Figure 2). With respect to education,

when education was coded as high

school and above or below high school,

females with a less than high school

education were less adherent (61%)

than females with more formal educa-

tion (74%). The opposite pattern was

observed for males as those with lower

education were more adherent than

Table 1. Baseline characteristics of study participants

Current sample
(N=70)

Sample for the larger RCT
(N=337)

Age in years (mean6SE) 58611 56.5
Males 21 (30%) 100 (30%)
Full-time or part-time employment 27 (39%) 132 (39%)
Education (years) 12.2 12.1
History of stroke 6 (8%) 25 (7.5%)
Diabetic 31 (44%) 129 (38%)
Systolic BP 131617 131.2
Diastolic BP 80610 80.6

Mean annual household income

,10 K 9 (27%) 122 (36%)
10–20 K 21 (30%) 85 (25%)
21–30 K 10 (14%) 48 (14%)
31–40 K 4 (6%) 23 (7%)
41–50 K 3 (4%) 9 (3%)
.50 K 3 (4%) 17 (5%)
Non reporters 10 (14%) 33 (10%)

# with medication insurance benefit 68 (97%) 333 (99%)

Number of BP medications

1 39% 36%
2 30% 37%
3 31% 27%

Table 2. Significant and marginally significant correlations between MEMS-derived
medication adherence and other variables

Variable r Significance level

Systolic blood pressure .253 P,.04
Self-efficacy .285 P,.03
Self-reported medication adherence .198 P,.09
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those with higher education (91% vs.
72%, respectively; F [1, 47]54.244;

P,.05). (Figure 1).

The interaction between sex and

whether or not the individual lived
alone approached marginal statistical

significance (F [1,66]53.38, P,.08).
Of the 70 subjects, 31 lived alone and

39 lived with someone else. Females
who lived alone were more adherent

(74%) than females who lived with
someone else (65%); whereas, males

who lived alone were less adherent
(69%) than males who lived with

someone else (86%) (Figure 2).

We assessed for confounding of the

interaction effects described above. We
were particularly interested in the effects

of per capita income and age as these two
variables are intuitively related to educa-

tion, sex and to whether or not one lives
alone.

Correlation analysis did not demon-
strate any relation between age and

medication adherence. However, it was
found that people who lived alone were

older (65 vs 54, P,.01). No significant

interactions between age, sex and living

alone were found.

The per capita income was obtained

by dividing the upper limit of the

houshold income category by the num-

ber of people in the houshold. Not

surprisingly, females’ self-reported in-

come was lower than males’ ($10.6 K vs

$18.4 K, P,.001). No effect of income

on medication adherence was found,

either by itself or in an interaction with

other variables.

A separate one-way ANOVA test and

a single multiway ANOVA were con-

ducted to determine if adherence was

related to insurance type, actual income

or participants’ perceived financial status.

No test reached statistical significance or

showed a promising trend. This may be

explained by the fact that all but 2

subjects reported that their insurance

covered the cost of medications.

DISCUSSION

The purpose of this study was to

identify correlates of medication adher-

ence among urban, hypertensive, African

American adults of low socioeconomic

status. Unlike most other studies of

medication adherence in this population,

we assessed adherence using MEMS

technology which is considered a more

objective and rigorous assessment ap-

proach than self-report alone. We ob-

served a mean adherence rate of 71.6%

in our sample, which is similar to that of

other studies in similar socio-demo-

graphic populations. We also observed

a trend between self-efficacy for medica-

tion taking and actual medication ad-

herence which is consistent with prior

research.9,10

A novel finding is the interaction

observed between education and medi-

cation adherence by sex. While the least

educated females tended to demonstrate

the lowest adherence, the least educated

males demonstrated the highest adher-

ence, on average. Similarly, high school

and above education was associated with
relatively high adherence among wom-
en, but only moderate to low adherence
among men. A potential explanation for
this finding is that women with lower
education are more likely than more
educated women to be preoccupied
with children and families. Indeed, the
literature does suggest that caring for
dependents is associated with lower
medication adherence. 9 This being the
case, one might expect to find a direct
correlation between education and em-
ployment status, and between employ-
ment status and medication adherence.
No such relation was found.

The moderating effect of education
on medication adherence observed in
our study may also parallel the effect of
general IQ on behavior change de-
scribed in McGuire’s Informational
Processing Theory.12 This model states
two factors must be present in order for
someone to comply with a request or
agree with a message: 1) reception (ie,
understanding of the message), and 2)
yielding (ie, accepting of the message).
People with a higher IQ or level of
education typically understand the mes-
sage better than those with a lower IQ
or educational level. However, they are
also more likely to mount counterargu-
ments and to display resistance to the
request or message. This tendency
toward resistance is also higher among
people with higher self-esteem.13 In our
study sample, one can argue that the
males with higher educational attain-
ment possessed higher self-esteem14 and
were, therefore, less adherent to their

Figure 1. Effects of sex and education
level on medication adherence.

Figure 2. Effects of sex and living
alone or not on medication adherence.

While the least educated

females tended to demonstrate

the lowest adherence, the least

educated males demonstrated

the highest adherence, on

average.
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medication regimen on that basis. On
the other hand, educational attainment
has less influence on women’s level of
self-esteem. This is because women’s
self-esteem is shown to be more influ-
enced by emotional factors (eg, rela-
tional harmony) rather than by achieve-
ment.14,15 Therefore, for the women in
our sample higher educational attain-
ment may have increased understanding
of the message about improving medi-
cation adherence without increasing
resistance to that message.

We also noted a marginal interac-
tion of sex, and whether one lived alone,
on medication adherence. Specifically,
women who lived alone were more
adherent than women who lived with
someone else (presumably, a family
member), whereas, men who lived alone
were less adherent than men who lived
with someone else. As argued above,
females who live with others may invest
in meeting the needs of their depen-
dents such that their own medication
adherence suffers. Conversely, medica-
tion adherence among men who have a
live-in partner would be expected to
improve, as was observed in this study.

Although electronic monitoring sys-
tems such as the one used in this study
are considered to be the most reliable
measure of drug adherence, their use
may potentially increase adherence by
the so-called Hawthorne effect.16 This
effect is strongest during the initial
period of monitoring, but wanes over
time. 17 In this study we used a middle
30-day period of MEMS data, rather
than an earlier period, to calculate
medication adherence. We believe this
approach mitigates the influence of
MEMS monitoring on actual medica-
tion adherence. Moreover, the adher-
ence rate reported in our study is similar
to rates reported in studies of medica-
tion adherence that did not use elec-
tronic monitoring systems.9 In addition,
the 70 participants in our study were
similar to those in the larger random-
ized trial across a range of characteris-

tics. These facts argue against the
presence of significant monitoring or

selection bias in the medication adher-

ence rates we observed.

Multiple factors that influence pa-

tient adherence to prescribed therapies

have been described. These include
quality of life, complexity and side

effects of medications, health care

system issues, demographic, behavioral,
treatment and clinical variables, lack of

knowledge regarding hypertension, to

name only a few.9 Although these

factors are variably important when
considered in isolation, our findings

highlight the need to consider how

individual risk factors for poor medica-
tion adherence interact to increase or

reduce the likelihood of medication

non-adherence. Identifying correlates
of low antihypertensive medication

adherence will help healthcare providers

to better recognize patients at higher
risk for poor adherence and worse

hypertension-related outcomes. A

knowledge of these risk factors will also

inform the development of interven-
tions which target a higher-risk subset of

hypertensive patients.
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Guide to Community Preventive Services

he Effectiveness of Limiting Alcohol Outlet Density
s a Means of Reducing Excessive Alcohol
onsumption and Alcohol-Related Harms

arla Alexia Campbell, MHSc, Robert A. Hahn, PhD, MPH, Randy Elder, PhD, Robert Brewer, MD, MSPH,
ajal Chattopadhyay, PhD, Jonathan Fielding, MD, MPH, MBA, Timothy S. Naimi, MD, MPH,
raci Toomey, PhD, Briana Lawrence, MPH, Jennifer Cook Middleton, PhD, the Task Force on Community
reventive Services

bstract: The density of alcohol outlets in communities may be regulated to reduce excessive alcohol
consumption and related harms. Studies directly assessing the control of outlet density as
a means of controlling excessive alcohol consumption and related harms do not exist, but
assessments of related phenomena are indicative. To assess the effects of outlet density on
alcohol-related harms, primary evidence was used from interrupted time–series studies of
outlet density; studies of the privatization of alcohol sales, alcohol bans, and changes in
license arrangements—all of which affected outlet density. Most of the studies included in
this review found that greater outlet density is associated with increased alcohol consump-
tion and related harms, including medical harms, injury, crime, and violence. Primary
evidence was supported by secondary evidence from correlational studies. The regulation
of alcohol outlet density may be a useful public health tool for the reduction of excessive
alcohol consumption and related harms.
(Am J Prev Med 2009;37(6):556–569) Published by Elsevier Inc. on behalf of American Journal of
Preventive Medicine
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xcessive alcohol consumption, including both
binge drinking and heavy average daily alcohol
consumption, is responsible for approximately

9,000 deaths per year in the U.S., making it the
hird-leading cause of preventable death in the nation.1

pproximately 29% of adult drinkers (�18 years) in
he U.S. report binge drinking (five or more drinks on
ne or more occasions for men and four or more
rinks for women) in the past 30 days, as do 67% of
igh school students who drink.2,3 The direct and

ndirect costs of excessive alcohol consumption in 1998
ere $184.6 billion.4 The reduction of excessive alcohol
onsumption is thus a matter of major public health
nd economic interest.

rom the Community Guide Branch of the National Center for
ealth Marketing (Campbell, Hahn, Elder, Chattopadhyay, Law-

ence, Middleton); National Center for Chronic Disease Prevention
nd Health Promotion (Brewer, Naimi), CDC, Atlanta, Georgia; Los
ngeles County Department of Health Services (Fielding), Los
ngeles, California; and University of Minnesota School of Public
ealth (Toomey), Minneapolis, Minnesota
Address correspondence and reprint requests to: Robert A. Hahn,

hD, MPH, Community Guide Branch, Division of Health Commu-
ication and Marketing, Centers for Disease Control and Prevention,
o
770 Buford Highway, Mailstop E-69, Atlanta GA 30333. E-mail:
hahn@cdc.gov.

56 Am J Prev Med 2009;37(6)
Published by Elsevier Inc. on behalf of American Journal of
The density of retail alcohol outlets is often regulated
o reduce excessive alcohol consumption and related
arms. Alcoholic beverage outlet density refers to the
umber of physical locations in which alcoholic bever-
ges are available for purchase either per area or per
opulation. An outlet is a setting in which alcohol may
e sold legally for either on-premises or off-premises
onsumption. On-premises settings may include restau-
ants, bars, and ballparks; off-premises settings may
nclude grocery and convenience stores as well as liquor
tores. In 2005, the most recent year for which data are
vailable, there were more than 600,000 licensed retail
lcohol outlets in the U.S., or 2.7 outlets per 1000
opulation aged �18 years.5 The number of outlets per
apita in states with state-owned retail outlets varied
rom a low of 0.48 per 1000 residents in Mississippi to a
igh of 7.25 per 1000 in Iowa.5

Alcohol outlet density is typically controlled by states.
nder state jurisdiction, outlet density may be regu-

ated at the local level through licensing and zoning
egulations, including restrictions on the use and de-
elopment of land.6 This regulation may be proactive as
art of a community development plan, or in response
o specific issues or concerns raised by community
eaders. However, local control can be limited by state
re-emption laws, in which state governments explicitly

r implicitly curtail the ability of local authorities to

0749-3797/09/$–see front matter
Preventive Medicine doi:10.1016/j.amepre.2009.09.028
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egulate outlet expansion.7 Thus, both state and local
olicies need to be considered when assessing factors
hat affect outlet density.

The WHO has published a review that identifies
utlet density control as an effective method for reduc-

ng alcohol-related harms.8 Similarly, in 1999, the Sub-
tance Abuse and Mental Health Services Administra-
ion’s Center for Substance Abuse Prevention review
oncluded that there was a “medium” level of evidence
upporting the use of outlet density control as a means
f controlling alcohol-related harms.9 In addition, sev-
ral organizations have advocated the use of outlet
ensity regulation for the reduction of alcohol con-
umption and alcohol-related harms. These include the
uropean Union (in their 2000–2005 Alcohol Action
lan)10 and the WHO Western Pacific Region.11 The
riteria used in the WHO report are not specified and
ay be expert opinion rather than systematic assess-
ent of the characteristics of available studies. The

AMHSA review uses specified characteristics of in-
luded studies in drawing conclusions; however, the
tudies included are not up to date. In the present
ynthesis, 14 of the studies reviewed were published
fter 2000. Finally, a recent review by Livingston et
l.12 presents useful conceptual hypotheses and notes
he importance of outlet “bunching”—which the
eam referred to as “clustering”— density at a more

icro level.
Further, the present review assesses whether inter-

entions limiting alcohol outlet density satisfy explicit
riteria for intervention effectiveness of the Guide to
ommunity Preventive Services (Community Guide), and
ssesses studies available as of November 2006. In
ddition, unlike any of the prior documents, the
resent review considers evidence from assessments
f policies that are not explicitly considered density-
elated but that have direct effects on outlet density
i.e., privatization, liquor by the drink, and bans). If
ffective, policies limiting alcohol outlet density might
ddress several national health objectives related to
ubstance abuse prevention that are specified in Healthy
eople 2010.13

uide to Community Preventive Services

he systematic review described in this report repre-
ents the work of CDC staff and collaborators on behalf
f the independent, nonfederal Task Force on Com-
unity Preventive Services (Task Force). The Task

orce is developing the Community Guide with the
upport of the USDHHS in collaboration with public
nd private partners. The book The Guide to Community
reventive Services. What Works to Promote Health? presents
he background and the methods used in developing

he Community Guide.14 m

ecember 2009
ethods

he methods of the Community Guide review process15,16 were
sed to assess whether the control of alcohol outlet density is
n effective means of reducing excessive alcohol consump-
ion and related harms. In brief, this process involves
orming a systematic review development team (the team);
eveloping a conceptual approach to organizing, group-

ng, and selecting interventions; selecting interventions to
valuate; searching for and retrieving available research evi-
ence on the effects of those interventions; assessing the
uality of and abstracting information from each study that
eets inclusion criteria; drawing conclusions about the body

f evidence of effectiveness; and translating the evidence on
ntervention effectiveness into recommendations. Evidence is
ollected on positive or negative effects of the intervention on
ther health and nonhealth outcomes. When an intervention

s shown to be effective, information is also included about
he applicability of evidence (i.e., the extent to which available
ffectiveness data might generalize to diverse population seg-
ents and settings), the economic impact of the intervention,

nd barriers to implementation. The results of this review
rocess are then presented to the Task Force on Community
reventive Services (Task Force), an independent scientific
eview board from outside the federal government, which
onsiders the evidence on intervention effectiveness and
etermines whether the evidence is sufficient to warrant a
ecommendation.15

onceptual Approach and Analytic Framework

utlet density is hypothesized to affect excessive alcohol
onsumption and related harms by changing physical access
o alcohol (i.e., either increasing or decreasing proximity to
lcohol retailers), thus changing the distance that drinkers
eed to travel to obtain alcohol or to return home after
rinking. Increases in the density of on-premises outlets can
lso alter social aggregation, which may adversely affect those
ho are or who have been drinking excessively, leading to
ggressive or violent behavior (Figure 1). With alcoholic
everages acquired in off-premises settings, the consumption
ore often occurs at the purchaser’s home, and excessive

onsumption may be associated with domestic violence and
uicidal behavior.

Decreases in off-premises or on-premises alcohol outlets, or
oth, are expected to decrease access to alcoholic beverages
y increasing the distance to alcohol outlets, increasing
lcohol prices, reducing exposure to on-premises alcohol
arketing, and potentially by changing social norms around

rinking, thereby decreasing excessive alcohol consumption
nd related harms. Decreases in outlet density are expected
o decrease social aggregation in and around on- and off-
remises alcohol outlets which, in turn, may decrease aggres-
ive behavior potentially exacerbated by alcohol consump-
ion.17 Finally, decreased density increases distances traveled
o and from alcohol outlets, thus increasing the potential for
lcohol-related crashes. However, this potential harm could
e mitigated by decreased alcohol consumption and hence
ecreased alcohol-impaired driving.18,19 Thus, the expected
ffect of outlet density on motor-vehicle crashes may be
ixed.20

The effect that density has on consumption and harms

ay be further influenced by at least seven characteristics

Am J Prev Med 2009;37(6) 557
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f retail alcohol outlets and the communities in which they
re located: (1) outlet size (i.e., the physical size of the
etail premises or the volume of its sales); (2) clustering
i.e., the level of aggregation of outlets within a given
rea); (3) location (i.e., the proximity of alcohol retail sites
o places of concern, such as schools or places of worship);
4) neighboring environmental factors (e.g., demograph-
cs of the community and the degree of isolation of a
ommunity); (5) the size of the community (which may affect
ccess to other retail sites); (6) the type and number of
lcohol outlets (e.g., bar, restaurant, liquor store, grocery
tore) in a community may also influence whether and how
utlet density affects drinking behavior21; and (7) alcohol
utlets may be associated with illegal activities, such as drug
buse, which may also contribute to public health harms. As
ith other policies and regulations, the effects of regulations
ffecting outlet density may depend on the degree to which
he policies are implemented and enforced.

There are several challenges to directly evaluating the
ffectiveness of local policies in changing outlet density on
lcohol consumption and related harms. Direct studies of the
ffects of policies changing density on alcohol-related public
ealth outcomes have not been conducted. Policy changes

igure 1. Analytic framework showing the hypothesized effec
nd related harms
ay occur in small communities in which documentation and i

58 American Journal of Preventive Medicine, Volume 37, Num
ata may be unavailable and where the number of retail
lcohol outlets, alcohol-related outcomes, or both may be
mall; thereby it may be difficult to assess the relationship
etween outlet density and excessive alcohol consumption
nd related harms. Further, the effects of policy decisions on
utlet density may be gradual. Other changes in alcohol
ontrol policies (e.g., enhanced enforcement of the mini-
um legal drinking age) may occur simultaneously, making it

ifficult to isolate the effect of changes in outlet density on
rinking behavior.
The team used both primary and secondary scientific

vidence to help address these challenges and to comprehen-
ively assess the impact of changes in alcohol outlet density on
xcessive alcohol consumption. Primary evidence included
tudies comparing alcohol-related outcomes before and after

density-related change. In this category were (1) studies
ssessing the impact of privatizing alcohol sales—commonly
ssociated with increases in density; (2) studies assessing the
mpact of bans on alcohol sales—associated with decreases in
ensity; and (3) studies of other alcohol licensing policies
hat directly affect outlet density (e.g., the sale of liquor by the
rink). Time–series studies (i.e., studies in which the association
etween changes in outlet density and alcohol-related outcomes

changes in outlet density on excessive alcohol consumption
ts of
s assessed over time) were also used to provide primary evidence

ber 6 www.ajpm-online.net
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f intervention effectiveness, even when the cause of the ob-
erved change in outlet density was unknown. The team did not
nclude studies of strikes in the production or distribution of
lcoholic beverages or studies of interventions among college
opulations. Secondary evidence included cross-sectional stud-

es, which do not allow the inference of causality.

nclusion and Exclusion Criteria

o be included in this review, studies had to meet the
ollowing criteria: First, they had to evaluate changes in outlet
ensity or policy changes that clearly resulted in changes in
utlet density. Studies of policy changes (e.g., privatization or
he legalization of liquor by the drink) had to provide
vidence that there was a corresponding change in alcohol
utlet density. Second, studies had to be conducted in
igh-income nations,a,22 be primary research (rather than a
eview of other research), and be published in English. Third,
tudies had to report outcome measures indicative of exces-
ive alcohol consumption or related harms. Direct measures
hat had the strongest association with excessive alcohol
onsumption included binge drinking, heavy drinking, liver
irrhosis mortality, alcohol-related medical admissions, and
lcohol-related motor-vehicle crashes, particularly single-
ehicle nighttime crashes, which are widely used to indicate
otor-vehicle crashes due to drinking and driving.23 Less

irect measures included per capita ethanol consumption,
hich is a well-recognized proxy for the prevalence of heavy
rinkers in a population8,24; unintentional injuries; suicide;
nd crime, such as homicide and aggravated assault. In most
tudies included in this review, consumption is measured by
ales data; the team referred to this measure as “consump-
ion” and note the exceptional study in which self-reported
onsumption is directly assessed. Fourth, studies had to be
ublished in a peer-reviewed journal or in a government
eport. Reports not published or published by private orga-
izations were not included.

earch for Evidence

he following databases were searched from inception up
o November 2006 to identify studies assessing the impact
f changes in alcohol outlet density and other review
opics: EconLit, PsycINFO, Sociological Abstracts, MEDLINE,
MBASE, and EtOH (no longer available after 2003). The
earch yielded 6442 articles, books, and conference abstracts,
f which 5645 were unique. After screening titles and ab-
tracts, 251 papers and articles and 17 books were retrieved
pecifically related to outlet density; five articles could not be
etrieved. After assessing quality of execution and design
uitability (see below), 88 articles or books were included in
he review. The actual number of studies that qualified for the

World Bank High-Income Economies (as of May 5, 2009): Andorra,
ntigua and Barbuda, Aruba, Australia, Austria, the Bahamas, Bah-
ain, Barbados, Belgium, Bermuda, Brunei Darussalam, Canada,
ayman Islands, Channel Islands, Cyprus, Czech Republic, Denmark,
quatorial Guinea, Estonia, Faeroe Islands, Finland, France, French
olynesia, Germany, Greece, Greenland, Guam, Hong Kong (China),
ungary, Iceland, Ireland, Isle of Man, Israel, Italy, Japan, Republic

f Korea, Kuwait, Liechtenstein, Luxembourg, Macao (China), Malta,
onaco, Netherlands, Netherlands Antilles, New Caledonia, New

ealand, Northern Mariana Islands, Norway, Oman, Portugal, Puerto
ico, Qatar, San Marino, Saudi Arabia, Singapore, Slovak Republic,
e
lovenia, Spain, Sweden, Switzerland, Trinidad and Tobago, United
rab Emirates, United Kingdom, U.S., Virgin Islands (U.S.)

ecember 2009
eview was less than this, however, because some studies were
escribed in more than one report or publication.

ssessing the Quality and Summarizing the Body
f Evidence on Effectiveness

ach study that met the inclusion criteria was read by two
eviewers who used standardized review criteria (available at
ww.thecommunityguide.org/library/ajpm355_d.pdf) to as-

ess the suitability of the study design and threats to validity.
ncertainties and disagreements between the reviewers were

econciled by the team. The classification of study design was
ased on Community Guide standards, and thus may differ
rom the classification reported in the original studies. Stud-
es with greatest design suitability were those in which data on
xposed and control populations were collected prospec-
ively. Studies with moderate design suitability were those in
hich data were collected retrospectively or in which there were
ultiple pre- or post measurements but no concurrent compar-

son population. Studies with least-suitable designs were cross-
ectional studies or those in which there was no comparison
opulation and only a single pre- and post-intervention mea-
urement. On the basis of the number of threats to validity
maximum: nine; e.g., poor measurement of exposure or out-
ome, lack of control of potential confounders, or high attri-
ion) studies were characterized as having good (one or fewer
hreats to validity); fair (two to four threats); or limited (five or

ore threats) quality of execution. Studies with good or fair
uality of execution, and any level of design suitability (great-
st, moderate, or least), qualified for the body of evidence
ynthesized in the review.

The team summarized the results of cross-sectional studies
ased on whether drinking occurred on- or off-premises.
owever, some studies did not stratify their findings by outlet

ype and so were presented in a combined category. For each
utcome and setting, the team summarized study findings by
omparing the relative number of positive and negative
ndings. Finally, elasticities—summary effect measures show-

ng the percentage change in an outcome per 1% change in
n exposure (e.g., outlet density)—were calculated if the
tudy provided sufficient information.

ther Harms and Benefits, Applicability, Barriers,
nd Economics

armful and beneficial outcomes not directly related to
ublic health (e.g., vandalism or public nuisance) were noted

f they were described in the studies reviewed or if the team
egarded them as plausible. In addition, if an intervention was
ound to be effective, the team assessed barriers to implemen-
ation; the applicability of the intervention to other settings,
opulations, or circumstances; and the economic costs and
enefits of the intervention.

esults
ntervention Effectiveness—Primary Evidence

ime–series studies of alcohol outlet density change. The
eam found ten studies20,25–33 that directly evaluated the
ffect of changes in outlet density over time without
dentifying the causes for density changes. Of these,

ight were “cross-sectional time–series” (i.e., panel)

Am J Prev Med 2009;37(6) 559
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tudies of greatest design suitability20,25–29,31,33 and
wo were single-group time–series studies of moder-
te design suitability.30,32 Eight of the studies were
f good execution25–31,33 and two were of fair execu-
ion.20,32 Few took spatial lag (i.e., the likelihood that
eighboring geographic units are not statistically

ndependent) into account. Five studies assessed
ssociations between changes in outlet density and
opulation-level alcohol consumption,25,26,28,31,33

nd the remainder assessed specific alcohol-related
arms.20,27,29,30,32

onsumption. All five studies that assessed the associ-
tion between outlet density and population-level alco-
ol consumption found that they were positively asso-
iated; increased density was associated with increased
onsumption, and vice versa. Three studies examined
he relationship between outlet density and the con-
umption of spirits in the U.S. The first study estimated
hat, from 1955 to 1980, for each additional outlet
icense per 1000 population, there was an increase of
.027 gallons in per capita consumption of spirits
thanol (p�0.01).28 The second study reported an
lasticity of 0.14 (p�0.01) for outlet density and spirits
or the period 1970–1975.31 The third study examined
he association of outlet density and the sale of spirits
nd wine in 38 states over a period of 18 years; the
ffects of consumption on density were separated out
y use of two-stage least squares regression. The elastic-

ty for spirits and wine was found to be 0.033 (NS) and
.015 (NS), respectively.26

A study assessing trends from 1952 to 1992 in the
nited Kingdom25 reported an elasticity of 2.43 (p�
.05) for off-premises density and beer consumption
ut no significant association for other beverages (ex-
ept hard cider). Finally, a study33 examining data from
968 to 1986 in Canada reported a significant associ-
tion between reductions in off-premises density and
eductions in alcohol consumption. This study also
ound an association between changes in outlet
ensity and cirrhosis mortality, which was mediated
y changes in alcohol consumption. When the alco-
ol consumption variable was added to the analytic
odel, the coefficient for cirrhosis mortality was no

onger significant.

otor-vehicle crashes and other injury outcomes. Two
tudies by one author,20,30 using the same methods and
atabase in California, found mixed results when eval-
ating the association between on- and off-premises
utlet density and fatal and nonfatal motor-vehicle
rashes in small California cities (i.e., with total popu-
ations �50,000) during two different time periods and
mong different populations. The first study assessed
he association between outlet density and crashes from
981 through 1989 across all age groups. The author
ound a negative association between off-premises out-

et density and both fatal and nonfatal crashes, and a h

60 American Journal of Preventive Medicine, Volume 37, Num
ositive association between on-premises outlets and
oth fatal and nonfatal crashes.20 The second study
ssessed the association between outlet density and
atal and nonfatal crashes from 1981 through 1998
mong people aged �60 years. This study reported a
egative association for nonfatal crashes (elasticity:
0.69, p�0.05) and a positive association for fatal

rashes (elasticity: 1.18, p�0.05).
Three studies27,29,32 assessed the relationship be-

ween outlet density and suicide or interpersonal vio-
ence. A study of young people aged 10–24 years in the
.S. from 1976 through 1999 found positive associa-

ions between outlet density (on- and off-premises
utlets combined) and suicides for most gender and
ge strata assessed, but only the findings for boys/men
ged 15–19 years were significant (elasticities ranged
rom �0.03 to 0.10 for girls/women and from 0.05 to
.12 for boys/men).29

The effect of changes in the density of on-premises
utlets and violent crime was investigated in Norway
rom 1960 through 1995.32 The researcher used auto-
egressive integrated moving average (ARIMA) model-
ng and found that each alcohol outlet was associated
ith 0.9 violent crimes investigated (by the police) per
ear. A supplementary analysis found that this associa-
ion persisted even after controlling for amount of
lcohol consumption, suggesting that the effect of
ncreased density was independent of the effect
f increased alcohol consumption (p�0.03). This suggests
hat the social aggregation of drinkers in and around
lcohol outlets directly affects assaults, as indicated in
igure 1 (under “social problems”).
Finally, a study of 581 California neighborhoods

dentified by ZIP code from 1996 through 200227

ndicated that an increase in on- and off-premises outlet
ensity was associated with an increase in hospitaliza-
ions for assault, but that this association varied for
n-premises and off-premises locations, and among
arious types of on-premises locations (e.g., bar or
estaurant) as well. The researchers used random-effects
egression models, taking spatial lag into account, thus
llowing for the lack of independence of neighborhoods
n the association of outlets and alcohol-related harms.

ithin a given ZIP code, the elasticity for off-premises
utlets and alcohol-related assaults on residents was
.167 (p�0.001); for restaurants, it was �0.074
p�0.01); and for bars, 0.064 (p�0.001). The elasticity
or bars and assaults involving residents of neighboring
IP codes was also significant (0.142, p�0.001); how-
ver, the elasticities for off-premises alcohol outlets and
or restaurants relative to assaults involving residents of
eighboring ZIP codes were not significant. Based on

hese results, the authors estimated that, on average,
liminating one bar per ZIP code in California would
educe the number of assaults requiring overnight

ospitalization by 290 per year in the state.

ber 6 www.ajpm-online.net
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ummary

even of nine time–series studies found positive associ-
tions between changes in outlet density and alcohol
onsumption and related harms, particularly interper-
onal violence. However, two studies assessing the rela-
ionship between alcohol outlet density and motor-
ehicle crashes in small California cities during two
ifferent time periods20,30 had inconsistent findings for
hich no clear explanation was apparent. The studies
eviewed also suggested that the association between
utlet density and interpersonal violence may at least
artially be due to social aggregation in and around
lcohol outlets, and that the density of outlets in a given
ocale can also influence the probability of assaults
nvolving residents of neighboring communities.

rivatization Studies

lcohol privatization involves the elimination of gov-
rnment monopolies for off-premises alcohol sales to
llow sales by privately owned enterprises. In the U.S.
nd Canada, privatization occurs at the state or provin-
ial level; in many European nations, privatization may
ccur at a national level, currently guided by policies of
he European Union. In the U.S., one alcoholic bever-
ge may be privatized at a time; for example, wine
ight be privatized (i.e., subsequently for sale in com-
ercial settings) while spirits may not be privatized, or
ay be privatized at a different time. Typically, privat-

zation results not only in a substantial increase in the
umber of outlets where alcohol can be purchased but
lso in changes in alcohol price, days and hours of sale,
nd marketing.21,34 This combination of events limits
he ability to attribute subsequent changes in alcohol
onsumption and related harms to changes in outlet
ensity alone. Nonetheless, because of the impact
rivatization generally has on outlet density, the team
oncluded that privatization studies were relevant for
ssessing the impact of changes in outlet density on
xcessive alcohol consumption and related harms.
The effects of privatization on the privatized bever-

ges are assessed first, followed by an assessment of the
ffects of privatization on beverages other than those
or which sales were privatized. If privatization affects
onsumption and related harms by means of increased
utlet density, the consumption (and related harms) of
he privatized beverage should increase, while con-
umption of other beverages might decline if usual
rinkers of these other beverages now switch to the
ewly available privatized beverage. Comparing the
ssociation between alcohol consumption and alcohol-
elated harms associated with privatized and nonprivat-
zed alcoholic beverages, respectively, provides a basis
or assessing the impact of privatization on alcohol
onsumption and related harms while controlling for

ther factors that might be occurring simultaneously. s

ecember 2009
Following an analysis of the effects of privatization,
his section then reviews the effects of remonopoliza-
ion, that is, reversing privatization by reinstatement of
overnment monopoly control over the retail sales of
lcohol beverages. This policy change would be ex-
ected to have the opposite effects of privatization and
esult in lower alcohol outlet density.

Eleven events of privatization and one of remonopoli-
ation, analyzed in 17 studies and reported in 12 pa-
ers,35–45 met the review inclusion criteria. The units of
nalysis were eight U.S. states (AL, ID, IA, ME, MT, NH,
A, WV); two Canadian provinces (Quebec and Alberta);

nd (in the sole study of remonopolization) Sweden.
everal studies assessed overlapping privatization events.
or example, two research teams assessed the privatiza-
ion of wine and then spirits in Iowa,34,38,39,45 and two
esearchers assessed early phases of the privatization of
ine in Quebec, while one of these researchers also
ssessed the later phases, with each phase counted as a
eparate privatization event.36,46 In addition, several
apers assessed the effects of privatization in more than
ne state and provided separate effect estimates for the
rivatization in each state; for purposes of this review,
ach state-level assessment was treated as a separate
tudy. Finally, a single state or province could privatize
ifferent beverages at different times, resulting in
eparate privatization events. Altogether, the events
ssessed in these studies occurred between 1978 and
993. In all areas assessed, the number of outlets
ncreased dramatically following privatization. The
tudies used ARIMA time–series study design; all
xcept two studies36,46 reported results for compari-
on populations.

All studies used alcohol sales data as a measure of
opulation-level alcohol consumption. One study also
ssessed fatal motor-vehicle crashes (MVCs),42 another
tudy34 also evaluated single-vehicle nighttime crashes
nd liver cirrhosis. The single study of remonopoliza-
ion40 assessed hospitalizations for alcoholism, alcohol
ntoxication, and alcohol psychosis combined, alcohol
ntoxication alone, assaults, suicides, falls, and MVCs.40

ourteen studies (in seven papers)35,38,39,42–44,46 were
f greatest design suitability; three studies (in two
apers)37,40 were of moderate design suitability. All
tudies were of fair execution.

ffects of Privatization on Privatized Beverages

eventeen studies35–44 assessed the effects of privatiza-
ion on the sale of at least one of four beverage types
wine, spirits, full-strength beer, and medium-strength
eer) in ten settings. The median relative increase in
lcohol sales subsequent to privatization was 42.0%,
ith an interquartile interval of 0.7% to 136.7%. That

s, among the studies reviewed, compared with con-

umption prior to privatization, the median effect was

Am J Prev Med 2009;37(6) 561
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n increase of 42.0% in consumption of the privatized
lcoholic beverage. Studies of three events of privatiza-
ion, two in Iowa and one in Alberta, yielded inconsis-
ent findings, which merit further description.

In Iowa, wine was privatized in 1985, and spirits in
987. Wagenaar and Holder35,43 reported that wine
onsumption increased 93.0% (95% CI�69.3, 120.2)
rom baseline to 44 months after privatization of retail
ine sales. Following the subsequent privatization of
etail spirits sales in Iowa 2 years later, these research-
rs35,43 reported a 9.5% (95% CI�3.5, 15.9) increase in
pirits consumption; they also found no evidence that
rivatization affected cross-border alcohol purchas-

ng.35,43 In contrast, Mulford and Fitzgerald39 found
hat wine privatization in Iowa was associated with a
onsignificant increase of only 0.5% (95% CI� �13.2,
6.4) in wine sales, and that spirits privatization was
ssociated with a nonsignificant increase of 0.7% (95%
I� �4.3, 6.0) in spirits sales. Differences between the
ndings of these research groups may be due to
ifferences in time periods assessed, modeling variables
nd procedures, beverage types included in the assess-
ent (e.g., Mulford and Fitzgerald exclude wine cool-

rs that were not affected by the policy change and
agenaar and Holder do not), use of a control popu-

ation, and outcome measurement. Fitzgerald and Mul-
ord34 also report small unadjusted rate decreases in
ingle-vehicle nighttime crashes (�1.6%) and alcoholic
irrhosis mortality (�5.5%) associated with the privat-
zation of wine and spirits in Iowa.

A study in Alberta, Canada, estimated that gradual
rivatization over a period of 20 years resulted in an

ncrease in spirits consumption of 12.7% (95% CI�2.2,
4.4) and no change in either wine or beer consump-
ion.42 Although the process of privatization occurred
ver an extended period, the major events of privatiza-
ion occurred essentially at the same time (in 1992);
hus, considered in aggregate, privatizing spirits in
lberta increased total alcohol sales by 5.1% (95% CI�
2.8, 13.7) over this 20-year period. Despite the in-

reased alcohol sales, the authors reported that there
as an estimated 11.3% (95% CI� �33.8, 19.0) de-
rease in traffic fatalities. However, neither the increase
n total alcohol sales nor the decrease in traffic fatalities
as significant.

ffects of Privatization on Beverages Not
ubject to Privatization

ive publications37,38,43,44,47 assessed the effects of pri-
atization in eight settings on the concomitant sales of
lcoholic beverages that were not privatized during the
ame period. Overall, these studies reported that there
as a minimal decline: a median of 2.1% (interquartile

nterveral [IQI]: �4.8% to 2.7%) in the sales on

onprivatized beverages. s

62 American Journal of Preventive Medicine, Volume 37, Num
ffects of Remonopolization on Alcohol-Related
utcomes

single before-and-after study40 evaluated the effects of
emonopolization of sales of medium-strength beer in
weden. This study compared the association between
he number of retail alcohol outlets and the occurrence
f six different alcohol-related outcomes during a
1-month period following the remonopolization of
edium-strength beer, with that for a similar period

rior to remonopolization. Among young people aged
0–19 years, alcoholism, alcohol intoxication, and al-
ohol psychosis (which were considered in combina-
ion) decreased by 20% (p�0.05) following remon-
polization. These outcomes also decreased by �5%
mong people aged �40 years, although the change
as not significant (p�0.05). Hospitalizations for acute
lcohol intoxication also decreased between 3.5% and
4.7% (p�0.05); suicides decreased by 1.7% to 11.8%
p�0.05); and falls decreased by 3.6% to 4.9% (p�
.05) following remonopolization, although none of
hese changes were significant either. Motor-vehicle
rashes (MVCs) significantly decreased by 14% (p�
.05) in all age categories except one (those aged
0–39 years). Other nonsignificant changes include
ssaults, which decreased by 1.4% among those aged
0–39 years, but increased by 6.9% to 14.8% (p�0.05)
n the other age groups: 10–19, 40–59, �60 years. The
uthors did not provide any explanation for this seem-
ngly inconsistent finding.

ummary

hese studies indicate that privatization increases the
ales of privatized beverages but has little effect on the
ales of nonprivatized alcoholic beverages. The one
tudy that evaluated the reintroduction of government
onopoly control of sale of an alcoholic beverage

medium-strength beer) found that remonopolization
ed to a significant decrease in motor-vehicle crashes
or most age groups and a significant decrease among
outh for several, but not all, alcohol-related harms.

tudies of Alcohol Bans

he team found seven studies18,41,48–52 that examined
he effects of bans on local on- or off-premises alcohol
ales or consumption (i.e., “dry” towns, counties, or
eservations). Five studies examined the effects of
ans in American Indian and Native settings in
laska,49,50,53 northern Canada,52 and the southwest-
rn U.S.51 Two studies assessed the effects of bans in
ontribal areas of the U.S. and Canada.18,41 Two
tudies were of greatest design suitability18,41; two of
oderate design suitability50,51; and three of least

uitable design.49,52,53 All were of fair execution. The

tudies examined events that occurred from 1970

ber 6 www.ajpm-online.net
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hrough 1996. Two additional studies modeled the asso-
iation of multiple policies, including local policies of dry
ounties, with spirits consumption28 and with juvenile
uicide.29 Both of these studies were of greatest design
uitability and good execution, and the team considered
hem comparable to studies of bans and as primary
vidence.
An additional cross-sectional study of bans54 was not

sed as primary evidence of effectiveness, but provided
nsights into the effect that alcohol availability in areas
urrounding dry communities (e.g., outside Indian reser-
ations) has on the occurrence of alcohol-related harms
mong residents of the dry communities.

ffects of Alcohol Bans in Isolated Communities

ll of the studies that evaluated the effect of bans in
solated northern communities found substantial reduc-
ions in alcohol-related harms with the exception of
uicide.18,41,49,51–59 In the communities that instituted
ans, rates of harm indicated by alcohol-related medical
isits were reduced by 9.0% for injury deaths to 82% for
lcohol-related medical visits (CIs not calculable). One of
hese studies50 found that the effects were reversed when
he ban was lifted, and found similar benefits when the
an was then reimposed (Figure 2).50 Two of these studies
uggest that bans on alcohol sales in isolated communities
ed residents to decrease their use of other intoxicants. In
arrow, Alaska, medical visits for use of isopropyl alcohol
eclined during ban periods.50

An additional study qualitatively evaluated a Cana-
ian Inuit community52 that overwhelmingly voted to
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igure 2. Alcohol-related outpatient visits associated with c

arrow, Alaska, 1993–199650

ecember 2009
an alcohol in 1978. Although comparative data are
ot available from this study (and the study thus does
ot meet review inclusion criteria), it is notable that
uring the 3 years following the implementation of

his prohibition there were only five arrests for the
llegal possession of alcohol and, of these, four were
ssociated with a single incident. The reported reduc-
ion in alcohol consumption in general and among youth
n particular was linked with several societal benefits,
ncluding improved mental and physical health among
ommunity members, and a reduction in conflicts within
he community. The ban on alcohol sales was associated
ith a reduction in the use of other substances of abuse
e.g., inhalants) by youth.

ffects of Alcohol Bans in Less-Isolated Communities

tudies assessing the impact of bans (particularly bans on
n-premises sales) in less-isolated communities have pro-
uced mixed results. Some studies have found that bans
re associated with increases in alcohol-related harms,
ncluding motor-vehicle crashes18,46 and alcohol-related
rrests.51 However, two studies28,29 found that states that
ad a larger proportion of their population living in dry
ounties had less alcohol consumption and related
arms than states that had a smaller proportion of their
opulation living in dry counties. One study28 found
hat living in dry counties was associated with lower
ates of spirits consumption (p�0.01). The other
tudy found small, nonsignificant associations with
ale suicide (elasticities of �0.002 to �0.066) and

emale suicide (elasticities of �0.021 to �0.038).29

A cross-sectional study of
injury deaths in New Me-
xico54 highlights the poten-
tial harms associated with al-
cohol sales bans in areas (in
this case reservations, 80% of
which are dry) that are adja-
cent to other areas where al-
cohol is readily available.
This study found that in
these settings, although the
relative risk (RR) of total in-
jury deaths was greater for
American Indians than for
whites (RR�3.1; 95% CI�2.6,
3.6), the relative risk was great-
est for deaths involving pedes-
trians struck by vehicles
(RR�7.5; 95% CI�5.3, 10.6)
and for hypothermia (i.e.,
freezing to death; RR�30.5;
95% CI�17.7, 48.7). Further-
more, American Indians in
New Mexico who died of

Ban 2 
r 96–Jul 96)

Total
Withdrawal
Medical/GI
Trauma

Acute intoxication/
detoxification 
Suicide attempt
Family violence
Exposure
Isopropyl

Pregnancy

es in alcohol ban policy,
(Ma

hang

these causes were likely to
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ave elevated blood alcohol levels (an average of 0.24
/dL and 0.18 g/dL for pedestrian deaths and
ypothermia, respectively). A disproportionate num-
er (67%) of these deaths occurred in counties
ordering reservations, despite the fact that most
merican Indians live on reservations. Although the
esign of this study does not allow causal inference
egarding the effect of bans, these findings suggest that
ravel between dry reservations and adjacent areas where
lcohol is readily available may increase the risk of death
rom these external causes among those traveling off-
eservation to purchase alcohol.

ummary

he effectiveness of bans in reducing alcohol-related
arms appears to be highly dependent on the availabil-

ty of alcohol in the surrounding area. In isolated
ommunities, bans can substantially reduce alcohol-
elated harms. However, where alcohol is available in
reas nearby those with bans, travel between these areas
ay lead to serious harms.

tudies of Licensing-Policy Changes Affecting
utlet Density

he team identified four studies of national or local
icensing-policy changes that resulted in increased out-
et density. The studies were conducted in Iceland,60

inland,47 New Zealand,61 and North Carolina.62 The
olicy changes assessed occurred between 1969 and
990. The North Carolina study was of greatest design
uitability and good execution. The other three studies
ere of moderate design suitability and good execu-

ion.47,60,61 These studies examined various indices of
lcohol consumption; the North Carolina study also as-
essed effects on alcohol-related motor-vehicle crashes.
nother study assessed the effect of a change in national
olicy controlling the sale of table wine in New Zealand.

ffects on Excessive Alcohol Consumption and
elated Harms

he only U.S. study that met criteria for this category of
nterventions evaluated the decision by several North
arolina counties to allow on-premises sale of spirits
i.e., “liquor by the drink” [LBD]), replacing the pre-
ious option of “brown-bagging,”62 in which patrons of
n establishment bring their own alcoholic beverage
in a bag) and the establishment supplies other items
e.g., a drink glass, ice, water). Of the 100 counties in
orth Carolina, three approved liquor by the drink in
ovember 1978 and eight approved it in January 1979.
he policy change was followed by the opening of many
ars and lounges adjacent to restaurants. Interrupted
ime–series models indicated that, relative to counties
hat did not change their policies, sales of spirits

ncreased in LBD counties by 8.2% (p�0.05) among p

64 American Journal of Preventive Medicine, Volume 37, Num
he first group of counties to adopt the new policy, and
y 4.3% (p�0.05) among the second group. Nighttime
ingle-vehicle crashes among men of legal drinking age
lso increased in both early- and late-adopting counties
y 18.5% (p�0.01) and 15.7% (p�0.01), respectively.
owever, there were no significant changes in rates of
ighttime single-vehicle crashes among boys/men aged
21 years, who were not permitted to drink spirits and
ere thus not (legally) affected by the policy change.
In Finland, the enactment in 1969 of a policy allow-

ng the sale of medium-strength beer resulted in a 22%
ncrease in the number of monopoly alcohol outlets
nd a 46% increase in restaurant liquor licenses, and
ermitted 17,400 grocery stores to sell medium-
trength beer. During the year following these changes,
verall alcohol sales in Finland increased by 46%. Of
he increase, 86% was attributed by the researchers to
he increased availability of beer. Overall alcohol con-
umption increased by 56%, with the greatest volume
ncreases among those drinking more than a half liter
f pure alcohol per year (1/2 liter of pure alcohol is
quivalent to 1/3 gallon of 80-proof liquor). However,
lcohol consumption increased significantly among all
dults at all levels of alcohol consumption in Finland
ubsequent to this policy change, regardless of their
aseline pattern of consumption, including those who
ad previously reported that they had not consumed
lcohol during the past year.

In Iceland,60 a policy change in 1989 resulted in an
xpansion in off-premises monopoly outlets and commercial
n-premises outlets in Reykjavik and in rural areas. Over the
ubsequent 4-year period, consumption increased by 43%
mong men who drank more than 350 centiliters of alcohol
er year at baseline, but changed minimally among women
nd men who drank at lower levels.

In New Zealand,61 a policy change in 1989 allowed
he sale of table wine in grocery stores, resulting in an
ncrease of approximately 25% in the number of wine
utlets in the country over a 2-year period. This re-
ulted in a 17% (95% CI�9.8%, 24.9%) increase in
ine sales during this time, but in no change in the

ales of other alcoholic beverages. This indicates that
here was an overall increase in alcohol consumption in
ew Zealand subsequent to this policy change, and that
ine, the privatized beverage, was not being substituted

or other nonprivatized alcoholic beverages.

ummary

hese studies consistently indicated that more permis-
ive licensing procedures increased the number of on-
nd off-premises alcohol outlets, which in turn led to
ncreases in alcohol consumption. Two of these studies
pecifically reported increases in alcohol consumption
mong heavy drinkers, and one study reported an
ncrease in drinking among survey subjects who re-

orted not drinking during a specified period at the
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aseline assessment. The single study that evaluated
lcohol-related harms (alcohol-related motor-vehicle
rashes) found that they increased substantially after
llowing the sale of liquor by the drink.

ntervention Effectiveness—Secondary Evidence

lthough the primary evidence just reviewed is het-
rogeneous in topic and design and does not allow
ummary tabular presentation, the secondary evi-
ence presented below is based on consistent statis-

ical procedures and readily allows a summary table.

ross-Sectional Studies

indings from studies of on- and off-premises outlets
ombined. The 28 cross-sectional studies19,55–57,63–86

hat assessed the association of outlet density (on-
remise and off-premise, not distinguished) assessed
7 alcohol-related outcomes. Of these outcomes, 41
87.2%) found a positive association, that is, as density
ncreased, so did consumption and alcohol-related
arms, and vice versa (Table 1, A). Positive associations
ere found for consumption-related outcomes (e.g.,
er capita alcohol consumption); violence and injury
utcomes; and several medical conditions (e.g., liver
isease). The mean elasticities ranged from 0.045 for
rime to 0.421 for motor-vehicle crashes.

indings from studies of on-premises outlets. The 23
tudies23,58,78,79,87–105 that assessed the association of
utlet density and alcohol-related outcomes in on-
remises outlets reported on 25 outcomes. Of these, 21
84.0%) indicated a positive association (Table 1, B).
ositive associations were also found for consumption-
elated outcomes, several forms of violence and injury
utcomes related to alcohol consumption, and one med-

cal condition. Mean study elasticities could be estimated
or most outcome types, and values ranged from 0.021 for
hild abuse to 0.250 for population consumption.

indings from studies of off-premises outlets. The 23
tudies58,79,89–92,94–99,101–111 that assessed the associa-
ion of outlet density and alcohol-related outcomes in
ff-premises outlets reported on 24 outcomes. Of these,
8 (75.0%) also indicated a positive association (Table
, C). Positive associations were found for consump-
ion-related outcomes, several forms of violence and
njury outcomes related to alcohol consumption, and
ne medical condition. Mean study elasticities could be
stimated for most outcome types and values ranged
rom �0.15 for injury to 2.46 for population consump-
ion. Mean elasticity was also high (0.483) for violent
rime.

ummary

ross-sectional studies generally show consistent posi-

ive associations between alcohol outlet density and i

ecember 2009
xcessive alcohol consumption and related harms, with
he possible exception of injuries, for which the find-
ngs were less consistent. The largest effect sizes were
or studies relating outlet density to population con-
umption and violent crime.

ummary of the Body of Scientific Evidence on
lcohol Outlet Density and Excessive Drinking
nd Related Harms

sing a variety of different study methods, study pop-
lations, and alcohol measures, most of the studies

able 1. Cross-sectional studies, outcomes by setting type

utcomes
# of
studies

%
positive

M
elasticity

. ON- AND OFF-PREMISES AGGREGATED
onsumption
Population consumption 7 85.7 0.27
Binge drinking 5 80.0
Underage drinking 2 100.0

iolence and injury
Violent crime 15 93.3 0.32
Injury 3 100.0 0.23
Motor-vehicle crashes 6 50.0 0.42
Drunk driving 1 100.0
Crime 2 100.0 0.04
edical conditions
Alcohol medical visits 1 100.0
Alcoholism 1 100.0
Liver disease 4 100.0

otal all premises 47 87.2

. ON-PREMISES
onsumption
Population consumption 3 33.3 0.25
Binge drinking 1 100.0

iolence and injury
Violent crime 4 100.0 0.12
Injury 3 100.0 0.14
Motor-vehicle crashes 6 66.7 0.05
Drunk driving 2 100.0
Crime 1 100.0
Child abuse 2 100.0 0.02
edical conditions
Liver disease 3 100.0 0.06

otal on-premises 25 84.0

. OFF-PREMISES
onsumption
Population consumption 2 100.0 2.46
Binge drinking 1 100.0

iolence and injury
Violent crime 6 100.0 0.48
Injury 3 66.7 �0.15
Motor-vehicle crashes 5 80.0 0.10
Drunk driving 2 50.0
Crime 1 100.0
Child abuse 2 100.0 0.01
edical conditions
Liver disease 2 50.0 �0.05

otal off-premises 24 76.9
ncluded in this review reported that greater outlet

Am J Prev Med 2009;37(6) 565
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ensity is associated with increased alcohol consump-
ion and related harms, including medical harms, inju-
ies, crime, and violence. This convergent evidence
omes both from studies that directly evaluated outlet
ensity (or changes in outlet density) and those that
valuated the effects of policy changes that had a
ubstantial impact on outlet density, including studies
f privatization, remonopolization, bans on alcohol
ales and the removal of bans, and changes in density
rom known policy interventions and from unknown
auses. Studies assessing the relationship between alco-
ol outlet density and motor-vehicle crashes produced
ixed results.18,20,62,112

ther Benefits and Harms

ommunities commonly seek limits on alcohol outlet
ensity, either through licensing or zoning, for pur-
oses that may not be directly related to public health
e.g., the reduction of public nuisance, loitering, van-
alism, and prostitution).7,113 Although the team did
ot specifically search for studies that assessed these
utcomes, some of the studies the team reviewed
uggested that there may be an association between
utlet density and these outcomes as well. For example,
study from New South Wales, Australia, reported an

ssociation between outlet density and “neighborhood
roblems with drunkenness” but did not find a signifi-
ant association with property damage.114 There was
vidence of one potential harm of decreased outlet
ensity (i.e., an increase in fatal single-vehicle night-
ime vehicle crashes) presumably associated with an
ncrease in driving in response to greater distances
etween alcohol outlets.19

pplicability

vidence of the association of outlet density and alco-
ol consumption and related harms derives from stud-

es conducted primarily in North American and in
candinavian countries. One study27 indicated that the
mpact of changes in outlet density may be affected by
emographic characteristics (e.g., gender distribution)
f the population; in this case, the association of outlet
ensity with assaults requiring hospitalization was stron-
er where there was a greater proportion of boys/men
n the population. Most of the studies reviewed assessed
he effects of increased outlet density, which is a
onsequence of the general trend toward liberalization
f alcohol policies associated with outlet density. Few
ata were found from which to draw inferences about
egulations that control or reduce outlet density.

Studies of bans on alcohol sales, conducted primarily
mong American Indian and Alaska Native popula-
ions, consistently report a reduction in excessive con-
umption and related harms following the implemen-

ation of a ban on alcohol sales, possession, or both, d

66 American Journal of Preventive Medicine, Volume 37, Num
rovided the area affected by the ban was not sur-
ounded by other sources of alcoholic beverages.

arriers

eductions in outlet density, with resultant reductions
n consumption, are likely to have substantial commer-
ial and fiscal consequences, and thus may be opposed
y commercial interests in the manufacture, distribu-
ion, and sale of alcoholic beverages. In keeping with its
ommercial interests, the alcoholic beverage industry
as tended to support policies that facilitate outlet
xpansion.115

State pre-emption laws (i.e., laws that prevent imple-
entation and enforcement of local restrictions) can

lso undermine efforts by local governments to regu-
ate alcohol outlet density.7 Indeed, the elimination of
re-emption laws related to the sale of tobacco prod-
cts is one of the health promotion objectives in Healthy
eople 2010.13 However, there is no similar objective in
ealthy People 2010 related to the sale of alcoholic
everages.

conomic Evaluation

he team’s systematic economic review did not identify
ny study that examined the costs and benefits of
imiting alcohol outlet density. Although there has
een speculation that reducing the number of alcohol
utlets may result in a loss of revenue to state and local
overnments owing to a loss of licensing fees and
lcohol tax revenues, the team found no studies that
ave documented this speculation. In addition, there
ay be economic gains resulting from revenue gener-

tion from merchants and consumers who would other-
ise avoid areas known to have a high alcohol outlet
ensity; however, the team found no studies about this

opic. Moreover, in 2006, alcoholic beverage licenses
ccounted for only $406 million (0.9%) of the $45 billion
hat state governments received from all licensing fees,
nd alcohol taxes accounted for only 0.7% of all taxes
$4.9 billion of $706 billion) collected by state govern
ents (www.census.gov//govs/statetax/0600usstax.

tml).
Even in the absence of published data on program

mplementation costs and other costs related to this
ntervention, it should be expected that the cost of
estricting access to alcohol by limiting the number of
lcohol outlets is likely to be small relative to the
ocietal cost of excessive alcohol consumption in the
.S. For example, in 1998, the most recent year for
hich data are available, the societal cost of excessive
lcohol consumption in the U.S. was $185 billion,
ncluding, among other costs, approximately $87 bil-
ion in lost productivity due to morbidity, $36 billion in
ost future earnings due to premature deaths, $19
illion in medical care costs, $10 billion in lost earnings

ue to crime, $6 billion in costs to the criminal justice
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ystem, and $16 billion in property damage related to
otor-vehicle crashes.4 Moreover, each state alcohol

nforcement agent is responsible for monitoring an
verage of 268 licensed establishments116; thus, reduc-
ng the number of retail alcohol outlets might reduce
heir enforcement responsibilities. In summary, no
xisting study examines the economic costs and bene-
ts of limiting alcohol outlet density.

esearch Gaps

lthough the scientific evidence reviewed indicates that
he regulation of alcohol outlet density can be an
ffective means of controlling excessive alcohol con-
umption and related harms, it would be useful to
onduct additional research to further assess this rela-
ionship:

There are few if any studies evaluating how local
decisions are made regarding policies affecting alco-
holic beverage outlet density or the consequences of
such policy changes. Such case studies may be diffi-
cult to conduct, but they could provide important
insights to guide policy decisions regarding alcohol
outlet density in other communities.
The majority of outlet density research explores the
impact of increasing alcohol outlet density on alcohol-
related outcomes; there is a lack of research on the
impact of reducing outlet density. This might be
done by observing the impact of temporal changes
in outlet density on excessive alcohol consumption
and related harms.
The association of on- and off-premises alcoholic
beverage outlets with illegal activities such as prosti-
tution and drug abuse should be examined. In
themselves, these may have adverse public health
and other outcomes; in addition, they may confound
the apparent association of alcohol outlets with
these outcomes.
Relatively little is known about the impact of density
changes relative to baseline density levels. Some
authors (e.g., Mann117) have proposed that the
association between outlet density and alcohol con-
sumption follows a demand curve, such that when
density is relatively low, increases in density may be
expected to have large effects on consumption, and
when density is relatively high, increases in density
should be expected to have smaller effects.21,117

Thus, it would be useful to assess this hypothesis
empirically using econometric methods, with differ-
ent kinds of alcohol-related outcomes. Such infor-
mation would allow communities at different alco-
hol outlet density “levels” to project the possible
benefits of reducing density by specific amounts or
the potential harms of increasing density.
For public health practitioners, legislators, and oth-
ers attempting to control alcohol outlet density to

reduce alcohol-related harms, it would be useful to

ecember 2009
catalog approaches to regulation beyond licensing
and zoning that may have an effect on outlet density
(e.g., traffic or parking regulations that, in effect,
control the number of driving patrons who may
patronize an alcohol outlet).
A primary rationale for limiting alcohol outlet den-
sity is to improve public health and safety. Further-
more, the economic efficiency of limiting outlet
density is difficult to assess without data on the
economic impact of this intervention. To remedy
this, future studies on the impact of changes in
alcohol outlet density should assess both health and
economic outcomes, so that the economic impact of
this intervention can be assessed empirically.

he findings and conclusions in this report are those of the
uthors and do not necessarily represent the official position
f the CDC.
The authors are grateful for the contributions of Ralph
ingson, ScD, MPH (National Institute of Alcohol Abuse and
lcoholism), and Steve Wing (Substance Abuse and Mental
ealth Services).
No financial disclosures were reported by the authors of

his paper.
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Gender Issues

Collaboration in Academic Medicine:
Reflections on Gender and Advancement
Phyllis L. Carr, MD, Linda Pololi, MBBS, Sharon Knight, PhD, and Peter Conrad, PhD

Abstract

Purpose
Collaboration in academic medicine is
encouraged, yet no one has studied the
environment in which faculty collaborate.
The authors investigated how faculty
experienced collaboration and the
institutional atmosphere for
collaboration.

Method
In 2007, as part of a qualitative study of
faculty in five disparate U.S. medical
schools, the authors interviewed 96
medical faculty at different career stages
and in diverse specialties, with an
oversampling of women, minorities, and
generalists, regarding their perceptions
and experiences of collaboration in
academic medicine. Data analysis was

inductive and driven by the grounded
theory tradition.

Results
Female faculty expressed enthusiasm
about the potential and process of
collaboration; male faculty were more
likely to focus on outcomes. Senior
faculty experienced a more collaborative
environment than early career faculty,
who faced numerous barriers to
collaboration: the hierarchy of medical
academe, advancement criteria, and the
lack of infrastructure supportive of
collaboration. Research faculty
appreciated shared ideas, knowledge,
resources, and the increased productivity
that could result from collaboration, but
they were acutely aware that
advancement requires an independent

body of work, which was a major
deterrent to collaboration among early
career faculty.

Conclusions
Academic medicine faculty have differing
views on the impact and benefits of
collaboration. Early career faculty face
concerning obstacles to collaboration.
Female faculty seemed more appreciative
of the process of collaboration, which
may be of importance for transitioning to
a more collaborative academic
environment. A reevaluation of effective
benchmarks for promotion of faculty is
warranted to address the often exclusive
reliance on individualistic achievement.

Acad Med. 2009; 84:1447–1453.

Over the past several years, there has
been a greater emphasis on faculty
collaboration in academic medicine,
particularly in research. The National
Institutes of Health (NIH) Roadmap
initiative has provided incentives for such
collaboration,1 and Darrell Kirch,2 in his
President’s Address at the Association of
American Medical Colleges (AAMC)
annual meeting in November 2007, noted
the need for the culture of academic
medicine to change from one of
individualistic achievement to one that

values and rewards collaboration and
teamwork. Collaboration, as defined by
Chrislip and Larson,3 is “a mutually
beneficial relationship between two or
more parties who work together toward
common goals by sharing knowledge,
learning, responsibility, authority and
accountability for achieving results.” In
the fields of business and education,
collaboration is widely and effectively
utilized. Collaborative teamwork garners
greater resources, recognition, and
rewards when facing competition for
finite resources.4

Few have studied collaboration in academic
medicine, where faculty collaboration is
usually an intellectual endeavor that is
creative in nature. Successful academic
collaboration in medicine, as opposed to
more task-oriented instrumental
collaboration, entails participants learning
from and with one another. Although the
collaborative process seems appropriate in
academic medical research, an inherent
contradiction exists: the promotion and
advancement of faculty in academe
traditionally requires an individual body
of work.2 We sought to understand how
faculty in medical academe define and
view collaboration and how they describe

the atmosphere for collaboration in
academic medicine. We were especially
interested in the influences of gender and
career stage on perceptions about
collaboration.

Method

In 2007, as part of a larger qualitative
study on faculty at diverse U.S. medical
schools, we selected five schools to
represent the diverse organizational
characteristics (i.e., public/private, NIH
research intensive, primary care
orientation/community orientation) of
the then 126 medical schools in the
United States. The sample included
representation from each of the
designated AAMC regions, with two
schools from the Northeastern region
where the bulk of medical schools are
concentrated. Faculty from two public and
three private schools, two research-oriented
schools as determined by NIH funding, one
school with a primary care orientation, and
three with a community orientation
participated in the study. The
demographics regarding female and
underrepresented minority faculty in
these five schools were almost identical to
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statistics regarding women and
minorities at medical schools nationally.

Participant criteria

We used both stratified purposeful and
chain referral sampling strategies (i.e.,
interviewed faculty suggested other
faculty who fit particular descriptions) to
identify medical faculty from the five
C–Change (The National Initiative on
Gender, Culture and Leadership in
Medicine) medical schools5 on the basis
of their medical school affiliation, gender,
race/ethnicity, department/discipline,
and career stage. Participants were
research scientists, medical and surgical
subspecialists, and generalist medical
faculty holding doctoral degrees (84%
MD/DO, 16% PhD). We interviewed 96
faculty members who were in one of four
possible career stages that we felt would
provide a thoughtful spectrum of medical
faculty experience: (1) early career, those
who were in their initial faculty
appointment for two to five years, (2)
“plateaued,” those faculty who had not
advanced as expected in rank and
responsibility and who had been faculty
members for 10 or more years, (3) faculty
in leadership roles such as deans,
department chairs, and center directors
(identified below as “senior” faculty), and
(4) former faculty who had left academic
medicine.

Data collection and analysis

We four authors personally conducted
in-depth, open-ended interviews—15%
in person and the remainder by
telephone. Interviews, typically one hour in
length, were audio-recorded and
transcribed verbatim. We used an interview
guide that we developed through a pilot
series of interviews. The guide included
questions such as

• What is it about your work that
energizes you?

• What do you see as valued in your
institution?

• How does your institution encourage
interdisciplinary collaboration?

• When have you felt most successful in
your work?

The data were coded and all names and
identifying information were removed.
We analyzed the data in aggregate by
repeatedly reading the interview
transcripts to develop understanding and

interpret meaning. The transcribed
narrative data were stored, coded, and
sorted using Atlas.ti software. Analysis
involved reducing or condensing data to
identify patterns and themes as they
emerged from the coded data. The
analysis process was inductive and driven
by the Grounded Theory tradition.6,7 We
drew and verified our conclusions by
continually reviewing the transcripts and
challenging one another’s findings until
we developed consensus. The
institutional review board at each of the
investigators’ institutions (Brandeis
University, Boston University School of
Medicine, and East Carolina Brody
School of Medicine) approved this study.

Results

Participant demographics

We invited 170 faculty to participate.
Eight individuals refused, primarily
because of time constraints, and 54 did
not respond; we were unable to schedule
interviews with 12 potential participants.
We identified plateaued and early career
faculty in advance through key informant
interviews. Identifying male plateaued
faculty was more difficult than locating
female faculty at a similar stage. Overall,
those in leadership were more likely to
agree to participate, and we found
securing interviews with early career
faculty the most difficult (Table 1).
However, the smaller number of early
career faculty in the study was due to the
fact that we reached saturation and were
no longer obtaining new data from this

group. Female and underrepresented
minority faculty were purposefully
oversampled, as were generalists, a group
comprising general internal medicine,
family medicine, and general pediatrics.
Fifty-five percent of the participants were
women; 17% were African American/
black, 4% were Hispanic/Latino, 79%
were Caucasian/white, and 20% were
generalists. Interviewees were similarly
represented in the plateaued group
(n � 23) and among those who had left
academic medicine (n � 24). The largest
number of participants fell into the
senior leadership group (n � 28). Fewer
were in the early career group (n � 21),
because, as discussed above, we stopped
interviewing such faculty when we no
longer obtained new data. We
interviewed similar numbers of faculty
from each school.

Over 4,000 pages of data were recorded.
In this manuscript, participants’
quotations are identified by gender,
degree, and the faculty group (defined
above) to which the participant belonged,
as well as the area in which the
collaboration occurred (research,
administrative, clinical, or educational).

The results below are grouped by the
seven emergent themes extracted from
the data and presented in the following
order: (1) the gendered meaning, value,
and experience of collaboration, (2) career
stage perspectives on collaboration, (3)
barriers to collaboration, (4) collaboration
in research—barriers and disadvantages,
(5) collaboration in medical education, and
(6) outcomes of collaboration.

Gendered meaning, value, and
experience of collaboration

Faculty reflected on the meanings and
experiences of collaboration in several
ways. For some faculty, collaboration
was a reason for choosing a career in
academe. Several female faculty members
described it as a way of working together
and learning and growing in their work.
Female faculty tended to value the
concept and process of collaboration at
all career stages:

It’s fascinating and exciting to me to see
how it’s done elsewhere and get ideas . . .
it’s really a shared knowledge . . .
collaboration to learn, impart knowledge
and look at things in a new way . . .
broader than just what we each do as
individuals and you can actually reach
more people.

Table 1
Faculty Participants (N � 96) by
Career Stage and Gender in a 2007
Qualitative Study of Collaboration
in Academia

Career stage*
Female
faculty

Male
faculty

Early 14 7
...............................................................................................
Plateau 13 10
...............................................................................................
Senior 16 12
...............................................................................................
Left 13 11
...............................................................................................
Total 53 43

* Early faculty are those who have been faculty for
two to five years; plateaued faculty are those who
have not advanced as expected in rank and
responsibility and who have been faculty members
for 10 or more years; senior faculty are those who
are in leadership roles such as deans, department
chairs, and division and center directors; faculty who
have left are no longer working in academia.
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—Plateaued female physician
(educational collaboration)

Academic medicine offered a wide variety
of opportunities . . . it offered the
opportunity to teach and to work with
colleagues . . .. I also liked talking about
ideas and thinking about ideas and
collaborating on projects with colleagues.

—Female physician who left academic
medicine (educational collaboration)

It was the greatest thing, I mean having
that collaboration . . . I think, more
and more, we think less about the
departmental structure and more about
collaboration than ever before.

—Senior female physician
(administrative collaboration)

Compared with male faculty, more
female faculty commented on the
interpersonal relationships associated
with collaboration. The relationships that
could result from collaboration were
important to faculty. Whether the
collaboration resulted in the positive
bonds or whether these bonds helped to
bring about collaboration was unclear,
but relationships were clearly an
important aspect of the collaboration
process, especially for female faculty in
our study:

I actually get energized by the
relationships that I develop with both
medical students and residents . . . as well
as relationships with other faculty. I do a
lot of community work and outreach, and
so I think that’s what draws me to it
[collaboration] more than anything. It’s
the contacts that I develop with people
and feel a bond with.

—Plateaued female physician (clinical
and educational collaboration)

Female faculty viewed collaboration as a
sharing of ideas and knowledge and as a
way of looking at things from a new
perspective. Male faculty often recounted
more pragmatic reasons for collaboration
such as the provision of research
opportunities:

I actually have been ask[ed] to join that
group several times and have had other
collaborative things done because of it . . .
and again . . . it came about because of my
work ethic and the way I do things
clinically, and for being a team player
because it’s very political.

—Early career male physician (clinical
and research collaboration)

Male faculty recognized that chances for
collaboration could be political and thus

intentionally positioned themselves to
acquire these opportunities. Male faculty
focused on outcomes, such as research
opportunities, from their collaborative
work, whereas female faculty typically
focused on the process of collaboration,
the generation of ideas, and the
enjoyment of actual participation.

Faculty expressed the notion that a
collegial, collaborative atmosphere
would be the ideal environment in
which to work in academic medicine.
Collaboration was also seen as a means
of having faculty interaction as part of
the process of decision making.

It’s a much better environment if there’s
collaboration, cooperation and
support . . .. I really try to make a
collaborative environment where
everybody feels that they’re part of the
decision making . . . it’s a much better
environment if there’s collaboration and
support.

—Senior female physician
(administrative collaboration)

Career stage perspectives

The career stage of faculty influenced
their perspectives on collaboration.
Senior faculty in leadership positions,
regardless of gender, viewed
collaboration as an opportunity for
brainstorming, collective decision
making, problem solving, and accessing
other points of view. They expressed a
consistently positive view of these
opportunities:

The chairs get together as a group to
address common problems . . . and to try
to evolve collegial, collaborative ways of
overcoming and addressing these
problems.

—Senior male PhD faculty
(administrative collaboration)

Certainly at a high administrative level,
we have a small core of administrative
staff . . . we have two or three hours of . . .
brainstorming meetings every week where
we really . . . wrestle with issues and try to
make decisions in a collaborative way.

—Senior male physician
(administrative collaboration)

Senior male faculty sometimes viewed
the relationships stemming from
collaboration as networking, a more
formal relationship to other colleagues,
both at their institution and in the larger
community of academic medicine.

Part of it [collaboration] is a network of
colleagues—I mentioned locally, but also
nationally . . . we get together sporadically
. . . they tend to be in leadership roles in
other institutions and we support each
other in trying to affect these big complex
institutions.

—Senior male physician (administrative
collaboration)

These faculty clearly enjoyed the process
of collaboration and gained from the
input of other senior leaders in solving
administrative problems in the workings
of academic institutions. Administrative
collaboration tended to be more
pragmatic than collaboration in research,
which more formally evaluates and
studies a scientific question by obtaining
data.

I really loved faculty development and
building programs and working with my
colleagues, fellow chairs, on just trying to
build the institution . . .. I enjoyed it so
much because I do like the interaction
with the faculty and other leaders in the
institution.

—Senior female physician (administrative
collaboration)

For many senior faculty, a form of
instrumental collaboration provided
opportunities to interact with other
faculty and to build interpersonal bonds
or networks through collaboration.

Unlike senior faculty leaders who
endorsed and embraced collaboration in
their own work, early career faculty faced
important impediments to collaboration.
One of the major impediments was
criteria for career advancement.

Barriers to collaboration

Faculty tended to work in academic
environments that did not pervasively
value collaboration regardless of career
stage. Early career faculty, for example,
tended to describe an environment that
was one of competitive self-interest
rather than collaboration and clearly
recognized the lack of support for
collaboration:

It’s like playing high school football again,
you know? Really it’s the same sort of
mentality. You watch out for the other
person, I’ll help you, what can I do to
help you get out [of work] sooner, rather
than everybody for themselves . . . in
academic medicine, unfortunately, I see
more of that attitude than the former,
meaning that it’s everybody for
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themselves . . . I think more selfish than
competitive.

—Early career male physician (research
collaboration)

I mean that would be a positive in my life
if I felt we were all sort of on this team
working towards this common goal, but I
don’t have that.

—Early career male physician (clinical
collaboration)

The hierarchical nature of academic
medicine served to inhibit opportunities
and collegial environments for effective
collaboration. In fact, for some faculty
the traditional hierarchy was the
antithesis of collaboration:

What kind of structure would that
(function- or purpose-driven
organization) foster . . . it would look a
whole lot different I would think . . . a lot
less hierarchical, a whole lot more
collaborative.

—Female physician who left academic
medicine (research and educational
collaboration)

Hierarchy creates a structure that makes
communication up the line more difficult
for junior faculty who would benefit
from more interaction with senior and
leadership faculty. Junior faculty saw
senior faculty as contributing to the
hierarchical structure. A senior male
physician stated, “I’m the boss, don’t
hesitate to talk to somebody who’s
keeping me from ever having to talk
to you.” These junior faculty were
concerned that departments mirrored
some of their more senior faculty who
could be averse to change, making it hard
for new ideas to take hold. An early
career stage female physician put it
this way: “I think that the upper
administration does not appear to be
aware of the problems we have, which I
think is very strange, because at one point
they had to be where we are now.” And a
senior male physician said, “It’s very
hierarchical [so] those at lower levels
have minimum input. . . . Certainly not
into major strategic decisions at a
departmental level. It’s all held at a very
high level.”

The lack of cooperation between
departments in academic medicine also
works against effective collaboration as
stated by this former faculty member:

I would like to see people . . . be more
curious and more respectful of each

other, so not be as guarded and defensive
as specialties sometimes become.

—Male physician who left academic
medicine (research collaboration)

Collaboration in research

Barriers. There were barriers to research
collaboration as well, including the
difficulty faculty encountered learning
about the work of other researchers in
their institution with similar interests.

It’s [collaboration] great when it happens.
I mean, but when it happens, it’s because
you are sitting with somebody at lunch
. . . it’s because you are sitting there and
talking about your work and you think,
“Oh, I work on that. Let’s do something
together” . . . that’s how it happens.

—Senior female PhD (research
collaboration)

These informal pathways to research
collaboration are common, and many
faculty saw the potential of having more
formal ways to encourage collaboration,
such as through institutional research
databases, rather than to have it occur
through chance. Early career faculty
involved in clinical research also
expressed low expectations of other
faculty contributing and collaborating
with them on their research:

It’s not that they don’t want to be
involved, it’s just that they are really busy
and to expect other people to care about
what I’m doing, for the most part is—I
don’t. So I don’t expect it, so I’m not very
disappointed by it . . . I think isolated . . .
the only time isolated bothers me is when
I am trying to enroll patients in studies
that I need my partners’ patients. . . . I
never get resistance, but I never get the
level of support that would make this all
better.

—Early career male physician (research
collaboration)

In addition to the concerns by some male
faculty about the lack of cooperation
from other faculty in furthering their
research studies, clinical faculty had other
concerns. They identified the heavy
clinical load expected by hospitals from
their physician staff as a barrier to
collaboration and wanted to ensure that
somehow research collaboration would
not be stifled for clinical faculty:

Cultivating that environment for
collaborative work between that handful
of researchers who are struggling to get
time off from their clinical expectations.

—Early career woman PhD (research
collaboration)

A major barrier for research
collaboration is faculty advancement.
The system of promotion usually requires
an individual body of work that is clearly
that of the faculty member who is under
consideration for promotion. Although
faculty might wish to collaborate and
realize that they could gain greater
productivity through collaboration, they
also realize that they would be promoted
or promoted earlier if their work were
completely their own and separate from
their mentor’s line of research.
Collaboration in academic medical
research is the most difficult to achieve
because of this constraint. As one
plateaued female physician (research
collaboration) stated,

My model for research is more a group
model and I still work very closely with
my scientific mentor, which is, you know,
great, in terms of being able to use his
resources, where I haven’t had them, but
it also hurts you in that it keeps you from
looking independent, which is part of
advancement.

Faculty were also aware of the
contradictions between, on one side,
this policy of independence and the
reality of academic life and, on the other,
collaboration and the need for academic
medicine to change.

The goal, this whole goal of becoming an
independent researcher which truthfully I
think is kind of bunk at the end of the
day. I think, to me, and I think the new
Institute Roadmap is acknowledging that
we do get a lot more done when we work
together, in group mission, greater
productivity. . . . You always felt like you
were working together, helping one
another. I have not seen that. . . . I think
they [large labs that collaborate] are few
and far between.

—Early career male physician (research
collaboration)

Collaboration was valued and noted to
provide a means of greater research
productivity, but at the end of the day,
faculty were very aware of the need to
have accomplished goals independently.

Disadvantages. One faculty member
observed that the pace of the work that
was accomplished could be negatively
impacted by collaboration. Investigators
needed to rely on other people to
complete their work in a timely way.
Faculty sensed a loss of control:
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[When] you need to rely on other people
. . . other factors come into play, like how
hard others work.

—Early career female PhD (research
collaboration)

Working with others, therefore, had its
limitations as well as advantages.

Collaboration in medical education

Many faculty enjoyed medical education
because of the many possible avenues for
collaboration. They valued the excellence
of work that resulted from effective
collaboration, as well as having a
pragmatic outcome such as a grant or
curricula.

I wrote a bunch of curricula while I was
there and changed some courses fairly
dramatically, and I also liked talking
about ideas and thinking about ideas
and collaborating on projects with other
colleagues.

—Female physician who left academic
medicine (educational collaboration)

Faculty also noted that collaboration as
part of the leadership structure of a
residency program was effective, valuable,
and common to many programs.

So when I was offered the position of
training director, there was no associate
training director and I advocated
aggressively to name an associate training
director . . .. I had a lot of resistance about
that from my chair. Eventually she agreed
and the program has been so much better.

—Early career male physician
(educational collaboration)

It’s a lot of work, but when you see it
[new curriculum] come together, or even
if it falls apart, it’s such a learning process
for me, and I think for them, and
hopefully that we are able to—as a
group—to impart some knowledge or at
least a new way of looking at something
to groups of students, residents, or our
colleagues.

—Plateaued female physician
(educational collaboration)

Outcomes

Many faculty, researchers, clinicians, and
educators, particularly male faculty,
expressed the need for tangible outcomes
from collaboration. They felt that if they
engaged in collaboration, there needed to
be something in it for them, whether it
was a publication, a grant, or curricula.
Female faculty again imparted a sense of
enjoying the process as much as the

outcome (see above quotation), and of
having the ability to choose faculty for their
committee as a way of increasing the
probability of having more thoughtful and
effective members:

What I liked about it was working with
people from different backgrounds and
coming together to work on a common
problem and the other people there made
me think of things in a way that I hadn’t
before. And they were people I was able to
handpick . . . for being very thoughtful
people . . .. That was a project that
involved a lot of intellectual energy, that
had an outcome, you know that had a
grant, a product that was really a
challenge to produce.

—Plateaued female physician
(educational collaboration)

This female faculty member has not
advanced as expected, yet she is
supportive of the idea of collaboration
and finds the process in and of itself
valuable, regardless of the outcome.

Some faculty, often female, were
generous with the outcomes that they
produced collaboratively, as illustrated in
the following statement:

So we set major goals, we worked together
and one of the things that happened . . .. I
was very generous with authorship. If you
did something for the [research] project,
you could be an author. And so that way
everybody felt a part of it.

—Senior female physician (research
collaboration)

It’s several different individuals
collaborating to work together to achieve
a goal and publish. Just recently we
recognized that there was a problem with
stress, depression, and burnout . . . we
had an intervention that we studied as a
research project.

—Senior female physician (research
collaboration)

Female faculty design opportunities that
allow others to share in the outcome of
their work; they value the process of
collaboration, which they use as team
building with colleagues. Male faculty,
particularly those still in the early stages
of their careers, did not express the idea
of providing such a shared outcome but,
rather, a more competitive approach that
would result in greater research
opportunities for taking on additional
work (see “Barriers to Research,” the first
quote: “It’s everybody for themselves . . .
I think more selfish than competitive”).

There were no male faculty at any stage of
their careers in this study who expressed
value in the process of collaboration
regardless of an outcome.

Discussion

Leaders have promulgated effective
collaboration as facilitating excellence in
research in academic medicine, but often
neither the atmosphere nor the
advancement criteria in medical
institutions are conducive to such
collaboration. The need to transform the
individualistic and competitive
environment to one that is collaborative
and cooperative has been voiced by
senior leadership in medicine.1,2 There is
almost no literature about collaboration
in academic medicine, despite the
importance of this concept. The lone,
autonomous investigator who competes
for research grants and advancement
has long been the model for success in
academic medicine. Many of the early
career male faculty in our study
expressed a competitiveness in the
academic environment that female
faculty did not experience, recognize,
or create. Rather, female faculty
revealed an enthusiasm about the
process of collaboration, which was at
odds with early career male faculty,
who seemed outcome-oriented in their
vision of collaboration. The concepts
that female faculty associated with
collaboration, such as learning and
growing, sharing ideas, and gaining
new perspectives—similar to those
expressed by Chrislip and Larson3—are
at the heart of an effective process of
collaboration.

Our respondents described ways of
collaborating that fit two of three
descriptions of collaboration detailed
by Schneider8: (1) brainstorming
or collaboration by interest, in which
collaborators spontaneously discuss a
common problem at hand—this is
described by senior faculty who
approach institutional problems through
this approach—and (2) collaboration by
the leader, in which the collaborators are
chosen by the committee chair and thus
often have compatible values and come
from similar working environments—
this type of collaboration is referred to in
our study by a plateaued female physician
who found it essential to have thoughtful
faculty whom she had selected in her
committee (first quote in the outcome
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section). Schneider’s third way of
collaboration (not specifically mentioned
by our participants) is collaboration by
acuity, in which the collaborators are
selected to create a balanced skill set
among the members. In addition to these
types of collaboration, we also noted a
form of instrumental collaboration
through which faculty worked on large
projects with multiple-author papers,
essentially completing work together but
not necessarily learning and growing
together. Collaboration by acuity is
particularly important in academic
medicine because of the highly
specialized nature and increasing
complexity of medical knowledge. The
lone, autonomous investigator is at a
disadvantage as collaboration is even
more vital now than in times past.

Both the lack of formal pathways in many
institutions to facilitate collaboration
among faculty and the barriers between
departments hinder effective
collaboration. One of our key findings is
that faculty readily concurred that the
best environment in academe is one in
which cooperation, support, and
collaboration exist, yet few of our faculty
participants, and particularly early career
faculty, described such an environment at
their current institution.

Paul T.P. Wong9 describes five types
of “toxic” cultures that inhibit
collaboration: authoritarian– hierarchical,
competing– conflicting, laissez faire,
dishonest– corrupt, and rigid–traditional.
Several aspects of academic medicine
contain features of these “toxic” cultures:
the hierarchical and competitive aspects
of the culture, which faculty participants
repeatedly noted as barriers to
collaboration; chairs who are not
accessible to talk with faculty; and
the competitive environment for
individualistic advancement sensed by
early career male faculty. In business,
leaders have understood the importance
of a healthy corporate culture that
includes trust building, transparency,
accountability, and empowerment of the
workforce. A hierarchical culture does
not permit the equal sharing of ideas so
that all participants can contribute, learn,
and grow. Instead, in medical academe
there is often the unilateral control of the
chair or chief, resulting in lost
opportunity for mutual learning, equal
input, and high-quality decisions.9

Whereas the hierarchy and
competitiveness of academe are
prominent to junior faculty, senior
faculty have reached another stage in
their careers at which they tend to view
collaboration as brainstorming;
consequently, developing ideas and
solving problems are forms of
collaboration. Initial brainstorming often
sets the tone for further work, which
involves agreeing on similar group values.
Senior leaders in academic medicine are
likely to share a common set of academic
and institutional priorities, which aid in
making such sessions collaborative.4

Senior leaders are at the top of the
hierarchy and can follow a mutual
learning model in which there is
transparency, sharing of information,
decision making by building a consensus,
and a greater commitment to
implementing such decisions.10 For
effective collaboration to occur, the ideas
of every person need to be respected and
the value of each person’s contribution
appreciated. From this mutual respect
and appreciation, a shared field of
meaning can emerge,11 and differences
can be seen as opportunities for
learning.10 These qualities of effective
collaboration seem to thrive in the
brainstorming of senior faculty. Leaders
seem to accept collaboration as an
effective means to an end for themselves
in the roles that they play, but perhaps
not necessarily for junior faculty. The
role of the leader suggests that
advancement has occurred to some
degree before a role change. Views on
collaboration may change once someone
meets at least initial advancement criteria
and moves into an academic leadership
role, such as chair or dean.

These senior faculty almost uniformly
described a connection to colleagues, a
readiness to collaborate with other senior
faculty for problem solving, and an
enhanced satisfaction from this process.
Junior faculty expressed concerns both
about the atmosphere in academic
medicine being adverse to sharing work
and about their lack of connection to
other faculty. This lack of connection,
despite the greater ease of
communication through e-mail, faxing,
and teleconferencing, suggests that
relationship formation cannot be
adequately achieved without direct
interpersonal meetings and exchanges.
Likewise, in a culture in which rank or
job title is important, it can be difficult

for a lower-ranking faculty member to
access more senior faculty for the
purpose of collaboration. The disconnect
between junior and senior faculty in our
study was vivid and problematic.
Particularly concerning is that early
career faculty were very aware of the
barriers to collaboration and pessimistic
that effective, productive collaboration
was possible. They were highly aware of
the hierarchy, as they were close to the
bottom of it. Greater efforts are necessary
to support junior faculty and to create a
more collaborative culture at all levels of
academe.

Female faculty remained enthusiastic and
positive about collaboration, whereas
male faculty, particularly early career
male faculty, seemed much more
pragmatic about collaboration, valuing it
for its outcomes. Nonetheless, these early
career male faculty still perceived the
individualistic and competitive
atmosphere in academe. Female faculty
in this study expressed greater interest in
collaboration than did their male
colleagues, with less concern for the
outcome than the processes and the
learning involved with the work.
Notably, though, many of these female
faculty had either plateaued or left
medical academe. It is also
disconcerting that it was easier to find
plateaued female faculty compared with
male faculty. If effective collaboration
is more valued, women may find it
easier to advance in their academic
careers and thus be less likely to
plateau.

Our study has a number of limitations.
The in-depth and time-consuming
nature of the interviews necessitated a
small sample size, so whether our
findings are generalizable is not clear.
Another investigator examining our data
may not extract the same themes, but we
found the themes consistent and
congruent. Our study also has significant
strengths. This work is the first on
collaboration in academic medicine
and provides national information from
five medical schools which are quite
representative of medical schools
nationally by geography, in
public–private status, and
demographically. The qualitative
methods reveal the experience of faculty
in their own rich language and according
to their own understanding.
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Conclusions

The descriptions of the academic
environment provided by the faculty we
interviewed, especially junior faculty, are
concerning. Creating a supportive,
collegial, and collaborative atmosphere in
medical academe needs to be a high
priority. Female faculty could be a
particularly valuable asset in this
transition because they seem to value
collaboration, both the process and the
outcomes. Reciprocally, building a more
collaborative atmosphere could improve
the position of female faculty in academic
medicine. Better benchmarks to judge the
accomplishments of faculty are needed so
that the desire for and actual steps toward
advancement are not at odds with the
increasingly complex and
interdisciplinary process of academic
work. The criteria for promotion need to
change to reflect the value of effective
collaboration.
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INTRODUCTION

This update reviews the literature in the prevention and
management of HIV infection as pertinent to the general
internist. Our objectives were (1) to review the most recent data
regarding HIV prevention, counseling, testing, and treatment,
with a special focus on cost-effectiveness; (2) to discuss new
findings regarding survival and general management of HIV,
including a brief review of updated treatment guidelines and new
antiretroviral medications; and (3) to discuss the intersection of
HIV with other chronic diseases commonly encountered by
generalist physicians. We included papers with both domestic
and international relevance.

We performed a literature search of peer-reviewed studies
published since July 2006. Initially, we performed a PUBMED
search using the Medical Subject Heading (MeSH) term “HIV,”
limiting our search to English articles dealing with human
subjects published in core clinical journals on or after July 1,
2006. We narrowed our results to studies focusing on the
following categories: prevention, counseling and testing, survival,
management, and HIV and other chronic diseases. Additionally,
we reviewed studies published since July 2006 in the major
internal medicine journals and HIV specialty journals, and
included articles based on recommendations by experts in the
field. Final selection of articles was by group consensus of HIV
experts and practicing HIV clinicians.

PREVENTION: THE ROLE OF MALE CIRCUMCISION

Gray RH, Kigozi G, Serwadda D, et al. Male
circumcision for HIV prevention in men in Rakai,
Uganda: a randomised trial. Lancet. 2007;369:657–
666.

More than 40 epidemiologic studies have suggested a benefi-
cial effect of male circumcision in preventing HIV acquisition
among heterosexual men.1 The biological explanation for this
may be limiting the vulnerable mucosal surface. Several recent
randomized controlled trials were performed to assess safety and
efficacy of male circumcision in reducing female-to-male HIV
transmission.2,3 Gray et al. reported on the largest of these trials,
performed in Rakai, Uganda.

This study enrolled 4,996 uncircumcised, HIV-negative men
aged 15–49 years who were randomly assigned to receive
immediate circumcision or circumcision delayed for
24 months. The primary outcome was HIV incidence. This
trial was stopped early after interim analysis showed signifi-
cant efficacy for circumcision. In a modified intention to treat
analysis, 24-month incidence was 0.66/100 person-years in
the immediate circumcision group versus 1.33/100 person-
years in the control group, corresponding to a 51% efficacy
(95% CI, 16%–72%; P=0.006). Accounting for crossovers in an
as-treated analysis, efficacy increased to 55% (95% CI, 22%–

75%; P=0.003). HIV incidence was lower in the immediate
circumcision group in all sociodemographic, behavioral, and
sexually transmitted disease subgroups. This effect appeared
to be stronger among men with two or more partners,
extramarital partners, and during later follow-up periods.
Moderate or severe adverse events were relatively rare. All
adverse events resolved with treatment. Behaviors were similar
in both groups. The Rakai study findings are consistent with
the other two circumcision trials performed in Africa.2,3

One caveat is that circumcision in these studies was
performed by trained personnel using sterile technique in
well-equipped facilities. Complications might increase under
less controlled conditions. Additionally, preliminary data
from another study raise concern about potential increased
HIV transmission to female partners of HIV-positive men
circumcised as adults, although this difference was not
statistically significant.4 Still, the World Health Organization

Received July 29, 2008
Revised October 7, 2008
Accepted October 14, 2008
Published online November 11, 2008

JGIM

276



and UNAIDS recommend that circumcision be considered in
high-prevalence settings.5 The Rakai study supports this
approach. However, these conclusions should not be ex-
tended to imply reduced transmission to circumcised men
who have sex with men, or to women with circumcised HIV-
positive male partners.

COST-EFFECTIVENESS

Paltiel AD, Walensky RP, Schackman BR, et al.
Expanded HIV screening in the United States:
Effect on clinical outcomes, HIV transmission, and
costs. Ann Intern Med. 2006 Dec 5;145(11):797–806

Sanders GD, Bayoumi AM, Holodniy M, Owens DK.
Cost-effectiveness of HIV screening in patients
older than 55 years of age. Ann of Int Med.
2008;148(12):889–903.

Goldie SJ, Yazdanpanah Y, Losina E, et al. Cost-
effectiveness of HIV treatment in resource-poor
settings–the case of Cote d’Ivoire. N Engl J Med.
2006 Sep 14;355(11):1141–53.
During the last 3 years, there has been renewed emphasis
on expanding HIV testing in primary care.6 Studies have
previously demonstrated that under most conditions in the
US, cost-effectiveness ratios for routine HIV testing are
substantially less than the commonly used benchmark of
$50,000 per quality-adjusted life year (QALY).7,8 More recent
research taking into account new testing and treatment
strategies and effects on future HIV transmission has
strengthened these findings.

Paltiel and colleagues used cost-effectiveness modeling to
incorporate the effects of testing and treatment on future
transmission. The number of infections that one person may
transmit depends on the number of infective contacts, the
behavioral risk of each contact, the efficiency of transmission,
and the lifetime duration of HIV infectivity. In theory, HIV
testing may decrease subsequent infections by decreasing risk
behaviors and through viral suppression with antiretroviral
therapy. However, testing and treatment might conversely
increase subsequent infections by disinhibiting behavior and
prolonging life, leading to more contacts.

They set the mean base lifetime transmission rate from a
single infected individual (R0) at 1.44. In their simulation
model, they found that for a typical population (1% HIV
prevalence) one-time screening had a cost-effectiveness ratio
of $30,800 per QALY, and screening every 5 years a ratio of
$32,300 per QALY. Assuming an adverse effect of HIV testing
on future transmission (if testing were to increase transmis-
sion), one-time screening still conferred a net health benefit,
with the cost-effectiveness ratio increased, but still a good
value at $44,200/QALY. Screening every 3 to 5 years became
quite costly, with cost-effectiveness ratios exceeding
$100,000/QALY. However, using more favorable assumptions
(that testing would reduce transmission) improved estimates

of cost-effectiveness so that one-time routine HIV screening
ratios remained below $50,000/QALY in settings where HIV
prevalence was as low as 0.2%. One limitation is that the
model incorporates effects on transmission directly from the
screened individual to others, but not on more distant
downstream transmission.

Sanders and colleagues focused on adults aged 55–
75 years. In their Markov model incorporating prevalence,
treatment, years and quality of life saved, transmission, and
costs, they found that for older adults with a spouse or
other sexual partner, one-time screening of populations with
prevalence as low as 0.5% yielded favorable incremental
cost-effectiveness in those 65 ($30,020/QALY) and those
75 years old ($41,520/QALY). Screening older adults with-
out sexual partners was less cost-effective ($55,440/QALY
for a 65 year old), but still approached the conventional
threshold of $50,000/QALY.

Goldie and colleagues studied cost-effectiveness of HIV
treatment in resource-limited settings. In Côte d’Ivoire, they
compared treatment strategies not considered in developed
settings, such as use of trimethoprim–sulfamethoxazole pro-
phylaxis without antiretrovirals or prophylaxis plus antiretro-
viral therapy monitored with clinical criteria alone and not
laboratory tests. Using conservative assumptions, they dem-
onstrated that for all antiretroviral strategies, those combined
with trimethoprim–sulfamethoxazole prophylaxis were in each
case more effective (greater life expectancy) and more efficient
(less incremental cost per year of life gained).

Prophylaxis alone was more efficient (incremental cost-
effectiveness ratio of $240/year gained) than antiretroviral
therapy and prophylaxis without CD4 testing ($620/year
gained) or antiretrovirals and prophylaxis with CD4 testing
($1,180/year gained). However, prophylaxis without antiretro-
virals was also less effective in terms of increased undis-
counted life expectancy (1.6 months) than strategies that
included antiretroviral therapy, either without CD4 testing
(10.7–45.9 months depending on criteria for initiation of
therapy) or with CD4 testing (14 months). The authors used
three times the local per capita GDP ($2,124) as a cost-
effectiveness threshold. Using this threshold, each strategy
was economically attractive. The conclusions held up well to
sensitivity analyses, with the exception of variation in the cost
of antiretrovirals. Increases in antiretroviral costs had the
greatest risk of driving costs per year of life saved significantly
higher than the $2,124 GDP line. This study suggests that
delivering HIV treatment can be economically reasonable in
resource-limited settings.

SURVIVAL

Lohse, N, A Hansen, G Petersen, et al. Survival of
persons with and without HIV infection in Denmark,
1995–2005. Ann Intern Med 2007; 146:87–95.
For most studies of antiretroviral therapy, the endpoint is
HIV RNA suppression, yet the most important clinical
indicator is impact on mortality rate. Lohse et al. use data
from a population-based cohort study of all Danish resi-
dents to investigate survival in persons with HIV in the era
of highly active antiretroviral therapy (HAART). Each of
3,990 HIV-infected persons living in Denmark was matched
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with 95 controls from the general population based on age,
sex, and geographic region. Patients were observed for an
average of 5.8 and 8.4 person-years, respectively. Analyses
were perfomed for three clinically relevant periods: 1995–
1996 (pre-HAART), 1997–1999 (early HAART), and 2000–
2005 (late HAART) and for both those with and without
hepatitis C coinfection.

The study found that persons with HIV infection had a
median survival beyond age 25 of 19.9 years, compared with
51.1 years in the general population. However, subgroup
analysis found that in the late HAART era (2000–2005),
survival beyond age 25 had increased to 32.5 years. Those
patients who were hepatitis C negative and diagnosed in the
late HAART era had the best survival at 38.9 years beyond
age 25.

The strength of this study is the ability to capture
accurate and comprehensive data for an entire population.
There were no exclusion criteria, and all persons with HIV
were included regardless of CD4 count, viral load, stage of
disease, comorbidities, or treatment adherence. In addition,
less than 3% of the cohort was lost to follow up. One
potential limitation is that the measurement of survival from
age 25 likely leads to lead time bias as most patients were
diagnosed after age 40 and so presumably did not have
disease at age 25. A second limitation is that the limited
observation period may be too short to extrapolate long-term
survival. Finally, because of Denmark’s national health
system, patients had excellent access to health care (>75%
of patients were on HAART), and results may not be
generalizable. Despite these limitations, this study predicts
that a nearly 20-year increase in life expectancy is achiev-
able with HAART.

MANAGEMENT

When to Start

In December 2007 the US Department of Health and Human
Services (DHHS) revised its guidelines for initiation of antire-
troviral therapy. The recommendation is to initiate treatment
in patients with a history of an AIDS-defining illness or with
CD4 lymphocyte count <350 cells/mm3. This is a change from
prior recommendations, which stated that asymptomatic
persons with CD4 count between 200–350 cells/mm3 should
be offered treatment, but did not explicitly recommend treatment
in this group.9 The DHHS also recommends antiretroviral
therapy regardless of CD4 lymphocyte count among (1) pregnant
patients, (2) individuals with HIV-associated nephropathy, and
(3) HIV/hepatitis B virus (HBV) co-infected persons, if treatment
for HBV is indicated.10

New FDA Approved Medications

In the past several years the FDA has approved a number of
new antiretroviral medications. One important development
is the multi-class drug combining the nucleoside/nucleotide
reverse transcriptase inhibitors (NRTIs) emtricitabine and
tenofovir with the non-nucleoside reverse transcriptase in-
hibitor (NNRTI) efavirenz into a single pill. For appropriate
patients, this pill comprises a complete antiretroviral regimen
to be taken once daily.11 Other developments include five new

antiretrovirals and two new antiretroviral classes.12–21 A
detailed review of drug trials is beyond the scope of this
review. However, a summary of selected major trials is
presented in the Table 1.

Mallal, S, E Phillips, G Carosi, et al. HLA-B*5701
screening for hypersensitivity to abacavir. N Engl J
Med 2008;358:568–79.
Abacavir hypersensitivity is an immunologically based, poten-
tially life-threatening condition, requiring a high degree of
clinical suspicion.22 It is estimated to affect 5–8% of patients
during the first 6 weeks of therapy. Symptoms of abacavir
hypersensitivity are nonspecific and often similar to other drug
side effects, which may lead to false-positive diagnoses.
Previous studies have shown an association of MHC class I
allele HLA-B*5701 and hypersensitivity.23,24

This study tested the hypothesis that prospective HLA-
B*5701 testing and excluding those found to be positive would
reduce the incidence of abacavir hypersensitivity. This pro-
spective, multicenter, randomized, double-blind study was
performed at 265 centers in 19 countries. The study had two
arms: (1) those receiving prospective screening, and if found to
be HLA-B*5701 positive, excluded from abacavir-containing
treatment and (2) a control group, receiving abacavir under
usual care, with HLA test results reviewed after the study.
Epicutaneous patch testing was used as a “gold standard” for
hypersensitivity.

A total of 1,956 subjects was evaluated: 980 prospective
screening and 847 control subjects. Fifty-five were excluded
from the prospective screening group after testing positive for
HLA-B*5701. Results showed that 109 patients out of 1,956
(5.6%) were HLA-B*5701 positive. The incidences of both
clinical (0.40; 95% CI, 0.25–0.62) and immunologically con-
firmed (OR 0.03; 95% CI,0.00–0.18) hypersensitivity reactions
were lower in the prospective screening group. In multivariate
analysis, only prospective screening was a significant negative
predictor of hypersensitivity reaction. There were no immu-
nologically diagnosed hypersensitivity reactions in the
screened group. Current use of a protease inhibitor (PI) or
introduction of a new NNRTI were predictors of clinically
diagnosed hypersensitivity, not immunologically confirmed,
suggesting that the symptoms were due to another drug, and
not true abacavir hypersensitivity. The positive predictive
value (PPV) of HLA-B*5701 for immunologically confirmed
hypersensitivity was 47.9%, with a negative predictive value
(NPV) of 100%. For clinically diagnosed hypersensitivity, the
PPV was 61.2% and the NPV was 95.5%. Nineteen of 49
carriers (38.8%) in the control group tolerated abacavir, sug-
gesting that HLA B*5701 is necessary, but not sufficient for
hypersensitivity.

There are a few caveats. Although it performed well in this
study, the patch test is for experimental proposes only. The
population studied was largely Caucasian; however, other
studies suggest HLA-B*5701 testing performs well in diverse
populations.25 Cost-effectiveness may vary across different
settings. Prospective HLA-B*5701 testing can reduce the risk
of abacavir hypersensitivity reactions and is now recom-
mended by the DHHS for all patients before beginning an
abacavir-containing regimen.26
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Table 1. Summary of Recently Approved Antiretroviral Medications

Medication Trade
name

Class Selected
clinical trials

Design, population Outcome Other notes

Efavirenz,
emtricitabine,
and tenofovir
disoproxil
fumarate

Atripla Multi-class
combination

___ ___ ___ -See Gallant et al.
2006 comparing NRTI
backbones in
efavirenz-containing
regimen1

Etravirine
(ETR)

Intelence Nonnucleoside
reverse
transcriptase
inhibitor
(NNRTI)

*DUET-12 -Phase III,
multinational, double-
blind, placebo-
controlled

DUET-1 48 weeks: 60%
on ETR vs. 39% on
placebo achieved
HIV RNA <50
copies/ml

Generally well
tolerated. Rash more
common with ETR

*DUET-2
3

-Treatment experienced,
with NNRTI resistance
and at least 3 PI
mutations

DUET-2 48 weeks: 61%
on ETR vs. 41% on
placebo achieved HIV
RNA <50 copies

-ETR + darunavir/
ritonavir + investigator
selected NRTIs
with or without
enfuvirtide

Tipranavir
(TPV)

Aptivus Protease
inhibitor (PI)

RESIST-1 -Phase III,
multinational,
randomized, open-label
of TPV vs. investigator
selected control PI

-48 weeks: 34% on
TPV/r vs. 15%
on control
PIs achieved 1 log10
HIV RNA reduction

-Gastrointestinal
symptoms, elevated
transaminases,
cholesterol,
and triglycerides
more frequent in
TPV/r

RESIST-2
(pooled
analysis)

4

-Treatment-experienced
(3-class, with at least
2 PI-based regimens),
HIV RNA HIV RNA
≥1,000, genotypic
evidence of some PI
resistance

-Time-to-treatment
failure significantly
longer in TPV/r
group

-“Black-box” warning
for intracranial
hemorrhage in 2006

Darunavir
(DRV)

Prezista Protease
inhibitor (PI)

ARTEMIS5 -Phase III, multinational
randomized, open-label
trial of ritonavir-boosted
darunavir (DRV/r) vs.
ritonavir-boosted
lopinavir (LPV/r)

-48 weeks: DRV/r
was non-inferior to
LPV/r at achieving
HIV RNA <50
copies/ml at
48 weeks

Rates of adverse
events lower in
DRV/r

-Treatment-naïve, and
HIV RNA ≥5,000
copies/ml

POWER-1,
POWER-2
(pooled
analysis)6

-Phase IIb,
multinational, open-
label, randomized
trials, DRV/r vs.
other PIs

48 weeks: 61% on
DRV/r vs. 15% on
control PIs achieved
a 1 log10 HIV RNA
reduction

Rates of adverse
events were lower or
comparable in the
DRV/r vs. control
groups

-Treatment experienced,
HIV RNA >1,000
copies/ml, at least
one PI mutation,
receiving a PI-
containing regimen,
history of PI, NRTI,
and NNRTI use

TITAN7 -Phase III,
multinational, open-
label, randomized
controlled trial of DRV/r
vs. LPV/r in treatment-
experienced, lopinavir-
naïve persons

48 weeks: DRV/r
was superior
overall, at achieving
HIV RNA <400
copies/ml

More virologic failure
and emergence of new
resistance mutations
in patients on LPV/r

-When analysis
restricted to those
with baseline LPV
susceptibility,
darunavir was
non-inferior

(continued on next page)
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HIV AND OTHER CHRONIC DISEASE

The DAD Study Group. Class of antiretroviral drugs
and the risk of myocardial infarction. N Engl J Med
356;17, 1723–1735; 2007
Cardiovascular disease is emerging as an important cause of
morbidity and mortality among persons living with HIV. There
is a demonstrated association between combination antiretro-
viral therapy and the risk of myocardial infarction (MI).27 The
purpose of this paper was to investigate the association of

exposure to PIs and NNRTIs and the risk of MI. The authors
analyzed data collected from the Data Collection on Adverse
Events of Anti-HIV Drugs (D:A:D) Study, an international
collaboration including over 20,000 HIV-infected individuals
in Australia, Europe, and the US.

This study population consisted of 23,437 HIV-infected
patients. The authors calculated incidence rates of MI and
determined the associations between MI and both PI and
NNRTI exposure. Three hundred and forty-five patients had
an MI during 94,469 person-years of observation. The inci-
dence of MI increased from 1.53/1,000 person years in non-PI-
exposed individuals to 6.01/1,000 person-years in individuals

Table 1. (continued)

Medication Trade
name

Class Selected
clinical trials

Design, population Outcome Other notes

Maraviroc
(MVC)

Selzentry Entry inhibitor
(CCR5-co-
receptor
antagonist)

*MOTIVATE-1
MOTIVATE-2
(pooled
analysis)8

-Phase III,
multinational,
randomized double-
blind, placebo
controlled trials

-48 weeks: both
treatment groups
showed significantly
greater decreases in
log10 transformed
HIV RNA from
baseline

-Safety and tolerability
profile was similar
across three groups

-Three class resistance
or treatment
experience, R5-tropic
virus, and HIV RNA
≥5,000 copies/ml

-Role of MVC in
treatment-naïve
persons is less clear
*(MERIT trial)9

-Optimized background
regimen + either
placebo, once daily
MVC, or twice daily
MVC

Raltegravir
(RAL)

Isentress HIV integrase
strand
transfer
inhibitors

Phase II10 -Phase II,
multinational,
randomized, double-
blind, dose-ranging trial
of RAL versus efavirenz

-RAL at all doses
performed similarly
to efavirenz at viral
suppression at 24
and 48 weeks

-RAL generally well-
tolerated, with no
dose-related toxicities
seen

-Treatment-naïve, HIV
RNA ≥5,000 copies/ml,
CD4 ≥100 cells/mm3,
no documented
resistance to tenofovir,
lamivudine, or efavirenz

-All RAL groups
achieved HIV RNA
under detectable
levels more rapidly
than efavirenz group

BENCHMRK-1
BENCHMRK-2
(pooled
analysis)11

-Phase III,
multinational,
randomized, placebo-
controlled trial

48 weeks: 62% on
RAL vs. 33% on
placebo achieved HIV
RNA <50 copies/ml

Safety and tolerability
similar in both
groups

-Treatment
experienced, HIV RNA
>1,000 copies/ml and
resistance to at least
one medication from
NRTI, NNRTI, and
PI classes

*Reference in abstract form
Abbreviations: DRV: darunavir; ETR: etravirine; LPV: lopinavir; MVC: maraviroc; NRTI: nucleoside reverse transcriptase inhibitor; NNRTI: non-nucleoside reverse
transcriptase inhibitor; PI: protease inhibitor; r: ritonavir-boosted; RAL: raltegravir; TPR: tipranavir
1Gallant et al. 2006
2Haubrich et al. 2008
3Johnson et al. 2008
4Hicks et al. 2006
5Ortiz et al. 2008
6Clotet et al. 2007
7Madruga et al. 2007
8Hardy et al. 2008
9Saag et al. 2007
10Markowitz et al. 2007
11Steigbigel et al. 2008
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exposed to PIs for greater than 6 years. After adjusting for
exposure to other medication class and for cardiovascular risk
factors other than lipids, the relative rate of MI per year of PI
exposure was 1.16 (95% CI, 1.10–1.23). When additionally
adjusted for lipid levels, it was 1.10 (95% CI, 1.04–1.18). The
relative rate of MI per year of NNRTI exposure was 1.05 (95%
CI, 0.98–1.13) and adjusting for lipid levels was 1.00 (95% CI,
0.93–1.09). While there was no evidence of this association for
NNRTIs, the number of person-years of exposure to PIs was
greater than that of person-years exposure to NNRTIs.

A limitation of this study is its observational nature;
unmeasured confounders might contribute to the findings.
Additionally, there is the possibility of “channeling bias”
whereby patients considered to be at higher risk might be
placed on regimens considered safer from a cardiac standpoint.
Adjusting for cardiac risk factors ameliorates but cannot com-
pletely account for this. Still, the results of this study confirm a
relationship between duration of combination antiretroviral use
and cardiovascular disease, and suggest that PI use is associated
with MI, which may be in part attributable to lipid effects.

The DAD Study Group. Use of nucleoside reverse
transcriptase inhibitors and risk of myocardial
infarction in HIV-infected patients enrolled in the
D:A:D study: a multi-cohort collaboration. Lancet.
2008; 371:1417–1426.
This study, also from the D:A:D Study Group, focused on
NRTIs and MI risk. It included 33,347 individuals encompassing
157,912 person-years of follow-up. Poisson regression was used
to evaluate the relationship between MI and exposure to
zidovudine, didanosine, stavudine, lamivudine, and abacavir.
The investigators adjusted for demographic factors, calendar
year, cohort, cardiovascular risk factors, and cumulative expo-
sure to other antiretrovirals.

There were 517 patients with MI, corresponding to an event
rate of 3.3 per 1,000 person-years (95% CI: 3.0–3.6). Exposure
to abacavir or didanosine in the past 6 months, but not
cumulative exposure, was associated with an increased risk
of MI compared to those with no recent use of those medica-
tions. The relative rate of MI for recent abacavir use was 1.90
(95% CI: 1.47–2.45), and the relative rate of MI for recent
didanosine use was 1.49 (1.14–1.95). There was no increased
risk of MI among patients who had been previously on
didanosine or abacavir and been off these medications for
more than 6 months compared to those who had never
received them. After adjustment for predicted 10 year risk of
coronary disease,28 recent use of abacavir and didanosine was
still associated with increased rates of MI (1.89, 95% CI 1.47–
2.45 for abacavir and 1.49, 95% CI 1.14–1.95 for didanosine).
No association was observed between MI and cumulative
exposure to zidovudine, stavudine, or lamivudine.

There are some limitations. The possibility exists that
persons with higher cardiovascular risk due to other factors
might have been more likely to receive abacavir or didano-
sine. However, after adjustment for risk factors, including
predicted 10-year coronary risk, increased rates of MI
persisted for abacavir and didanosine. Additionally, the risk
decreased after the drugs were discontinued, suggesting the
increased risk is attributable to the drugs. Data for two other
commonly prescribed NRTIs, emtricitabine and tenofovir,

were not presented in this analysis due to lack of sufficient
follow-up time.

The findings of this studymerit additional investigation, which
is underway. At this time, the DHHS has not changed their
recommendations on the use of antiviral agents.29 Clinicians
should take into consideration individual patient characteristics
and consider all available treatment options when deciding on
the appropriate antiretroviral regimen for their patients.

Patel, P., D. Hanson, P. Sullivan, et al. Incidence
of types of cancer among HIV-infected persons
compared with the general population in the
United States, 1992–2003. Ann Intern Med. 2008;
148:728–36.
HIV-infected individuals may be at an increased risk for certain
cancers. Few studies have examined cancer incidence at
different stages of HIV infection or after the introduction of
HAART. This study compared the incidence of non-AIDS
defining cancers among HIV-infected persons at all stages of
infection and during different periods of HAART availability,
compared with incidence in the general population. Additionally,
the authors explored risk factors for certain cancers in HIV-
infected persons.

The authors compared the data from 54,780 HIV-infected
persons [47,832 from the Adult and Adolescent Spectrum of
HIV Disease (ASD) Project and 6,948 from the HIV Outpatient
Study (HOPS)] who contributed 157,819 person-years of
observation from 1992 to 2003 with 334,802,121 person-years
of the general population from the Surveillance, Epidemiology,
and End Results (SEER) program of the National Cancer
Institute. They determined standardized rate ratios (SRRs) for
each and found the incidence for the following non-AIDS-
defining cancers to be significantly higher in the HIV-infected
population: anal (SRR 42.9; 95% CI, 34.1 to 53.3), vaginal
(SRR 21.0; 95% CI, 11.2 to 35.9), Hodgkin lymphoma (SRR
14.7; 95% CI, 11.6 to 18.2), liver (SRR 7.7; 95% CI, 5.7 to
10.1), lung (3.3; 95% CI, 2.8 to 3.9), melanoma (SRR 2.6; 95%
CI, 1.9 to 3.6), oropharyngeal (SRR 2.6; 95% CI, 1.9 to 3.4),
leukemia (SRR 2.5; 95% CI, 1.6 to 3.8), colorectal (SRR 2.3;
95% CI, 1.8 to 2.9), and renal (SRR 1.8; 95% CI, 1.1 to 2.7).
Among HIV-infected persons, incidence rates for melanoma,
Hodgkin lymphoma, and colorectal, anal, and prostate cancer
increased significantly over time, despite the introduction of
HAART during the study period. However, anal cancer was the
only type of cancer for which the relative incidence for HIV-
infected persons compared with the general population in-
creased over time.

In terms of risk factors, acquisition of HIV through male-
male sex was associated with increased risk for Kaposi’s
sarcoma (KS) and non-Hodgkin lymphoma. Use of antiretro-
viral therapy was associated with decreased risk for KS, non-
Hodgkin lymphoma, and cervical, lung, breast, and colorectal
cancer; low CD4 nadir was associated with increased risk of
KS, non-Hodgkin lymphoma, cervical, anal, colorectal, and
lung cancers. Hepatitis B or C coinfection was associated with
increased risk of liver cancer.

Limitations include (1) no formal evaluation of cancer data
in these cohorts, (2) inadequate tobacco data, and (3) the
cohorts are not representative of the overall HIV-infected
population in the US. Still, the study suggests that HIV-infected
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individuals are at an increased risk for certain cancers com-
pared to the general population. Risks for some of these cancers
may be reduced with currently available prevention strategies,
and further work is needed to explore new strategies.
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Abstract
Lipodystrophy is a common long-term complication of HIV infection that may lead to decreased quality of life and less adherence to
antiretroviral therapy (ART). A complete understanding of the etiology of HIV-associated lipodystrophy has not yet been achieved,
although factors related to the virus, per se, and use of ART appear to be related. Alcohol use is common among HIV-infected patients
and has biological effects on fat distribution, yet alcohol’s relationship to HIV-associated lipodystrophy has not been examined. The goal
of this clinical study was to assess the effect of alcohol consumption on lipodystrophy in HIV-infected adults with alcohol problems. This
was a prospective study (2001e2006) of 289 HIV-infected persons with alcohol problems. The primary outcome was self-reported lipodys-
trophy, which was assessed at one time point (median 29 months after enrollment). Alcohol use was assessed every 6 months and classified
as: abstinent at all interviews; $1 report of moderate drinking but no heavy drinking; 1 or 2 reports of heavy drinking; or $3 reports of
heavy drinking. Multivariable logistic regression models were fit to the data. Fifty-two percent (150/289) of subjects reported lipodystrophy.
Alcohol consumption was: 34% abstinent at all interviews; 12% $1 report of moderate drinking, but no heavy drinking; 34% 1e2 reports
of heavy drinking; and 20% $3 reports of heavy drinking. Although not statistically significant, subjects with alcohol use had a higher odds
of lipodystrophy (adjusted odds ratios and 95% confidence interval: $1 report of moderate drinking, 2.36 [0.89, 6.24]; 1e2 reports of heavy
drinking, 1.34 [0.69, 2.60]; $3 reports of heavy drinking, 2.07 [0.90, 4.73]). Alcohol use may increase the odds of developing HIV-
associated lipodystrophy among subjects with alcohol problems. However, larger studies are needed to fully elucidate the role and impact
of alcohol consumption on the development of this common long-term complication of HIV infection and its treatment. � 2009 Elsevier
Inc. All rights reserved.

Keywords: Lipodystrophy; HIV; Alcohol consumption
Introduction

Despite dramatic improvements in morbidity and
mortality of HIV-infected patients on antiretroviral therapy
(ART), several important long-term complications of the
disease and its treatment, including lipodystrophy syndrome,
have been described. HIV-associated lipodystrophy
(abnormal body fat distribution, often with hyperlipidemia
and/or glucose intolerance) is common, with a prevalence
* Corresponding author. Tel.: þ1-617-638-5989; fax: þ1-617-638-
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ranging from 20% to 80% in patients on ART (Sattler,
2003). Between 20% and 50% of HIV-infected patients will
report at least one sign of lipodystrophy within the first 2
years of starting ART (Galli et al., 2002; Heath et al.,
2002). The abnormal fat distribution is typically character-
ized by fat accumulation in the neck, breasts, and abdomen,
and fat loss in the face, buttocks, and extremities. Hyperlip-
idemia and glucose intolerance may contribute to the risk
for cardiovascular and other atherosclerotic disease as
patients age. In addition, patient’s quality of life and adher-
ence to ART may be adversely affected by lipodystrophy
through decreased self-esteem and stigmatization (Blanch
et al., 2004).
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The cause of HIV-associated lipodystrophy is unclear,
but it appears to be multifactorial in origin, involving host
factors (Martinez et al., 2001b), HIV itself (Mujawar et al.,
2006), and ART drug effects. The latter are particularly
notable with the use of the nucleoside analogue reverse
transcriptase inhibitors (NRTIs) and protease inhibitors
(Caron et al., 2001). ART may have an impact on liver
lipid transport, glucose homeostasis (Ben-Romano et al.,
2003), and adipose tissue directly (Caron et al., 2001).
The NRTIs specifically affect mitochondrial DNA replica-
tion (McComsey and Walker, 2004), which may explain
the prominence of abnormal fat distribution in this
syndrome because of the central role of mitochondria in
fat cells and the high content of mitochondria in brown
fat in particular (Brinkman et al., 1999; Villarroya et al.,
2007).

Alcohol use is common among HIV-infected patients,
and there are reasons to hypothesize that it may affect
the development of lipodystrophy. Alcohol has multiple
effects on metabolism, including changes in energy intake
(Armellini et al., 1993). An intriguing link can be found
between alcohol use and mitochondrial DNA replication
in an uncommon disease referred to as multiple symmet-
rical lipomatosis (MSL). First described by Madelung in
1888 as a case series of lipomas in patients with chronic
alcoholism, MSL is characterized by nonencapsulated
lipomas in a symmetrical distribution, typically in the
subcutaneous fat of the back of the neck and the proximal
legs and arms (Brinkman et al., 1999; Enzi et al., 1977),
with sparing or wasting of fat in the distal arms and legs
(Coin et al., 2005). In a more recent case series, alcohol
intake of over 50 mL per day was observed in 29 of 31
patients with MSL (Enzi et al., 2002). However, it is
now known that many patients with MSL also have either
mutations in mitochondrial DNA or abnormal mitochon-
drial function (Klopstock et al., 1997; Schoffer and Grant,
2006), which leads to the hypothesis that heavy alcohol
use in people with reduced mitochondrial function
produces an increased risk of abnormal fat growth. In
addition, several investigators have suggested that HIV-
associated lipodystrophy itself resembles MSL because
of the similar patterns of abnormal fat distribution (Brink-
man et al., 1999; Hengel et al., 1997; Teplitsky and
Halabe, 1999), and Brinkman et al. (Brinkman et al.,
1999) have hypothesized that mitochondrial toxicity
underlies both syndromes. This association between
alcohol use and MSL suggests the need to investigate
whether heavy alcohol consumption contributes to the
development of HIV-associated lipodystrophy.

The goal of this study was to assess the association
between alcohol consumption and lipodystrophy in
HIV-infected adults with alcohol problems. The relation-
ship of these two common conditions has received little
attention in this patient population. We examined this
issue using data from a prospective cohort of HIV-
infected persons with current or past alcohol problems.
Materials and methods

Study design and participant recruitment

Subjects were participants in HIV-Longitudinal Inter-
relationships of Viruses and Ethanol (HIV-LIVE),
a prospective, observational cohort study of HIV-infected
patients with current or past alcohol problems. Data were
collected at baseline and every 6 months thereafter for up
to 42 months.

Four hundred subjects were recruited from the following
sources: (1) 38% (n 5 154) from the HIV-Alcohol Longitu-
dinal Cohort (HIV-ALC) (HIV-LIVE) study, a previous
cohort study at Boston Medical Center (BMC) with iden-
tical inclusion and exclusion criteria (Samet et al., 2004);
(2) 22% (n 5 88) from the Diagnostic Evaluation Unit (Sa-
met et al., 1995), an intake clinic for HIV-infected patients
at BMC; (3) 8% (n 5 31) from the HIV Primary Care and
Specialty Clinics at Beth Israel Deaconess Medical Center
(BIDMC); and (4) 32% (n 5 127) through flyers distributed
in health-care centers, homeless shelters, and drug
treatment programs; advertisements in newspapers; and
referrals from other HIV-LIVE subjects.

Eligibility criteria were: (1) documented HIV antibody
test by enzyme-linked immunosorbent assay confirmed by
Western blot; (2) $2 affirmative responses to the CAGE
alcohol screening questionnaire (Buchsbaum et al., 1991;
Mayfield et al., 1974) or diagnosis of lifetime alcohol abuse
or dependence based on a study physician investigator clin-
ical assessment; (3) ability to speak English or Spanish; and
(4) at least one contact person. Exclusion criteria were: (1)
score of !21 on the 30-item Folstein Mini-Mental State
Examination (Folstein et al., 1975; Smith et al., 2006), or
(2) trained interviewer assessment that the patient could
not comprehend informed consent or answer the interview
questions. In addition to the exclusion criteria noted for
the HIV-LIVE study, the present analyses also excluded
patients reporting moderate or severe isolated abdominal
obesity to avoid confounding by age-related central
adiposity. Enrollment began August 2001 and ended July
2003. Eligible subjects who wished to participate provided
written informed consent prior to enrollment. Most inter-
views took place at General Clinical Research Centers.
The institutional review boards of BMC and BIDMC
approved this study. Additional privacy protection was
secured with a Certificate of Confidentiality from the
Department of Health and Human Services to protect
subjects from release of research data under court order
or subpoena.

Subject assessment

Subjects received an interviewer-administered assess-
ment at baseline and 6-month intervals, conducted in
English or Spanish, including questions on demographics,
HIV risk behaviors, alcohol consumption, and ART use in
the past 30 days. Lipodystrophy was evaluated at a single
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follow-up visit using a questionnaire developed by Carr
et al. (Carr et al., 2003). These questions supplemented
the standard assessment and were instituted in 2004. Due
to the sequential study accrual, subjects were administered
the supplemental assessment at different follow-up times.
Fat loss and/or fat gain in the face, front, or sides of neck,
back or base of neck, arms, breasts, waist, buttocks, and
legs were assessed. The severity of any reported fat gain/
loss was rated as mild, moderate, or severe. The presence
and location of any fat lumps was also evaluated by
research associateeadministered subject questionnaire.
Past month alcohol consumption was assessed using a vali-
dated calendar method (Sobell and Sobell, 1996). The
Composite International Diagnostic Interview Alcohol
Module (Robins et al., 1988) was administered following
study enrollment to determine current (past 6 months)
and lifetime diagnoses of alcohol abuse and dependence.

We recorded CD4 cell counts and HIV RNA levels at
each interview. Values were obtained by phlebotomy if
not available from clinical records within 4 months of the
interview. Hepatitis C virus (HCV) RNA was measured
using commercially available assays, either by branched-
chain DNA or polymerase chain reaction (PCR)-based
assays. Depressive symptoms were measured using the
Center for Epidemiologic Studies Depression Scale (CES-
D); a cut-off of $23 was used to denote substantial depres-
sive symptoms in persons with chronic diseases (Cook
et al., 2002). ART use was assessed with the question,
‘‘Have you ever taken antiviral medications for your HIV?’’
Outcomes

The primary outcome was self-reported lipodystrophy
since diagnosis of HIV infection. It was defined as a response
of moderate or severe changes in any of the following param-
eters: fat loss in the face or arms; fat gain in the back or base of
the neck; increase in breast size; decrease in fat on buttocks or
legs; or lipomatosis. The presence of lipodystrophy was
based on an objective case definition previously developed
and validated by Carr et al. (2003) but excluded clinical char-
acteristics not generally recognized as manifestations of
HIV-associated lipodystrophy (i.e., fat gain in face, fat loss/
gain in the front or sides of neck, fat loss in the back or base
of neck, fat gain in arms, decrease in breast size, increase in
fat on buttocks or legs, and decrease in waist size). Consistent
with the definition by Carr et al., patients reporting
‘‘moderate or severe isolated abdominal obesity’’ were
excluded from analyses to avoid confounding by age-related
central adiposity. Three secondary outcomes were also
examined: lipohypertrophy (defined as a response of
moderate or severe fat gain in the back or base of the neck
or increase in size of breast); lipoatrophy (defined as
a response of moderate or severe fat loss in the face or arms,
or decrease in fat on buttocks or legs); and reporting both fat
gain (i.e., lipohypertrophy or lipomatosis) and fat loss (i.e.,
lipoatrophy) since the diagnosis of HIV infection. The last
outcome is a more stringent definition of lipodystrophy as
it requires a report of both fat gain and fat loss, whereas the
primary definition requires a report of either fat gain or fat
loss.

Primary independent variable

At each study interview, alcohol use in the past 30 days
was classified as heavy, moderate, or abstinent. Heavy
alcohol use was defined as O14 drinks/week or $5 drinks
on one occasion for men !66 years old, and O7 drinks/
week or $4 drinks on one occasion for men $66 years
old and all women (National Institute on Alcohol Abuse
and Alcoholism, 2005). Moderate alcohol use was defined
as any drinking less than heavy amounts. The main inde-
pendent variable was alcohol consumption, measured
across all available study interviews between study enroll-
ment and the follow-up visit when lipodystrophy was as-
sessed. The longitudinal information collected on alcohol
use was combined, and subjects were classified into one
of the following four alcohol consumption categories: absti-
nent at all available interviews; at least one report of
moderate drinking but no heavy drinking; one or two inter-
views in which heavy drinking was reported; and three or
more interviews in which heavy drinking was reported.
Based on the definition of the highest drinking category,
subjects who did not complete at least three study inter-
views were excluded from analyses.

Potential confounding factors

The following potential confounders were included in
the analyses: gender; age; race/ethnicity (black, white,
other); hepatitis C RNA status (positive vs. negative);
current depressive symptoms (yes vs. no); ART use (ever
vs. never); cocaine use past 6 months (yes vs. no); CD4 cell
count; and lifetime alcohol dependence diagnosis (no diag-
nosis, abuse, dependence). Covariate values for depressive
symptoms, CD4 cell count, and cocaine use were taken
from the follow-up interview at which lipodystrophy was
assessed. All other covariates were taken from study
enrollment.

Statistical analysis

Descriptive statistics were used to assess the bivariate
relationship between subject characteristics and lipodystro-
phy for the study sample at enrollment. Chi-square and
Fisher’s exact tests were used as appropriate to assess the
bivariate associations. We examined the relationship
between alcohol consumption and lipodystrophy by fitting
multivariable logistic regression models. Unadjusted and
adjusted models controlling for all potential confounding
factors were fit to the data. Analyses of all secondary
outcomes were also conducted using logistic regression
models. To minimize the potential for collinearity, we as-
sessed correlation between pairs of independent variables



Table 1

Characteristics of the subjects at study enrollment and bivariate associa-

tions with lipodystrophy (N 5 289)

Variable Number (%)

Number (%) reporting

lipodystrophy by

characteristic
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and verified that no pair of variables included in the same
regression model was highly correlated (i.e., r O 0.40).
All analyses were conducted using two-sided tests and
a significance level of 0.05. Analyses were performed using
SAS software (version 9.1; SAS Institute, Cary, NC).
Alcohol consumptiona

Abstinent at all interviews 99 (34%) 50 (51%)

$1 Report of moderate drinking 34 (12%) 18 (53%)

1e2 Reports of heavy drinking 98 (34%) 49 (50%)

$3 Reports of heavy drinking 58 (20%) 33 (57%)

Gender

Male 214 (74%) 104 (49%)

Female 75 (26%) 46 (61%)

Hepatitis C RNA

Positive 143 (49%) 79 (55%)

Negative 145 (51%) 70 (48%)

Center for Epidemiologic Studies Depression Scale*

!23 151 (52%) 70 (46%)

$23 138 (48%) 80 (58%)

Race

White 92 (32%) 55 (60%)
Sample size considerations

Among the 289 study subjects, 99 reported past month
abstinence at all study visits, 34 had at least one report of
past month moderate drinking but no heavy drinking, 98
had one to two reports of heavy drinking during the past
month, and 58 had three or more such reports of heavy
drinking. Consistent with the observed proportion of 50%
reporting lipodystrophy among the reference group of those
abstinent at all visits, the available sample sizes allow our
study 80% power to detect an odds ratio as small as 2.8
for $3 episodes of heavy drinking, 2.4 for 1e2 episodes
of heavy drinking, and 3.7 for moderate but no heavy
drinking. Power calculations were based on c2 tests using
a significance level of 0.05.
Black 138 (48%) 69 (50%)

Other 59 (20%) 26 (44%)

Antiretroviral therapy use*

Never 37 (13%) 12 (32%)

Ever 251 (87%) 137 (55%)

Recent cocaine use

No 156 (54%) 83 (53%)

Yes 133 (46%) 67 (50%)

Age (years)b

21e40 117 (40%) 59 (50%)

41e48 101 (35%) 46 (46%)

49e71 71 (25%) 45 (63%)

CD4 cell countb,c

8e277 77 (28%) 37 (48%)

278e518 98 (36%) 52 (53%)

519e1,809 96 (35%) 52 (54%)

Lifetime alcohol diagnosis

No diagnosis 37 (13%) 19 (51%)

Abuse 55 (19%) 25 (45%)

Dependence 193 (68%) 104 (54%)

Recent alcohol diagnosis

No diagnosis 249 (87%) 131 (53%)

Abuse 7 (2%) 3 (43%)

Dependence 29 (10%) 14 (48%)

*P ! .05 for bivariate association with lipodystrophy.
aReport is based on assessment of alcohol use in the past month at each

research interview.
bBased on tertiles from study sample.
cn 5 271.
Results

Of the 400 HIV-LIVE subjects, 326 (82%) completed
the follow-up study interview in which lipodystrophy was
assessed. Of the 326 subjects who completed the lipodys-
trophy questionnaire, 30 were excluded because of isolated
abdominal obesity and seven were excluded for having
fewer than three study visits at the time lipodystrophy
was assessed. This resulted in a final study sample of 289
HIV-infected subjects with current or past of alcohol prob-
lems. Among the study sample, the proportion that was
assessed at the baseline, 6-, 12-, 18-, 24-, 30-, 36-, and
42-month study visits was 100%, 89%, 88%, 89%, 88%,
89%, 77%, and 60%, respectively.

Characteristics of the study sample at study enrollment
are shown in Table 1. The majority were male (74%) and
non-white (68%). The age range of the subjects was
20.9e70.7 years, with a mean of 42.9. At study enrollment,
46% reported cocaine use in the past 12 months, 48% had
substantial current depressive symptoms (CES-D $ 23),
50% were hepatitis C RNA positive, and 87% had ever
taken ART. CD4 cell count ranged from 8 to 1809 cells/
mm3, with a median of 404. The proportions in each
alcohol consumption category were as follows: 34% were
abstinent at all interviews; 12% had at least one report of
past month moderate drinking, but no heavy drinking;
34% had 1e2 reports of past month heavy drinking; 20%
had $3 reports of past month heavy drinking. Among the
289 study subjects, 150 (52%) had self-reported lipodystro-
phy, 115 (40%) lipoatrophy, 48 (17%) lipohypertrophy, and
42 (15%) both fat gain and loss. The median follow-up time
at which lipodystrophy was assessed was 29 months after
study enrollment (interquartile range 20e31 months). The
mean and median number of interviews that occurred
between enrollment and the time that lipodystrophy was
assessed was 5 (interquartile range 4e6 interviews) and
the mean and median number of interviews that occurred
overall (i.e., including interviews that occurred following
assessment of lipodystrophy) was 7 (interquartile range
6e8 interviews).
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In multiple logistic regression models controlling for
potential confounders, the adjusted odds ratios (AORs) and
95% confidence intervals (CIs) for lipodystrophy were 2.07
(0.90, 4.73) for $3 reports of any past month heavy drinking;
1.34 (0.69, 2.60) for 1e2 reports of any past month heavy
drinking; and 2.36 (0.89, 6.24) for any past month moderate
but no heavy drinking (Table 2). Factors significantly associ-
ated with lipodystrophy were substantial depressive symp-
toms (AOR 2.32 [95% CI: 1.30, 4.15] for CES-D $ 23 vs.
CES-D ! 23), ART use ever (AOR 2.64 [95% CI: 1.10,
6.36]), and CD4 cell count (AOR 1.13 [95% CI: 1.02, 1.25]
per 100 unit increase). Secondary analyses excluding depres-
sive symptoms as a covariate produced similar results (AOR
[95% CI]: $1 report of moderate drinking, 2.23 [0.86, 5.78];
1e2 reports of heavy drinking, 1.46 [0.76, 2.80]; and $3
reports of heavy drinking, 2.14 [0.95, 4.82]). In secondary
analyses of the effect of any reports of past month drinking
Table 2

Adjusted odds ratios for lipodystrophy based on multivariable logistic

regression analyses of 289 HIV-infected subjects with current or past

alcohol problems

Variable

Adjusted odds ratio

(95% confidence

interval)

Alcohol consumptiona

Abstinent at all interviews 1.00

$1 Report of moderate drinking 2.36 (0.89, 6.24)

1e2 Reports of heavy drinking 1.34 (0.69, 2.60)

$3 Reports of heavy drinking 2.07 (0.90, 4.73)

Gender

Male 1.00

Female 1.83 (0.95, 3.53)

Hepatitis C RNA

Positive 1.00

Negative 0.90 (0.50, 1.62)

Center for Epidemiologic Studies Depression Scale

!23 1.00

$23 2.32 (1.30, 4.15)*

Race

White 1.00

Black 0.64 (0.34, 1.19)

Other 0.60 (0.28, 1.29)

Antiretroviral therapy use*

Never 1.00

Ever 2.64 (1.10, 6.36)*

Recent cocaine use

No 1.00

Yes 1.36 (0.69, 2.68)

Age (per 10 year increase) 1.42 (0.95, 2.13)

CD4 Count (per 100 cells/mm3 increase) 1.13 (1.02, 1.25)*

Lifetime alcohol diagnosis

No diagnosis 1.00

Abuse 0.42 (0.16, 1.10)

Dependence 0.72 (0.32, 1.61)

*P ! .05.
aReport is based on assessment of alcohol use in the past month at each

research interview.
(yes vs. no), the AOR and 95% CI for lipodystrophy was
1.63 (0.89, 3.22).

The estimated associations between alcohol consumption
and each of the secondary outcomes are reported in Table 3.
For lipohypertrophy, subjects in each drinking category had
a higher odds of reporting lipohypertrophy compared to
those who were abstinent at all interviews (AOR [95% CI]:
2.51 [0.82, 7.66] for $3 reports of heavy drinking; 1.31
[0.53, 3.25] for 1e2 reports of heavy drinking; and 3.52
[1.07, 11.54] for moderate but no heavy drinking), with the
last comparison being statistically significant. For lipoatro-
phy, the AORs [95% CI] were 1.77 [0.76, 4.12] for $3
reports of heavy drinking; 0.92 [0.46, 1.84] for 1e2 reports
of heavy drinking; and 1.15 [0.44, 3.01] for moderate but no
heavy drinking. For reporting both fat gain and fat loss,
subjects with 1e2 reports of heavy drinking had increased
odds of the outcome, but no association was statistically
significant.
Discussion

Lipodystrophy syndrome is common in HIV-infected
patients, is multifactorial in origin, and is associated with
decreased self-esteem, stigmatization, and possibly an
increased risk of cardiovascular and other atherosclerotic
disease. Alcohol use is also frequent among HIV-infected
persons. Based on the link between chronic alcoholism
and the development of abnormal fat growth in patients
with mitochondrial replication deficits, as seen in MSL,
we hypothesized that alcohol use increases the risk of
HIV-associated lipodystrophy. Exploration of this associa-
tion has not been an active area of clinical HIV investiga-
tion. Our results suggest the potential of a clinically
important relationship between alcohol and lipodystrophy
among a cohort of HIV-infected subjects with alcohol prob-
lems. Subjects with multiple reports of heavy drinking had
twice the odds of reporting lipodystrophy compared to
those reporting abstinence, although these findings were
not statistically significant. Alcohol consumption may be
associated with the secondary outcome lipohypertrophy,
where a statistically significant result was observed for
moderate drinking compared to abstinence.

In the present study, alcohol use was prospectively
examined at 6-month intervals using a comprehensive,
validated instrument. In addition, we used a definition for
lipodystrophy based on the objective case definition vali-
dated by Carr et al. (2003). Several factors that may be
associated with HIV-associated lipodystrophy, such as
ART use, depressive symptoms, and cocaine use, were ac-
counted for in the regression analyses to minimize the
potential for confounding. The findings that both ART use
and depressive symptoms were associated with lipodystro-
phy provide face validity for the cohort and the definition
used to examine the association between alcohol use and
lipodystrophy. These findings are consistent with the
medical literature that suggests that ART use likely plays



Table 3

Adjusted odds ratios (AORs) for the secondary outcomes lipohypertrophy, lipoatrophy, and report of both fat gain and fat loss

Alcohol consumptiona

AORb (95% confidence interval)

Lipohypertrophy Lipoatrophy Report of both fat gain and fat loss

Abstinent at all interviews 1.00 1.00 1.00

$1 Report of moderate drinking 3.52 (1.07, 11.54) 1.15 (0.44, 3.01) 0.87 (0.25, 2.99)

1e2 Reports of heavy drinking 1.31 (0.53, 3.25) 0.92 (0.46, 1.84) 1.38 (0.53, 3.58)

$3 Reports of heavy drinking 2.51 (0.82, 7.66) 1.77 (0.76, 4.12) 0.87 (0.27, 2.80)

aReport is based on assessment of alcohol use in the past month at each research interview.
bAll logistic regression models adjusted for gender, age, race, hepatitis C status, depressive symptoms, antiretroviral therapy use, CD4 cell count, lifetime

alcohol diagnosis, and cocaine use.
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an etiologic role in the development of lipodystrophy
(Ben-Romano et al., 2003; Caron et al., 2001); depressive
symptoms may be a consequence of the undesirable bodily
changes that define this syndrome (Blanch et al., 2004;
Martinez et al., 2001a).

The primary limitation of the present study is that our
definition of lipodystrophy relied solely on self-report and
did not include a physical assessment by a clinician. The
potential for measurement error from the self-reported
outcome may have biased our estimates. However, if there
is reporting bias, we would expect an under-reporting of
lipodystrophy. Thus, if there was a positive association
between alcohol use and lipodystrophy, such under-
reporting would bias our results toward the null hypothesis
of no association. A second limitation of the study was
a lack of power to detect associations of the observed
magnitude. This study is a secondary data analysis and
was not designed to determine the impact of alcohol on lip-
odystrophy. However, these data provide estimates of the
magnitude of the alcohol effect and will be useful in
designing future studies that will more definitively assess
the effect of alcohol use on HIV-associated lipodystrophy.

Another limitation of the study is the potential for
misclassification of alcohol consumption status given that
subjects were observed for the past 30 days rather than
the past 6 months at each study visit. However, we used
a validated measure for assessing alcohol consumption
and one that has been shown to be correlated with assess-
ments of longer timeframes (Carey et al., 2004; Koppes
et al., 2000). There is also the potential for residual
confounding due to uncontrolled confounders or misclassi-
fication of confounders, which may have biased the results
of this study. Finally, the observational study design and the
possibility that lipodystrophy could have occurred prior to
alcohol consumption limit our ability to establish a causal
relationship between alcohol consumption and develop-
ment of lipodystrophy. Instead, the results describe the
association between the pattern of alcohol use prior to the
assessment of lipodystrophy. Of note, if subjects decreased
their consumption after developing lipodystrophy, we
would expect to see a negative association between
drinking and lipodystrophy, not the positive association
observed in the study. Nonetheless this study, novel for
its evaluation of this research question, provides
preliminary, hypothesis-generating data that may be useful
in planning future clinical studies.

Alcohol use in HIV-infected patients with alcohol
problems may increase the likelihood of developing HIV-
associated lipodystrophy. However, larger studies are
needed to fully elucidate its role and impact on the devel-
opment of this common long-term complication of HIV
infection and its treatment.
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1. Key Points 

1.1 Know that breast cancer is the most common non-skin cancer 

among women in the U.S.• 

1.2Know that age alone remains the greatest risk factor for breast 
cancer, and most new breast cancer cases occur in women with no 

other known predictors.• 

1.3Recognize that mammography remains the most widely studied 
breast cancer screening modality and the only available screening 

modality that has been shown to reduce mortality.• 

1.4 Recognize that the best evidence of routine mammographic 
screening efficacy exists for average-risk women aged 50 to 69 

years.• 

1.Sldentify patients at increased risk for breast cancer who require 
tailored screening strategies based on personal history (Le., 
thoracic irradiation) or family history (Le., known or suspected 
hereditary breast cancer syndromes). ., 

2. Population at Risk 

2.1 Recognize that breast cancer incidence and death rates 
increase most significantly with advancing age and that most cases 
of breast cancer occur in women aged 40 years and older with no 
known predisposition (average risk), which supports routine 
screening in this population.• 

Evidence: 
• Excluding nonmelanoma cancers of the skin, breast cancer is the most 

common female cancer (26% of all new cancers) and the second most 
common cause of cancer death (15% of all cancer deaths) in women in 
the U.S. It is estimated that in 2008 there will be 182,460 new cases of 
invasive breast cancer, 67,770 new cases of in situ breast cancer, and 
40,480 breast cancer deaths (1: 2). 

• Breast cancer is the leading cause of cancer death for women aged 20 
to 59 years, with 13,368 deaths in 2005 (1). 

• The cumulative lifetime risk of developing invasive breast cancer is 
12.3% (or 1 in 8 women). This is considered the average risk (~; ~). 

• Age is one of the most significant risk factors for breast cancer. The risk 
at age 70 is more than 10 times the risk at age 30 (2; ~). 

• The median age at diagnosis for breast cancer from 2001 to 2005 was 
61 years, and the median age at death was 69 years (~). 
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• From 2000 to 2004, 95% of new cases of breast cancer and 97% of 
breast cancer deaths occurred in women aged 40 years and older. The 
majority of new cases (approximately 70%) were in women aged 55 

years and older (~). 

Comments: 
• More than 50% of new breast cancer cases occur in women without 

known predictors (2). 

2.2 Identify women with a family history of breast cancer, either 

maternal or paternal, and realize that patients with known or 

suspected hereditary breast cancer syndromes require tailored 

screening strategies and genetic counseling.• 

Evidence: 
• Epidemiologic data on 193 breast cancer cases accrued from a cohort of 

7508 women in the first National Health and Nutrition Examination 
Survey Epidemiologic Follow-up Study indicate that a positive family 
history of breast cancer in a first-degree relative is associated with a 
moderate increase in the risk of breast cancer (RR, 2.6) (2). 

• A cross-sectional study of 389,300 women undergoing screening 
mammography showed that the rates of breast cancer detection in 
women with a family history of breast cancer in a first-degree relative 
were increased and were similar to the cancer detection rates in women 
at average risk who were 10 years older (Z). 

• A meta-analysis of 74 published studies found that the magnitude of 
pooled risk is further stratified by certain features of the family history, 
including degree of relatedness to the affected family member, number 
of affected family members, age of the affected family member, 
presence of bilateral cancer in affected family members, and family 
history of ovarian cancer. The relative risks were as follows: one 
first-degree relative, 2.1 (CI, 2.0 to 2.2); one first-degree relative under 
age 50, 2.3 (CI, 2.2 to 2.5); one first-degree relative with bilateral breast 
cancer, 9.8 (CI, 2.0 to 24.9); one second-degree relative, 1.5 (CI, 1.4 to 
1.6); two first-degree relatives, 3.6 (Ct, 2.5 to 5.0); first-degree relative 
with ovarian cancer, 1.27 (CI, 0.9 to 1.8) (§). 

• Data from a population-based, case-control study of women with a family 
history of breast cancer that included 4730 women aged 20 to 54 years 
with breast cancer and 4688 control subjects found that the risk for 
women with one or more affected relatives is always higher than that for 
the general population. This risk decreases and approaches the rate for 
the general population as the age at onset for the relative increases. 
Most importantly, the risk of early-onset breast cancer is highest when 
there is a family history of early (premenopausal) breast cancer in a 
first-degree relative. The risk for women with second-degree relatives 
with a history of breast cancer is half that of those with a first-degree 
relative with a history of breast cancer (.a). 

• Known inherited breast cancer syndromes include hereditary breast and 
ovarian cancer syndrome (BRCAJlBRCA2), Cowden's syndrome (PTE1V) , 
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Li-Fraumeni syndrome (TP53), and Peutz-Jeghers syndrome (STKI1).
 
Approximately 80% to 90% of known inherited breast cancer syndromes
 

involve a BRCAI or BRCA2 mutation C1Q)·
 
• The combined prevalence of BRCAI and BRCA2 mutation is 1 in 40 in the 

Ashkenazi Jewish population (11). 
• The risk of developing breast cancer by age 70 is estimated to be 65% 

and 45% for BRCAI and BRCA2 mutation carriers, respectively (12; ,U). 

Comments: 
• When family history appears to be the primary risk factor, the individual 

risk assessment models (Cancer and Steroid Hormone study [CASH] 
and BRCAPRO) may help to determine the age at which to initiate 
screening and the appropriate frequency and modality (!t; 14). 

• The American Cancer Society now recommends routine screening with 
annual MRI alternating every 6 months with mammography for women 
with a greater than 25% risk of developing breast cancer. 

• The National Comprehensive Cancer Network 
(http://www.nccn.org/professionals/physician_gls/PDF/genetics_screening.pdf) 
recommends referral to a cancer genetics professional if there is a 
strong family history of breast and/or ovarian cancer suggestive of an 
inherited syndrome. 

2.3 Recognize that although the greatest risk for recurrence is 
within 5 years of diagnosis, breast cancer survivors remain at 
increased risk for recurrence or development of a new primary 
throughout their lifetime.• 

Evidence: 
• The National Surgical Adjuvant Breast and Bowel Project found a 

cumulative rate of local recurrence of 14% 20 years after 
breast-conserving surgery followed by radiotherapy. This rate went up to 
39% if radiation therapy was not administered (15). 

• An Italian study of 2233 women treated with breast-conserving surgery 
followed by radiation showed a local recurrence rate of 1% per year, with 
distant recurrences found most frequently in the second year and 
declining each year thereafter, such that recurrence rates were 1.5% in 
the fifth year and 1% in the tenth year (1§). 

• A review of the Eastern Oncology Cooperative Group data from 3585 
women found a recurrence rate of 2% per year, with the greatest 
recurrence in the second year (17). 

• A review of 16 cohort studies found that women with a history of breast 
cancer also have an increased risk of developing a new cancer in the 
contralateral breast. This risk of developing a second primary tumor is 
two to six times the risk in the general population and is even higher for 
patients with a hereditary cancer syndrome (la). 

Comments: 
• In the U.S., 85% of all patients with breast cancer are alive 5 years after 

diagnosis, corresponding to an estimated 2 million women (~). 
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2.4 Identify other nonfamilial markers of high risk, such as a 

personal history of thoracic irradiation (for Hodgkin's disease) or 

atypical hyperplasia or lobular neoplasia on a breast biopsy, which 

may justify earlier or more frequent screening.• 

Evidence: 
• Data from the Childhood Cancer Survivor Study, which included over 

6000 female survivors and 111 cases of breast cancer, showed that 
young female survivors treated with chest radiation are at an increased 
risk for breast cancer compared with women in the age-matched general 
population. Breast cancer risk in childhood Hodgkin's disease survivors 
treated with chest radiation therapy had an observed standardized 
incidence ratio of 26.3 compared to 4.8 among all survivors who did not 
receive chest irradiation (20). 

• Atypical ductal hyperplasia is believed to be a precursor to invasive 
cancer and represents a midpoint in the histologic continuum of 
proliferative breast disease between usual ductal hyperplasia and DCIS. 
A 2005 review of the literature found that women with a history of one or 
more breast biopsies showing atypical hyperplasia have a four- to 
six-fold increase in their lifetime breast cancer risk (21). 

• Data from the National Surgical Adjuvant Breast and Bowel Project show 
that women with lobular neoplasia on a breast biopsy have a risk of 
developing breast cancer in either breast of approximately 1% per year 
(22). 

Comments: 
• Based on the high risk of breast cancer in women who received radiation 

to the chest between the ages of 10 and 35 years, annual breast MRI 
screening has been recommended as an adjunct to mammography by 
an expert panel convened by the American Cancer Society (23). 

2.5 Recognize that despite a lower incidence of breast cancer 

among blacks compared with whites, mortality rates are higher in 

blacks than in any other racial or ethnic group, especially among 

young «40 years) black women, in part due to underutilization of 

routine screening.• 

Evidence: 
• From 2000 to 2004, the overall incidence rate of breast cancer among 

black women was 118.3 in 100,000 compared to 132.5 in 100,000 
among white women (unadjusted for age) (1). 

• The overall mortality rate among black women with breast cancer from 
2000 to 2004 was 33.8 in 100,000 compared to 25 in 100,000 among 
white women (2.). 

• Data from nine SEER databases between 1995 and 2004 showed that 
the age-adjusted incidence of invasive breast cancer for black women 
under age 40 was significantly higher than that for white women (RR, 
1.16 [CI, 1.10 to 1.23]). The age-adjusted mortality rate for black women 
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under age 40 was twice that for white women. Compared to white 
women, black women were significantly more likely to be diagnosed with 
regional or distant disease, have a lower relative 5-year survival rate, 
and have a higher likelihood of being diagnosed with tumors with poorer 

prognosis (24). 
• Breast cancer disparities have been attributed to a complex interplay of 

biologic tumor characteristics along with racial and social inequalities, 
leading to unequal access to timely, quality cancer care (25). 

Comments: 
• None. 

2.6 Recognize that although breast cancer risk is associated with 

hormonal influences, such as early menarche, late menopause, 

nulliparity, or the use of certain exogenous hormones, these alone 

may not influence screening recommendations.• 

Evidence: 
• Early age at menarche «12 years) and late age at menopause (>54 

years) are associated with relative risks of breast cancer of 1.5 and 2.0, 
respectively (2§; 27). 

• An analysis of over 7500 women in the first National Health and Nutrition 
Examination Survey found that nulliparity and late age at first full-term 
pregnancy (>30 years) are associated with relative risks of 1.8 (CI, 1.1 to 
2.9) and 1.9 (CI, 1.1 to 3.3), respectively (§.). Meanwhile, women who 
have their first child before age 20 have a 50% reduction in lifetime 
breast cancer risk compared with women who do not have children (28). 

• Two meta-analyses based largely on older studies showed a small 
increase in the relative risk of breast cancer with oral contraceptive use. 
The Collaborative Group on Hormonal Factors in Breast Cancer study 
found a relative risk of 1.07 (CI, 1.02 to 1.13) for women who had ever 
used oral contraceptives compared to those who had never used them 
(29). A more recent meta-analysis found an increased risk of 
premenopausal breast cancer, with a relative risk of 1.19 (CI, 1.09 to 
1.29) (30). However, the more recent Women's Contraceptive and 
Reproductive Experiences study found no association between past or 
present oral contraceptive use and breast cancer (RR, 1.0 [CI, 0.8 to 
1.3]) (~). 

• Data from the Women's Health Initiative, a randomized, controlled trial 
including 16,608 postmenopausal women, found that the use of 
exogenous hormones (conjugated equine estrogens, 0.625 mg/d, pius 
medroxyprogesterone acetate, 2.5 mg/d) is associated with a 26% 
excess of breast cancer (hazard ratio, 1.26 [CI, 0.83 to 1.92]) (32). 

Comments: 
• An individual's relative and absolute risk of developing breast cancer can 

be calculated using a multivariate risk prediction model, such as the 
Breast Cancer Risk Assessment Tool (Gail model). 

• The Breast Cancer Risk Assessment Tool is most useful in women in the 
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absence of an extensive family history of breast or ovarian cancer and
 
when medical counseling and entry into clinical trials are being
 

considered.
 

3. Effectiveness/Harms of Screening Tests 

3.1 Recognize that the sensitivity and specificity of identifying 

breast lumps with BSE are too low to justify its use in routine 

screening.• 

Evidence: 
• A review by the U.S. Preventive Services Task Force estimated a 20% to 

30% sensitivity of BSE alone as a screening modality for breast cancer 

(~). 

• The sensitivity of BSE has been found to decrease with age (41% for 
women aged 35 to 39 and 21% for women aged 60 to 74) (33; 34). 

• In a study of lump detection in silicone breast models, the sensitivity was 
40% to 89%, and the specificity was 66% to 81% (~). 

• Although the accuracy of BSE has been shown in some studies to 
increase with formal training and with the thoroughness of the exam (.:i§; 
;IT), other studies have shown no improvement with additional instruction 
(38). 

Comments: 
• None. 

3.2 Recognize that although the sensitivity of CBE is only 54%, 

CBE can detect many of the cancers that are not visualized by 

mammography. ., 

• See table Operating Characteristics for Breast Cancer Screening Tests. 

Evidence: 
• CBE had a sensitivity of 54% and a specificity of 94% in a review of 

pooled data from six large, controlled breast cancer screening trials in 
which CBE was included as part of the breast cancer screening regimen. 
In this review, CBE alone detected between 5.2% and 29% of breast 
cancers that mammography missed (~). 

• In the Health Insurance Plan of Greater New York Randomized 
Controlled Trial, Edinburgh Randomized Trial of Breast Cancer 
Screening, and the Canadian National Breast Screening Study-1 and -2, 
the sensltlvlty of combined screening with mammography and CBE was 
higher than that of mammography alone (40; 41; 42; 43; 44). 

• In a study of over 750,000 CBEs provided to low-income women in the 
National Breast and Cervical Cancer Early Detection Program, 5% of 
cancers were found in patients with abnormal CBE results recorded but 
mammographic results that were reported as negative or benign. 
SensitiVity and specificity in this group for CBE were 58.8% and 93.4%, 
respectively (45). 

• In a study of 61,688 women aged 40 years and older, CBE detected an 
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additional 4% of invasive cancers. Sensitivity increased when CBE was 
added to screening mammography in women of all ages, from 6.8% in 
women aged 50 to 59 years with dense breasts to 1.8% in women aged 
60 to 69 years with fatty breasts (~). 

• Sensitivity can also be evaluated for the detection of lumps embedded in 
silicone breast models. CBE sensitivity as measured on silicone models 
ranged from 40% to 71%. CBE duration and use of correct CBE 
technique correlated significantly with lump detection accuracy in silicone 
models (39). 

• Data from both clinical studies and studies using silicone models suggest 
that additional factors, such as age, obesity, breast size, and baseline 
breast nodularity, also affect CBE sensitivity (39; 47). 

Comments: 
• The MammaCare® method is the preferred technique for CBE and has 

been validated in a randomized, controlled trial. The technique consists 
of several components, including patient positioning so that the breast 
tissue is flattened against the patient's chest, examining all of the breast 
tissue beginning in the axilla and extending down the midaxillary line to 
the bra line and then moving medially in vertical strips to cover all the 
tissue between the clavicle and the bra line to the sternum, and using the 
pads of the three middle fingers to palpate each area of breast tissue in 
three small circles using three different pressures (superficial, 
intermediate, and deep) (36; ~; 1§.). The American Cancer Society and 
Centers for Disease Control and Prevention also support the use of this 
standardized approach to CBE (§). 

3.3 Appreciate that the sensitivity of routine screening 
mammography ranges from 71% to 96% and varies by a number of 
patient, technical, and provider factors, whereasthe specificity 
ranges from 94% to 97%.• 

• See table Operating Characteristics for Breast Cancer Screening Tests. 
• See table Randomized, Controlled Trials of Screening Mammography. 

Evidence: 
• The majority of information about the operating characteristics of 

mammography is derived from reviews of data from eight randomized, 
controlled trials evaluating the effectiveness of screening mammography 
among 490,000 women over an average of 14 years of follow-up (g,; 44; 
50). 

• The sensitivity of screening mammography is lower for women in their 
40s compared with women aged 50 years and older (~; Q1). 

• The positive predictive value of mammography increases with age, from 
1% to 4% for women in their 40s to 20% for women in their 70s (52). The 
positive predictive value varies widely across studies, depending on how 
a "positive mammogram" is defined (e.g., a mammogram requiring 
"further evaluation" or a mammogram requiring "biopsy evaluation"). 

• The sensitivity of screening mammography is lower in women with 
denser breasts (~; 21). 
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• The sensitivity of screening mammography is lower in women on 
hormone replacement therapy. A number of studies have shown that the 
sensitivity of screening mammography is reduced by 7% to 21% in 
current hormone replacement therapy users compared to never or 
former users, partly due to the changes in breast density resulting from 
hormone use (§; ~; M; ~; ~; 57). 

• The sensitivity and specificity of screening mammography are 
unchanged by a woman's family history of breast cancer; however, 
because the disease is more prevalent in women with a family history of 
breast cancer, the positive predictive value of mammography is higher in 
this population (Z). 

• The sensitivity of screening mammography also is affected by the quality 
of mammography, the number of mammographic views, the experience 
of the radiologist, and the choice of follow-up evaluation for abnormal 
test results (,2). 

Comments: 
• Because the sensitivity of mammography is not 100%, palpable breast 

lumps and other breast symptoms still should be evaluated completely 
(e.g., biopsy) in the presence of a normal mammography result. 

3.4 Know that overall cancer detection rates for digital 

mammography are similar to those for traditional film (analog) 

mammography.• 

• See table Operating Characteristics for Breast Cancer Screening Tests. 

Evidence: 
• Four large, prospective studies involVing over 85,000 women compared 

the use of film mammography vs. digital mammography and showed little 
difference in the overall cancer detection rates. The Oslo I study 
conducted in 2000 obtained both film and digital mammography in 3683 
women. Film mammography detected 28 of 31 cancers, whereas digital 
mammography detected 23 of 31 cancers (P=0.23) (.2.e.). 

• Another study obtained both film and digital mammography in 6736 
women. Of the 42 cancers detected after 1-year follow-up, 27 were 
detected with digital mammography and 33 were detected with film 
mammography (P<0.1O) (~). 

• The Oslo II study randomly assigned 25,263 women to either digital or 
film mammography and found slightly higher cancer rates for all women 
with digital mammography vs. film mammography (59% vs. 41%; 
P<0.06). Digital mammography performed slightly better in women aged 
50 to 69 years, but there was no difference in women aged 40 to 49 
years (60). 

• The largest study, the Digital Mammographic Imaging Screening Trial, 
obtained both digital and film mammography in 49,760 women. The 
overall sensitivity of film mammography was not different from that of 
digital mammography (52% vs. 55%); however, the sensitivity of digital 
mammography was higher than that of film mammography in women 
under age 50 (67% vs. 44%) and women with dense breasts (57% vs. 
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44%) (61). 

Comments: 
• The advantages of digital mammography over film mammography 

include easier storage and retrieval, the ability to manipulate images, the 
potential for lower average radiation exposure, and the capacity for 
real-time teleradiology (sending films off site for immediate 
interpretation). However, these advantages come at a significant 
increase in cost (up to four times the cost of film mammography). 

• Traditional film mammography is still a very acceptable modality for 
breast cancer screening. Digital mammography may provide an increase 
in detection rates for young women or those with dense breasts. 

3.5 Be aware that current evidence suggests that the use of 

computer-aided detection systems contributes minimally to 

improvement in cancer detection rates, mainly in the detection of in 

situ rather than invasive cancer. " 

• See table Operating Characteristics for Breast Cancer Screening Tests. 

Evidence: 
• A large pre- and postobservational study (n=429,345 mammograms) 

compared the performance of mammography at 43 mammography 
facilities. Seven of these facilities implemented computer-aided detection 
during the study period from 1998 to 2002 (n=31, 186 mammograms). 
Among these seven facilities, there was a nonsignificant increase in the 
sensitivity (from 80.4% to 84%) before and after implementation of 
computer-aided detection, a significant decrease in the specificity (from 
90% to 87%) and the positive predictive value (from 4.1% to 3.2%), and 
a 20% increase in the biopsy rate (P<0.001). There was also a trend 
toward an increase in the cancer detection rate, which was limited to 
DCIS, did not include invasive cancers, and was not statistically 
significant (22). 

• A study compared 10,267 mammograms, originally read in 1996,236 of 
which detected cancer (83% invasive, 15% in situ) after 3 years of 
follow-up. At a later date, for purposes of the study, each set of films was 
either double read by two radiologists or single read with computer-aided 
detection by four radiologists. The overall rate of cancer detection with a 
single read plus computer-aided detection was higher (49.1%) than that 
for the double read without computer-aided detection (42.6%; P=0.02) 
(~). 

• A prospective study compared radiologist-only interpretation of screening 
mammograms to evaluation with computer-aided detection after 
radiologist reading. Of the 12,860 women in the study, the radiologists 
recalled 830 (6.5%), whereas computer-aided detection resulted in an 
additional 156 patients recalled (7.9% total). Biopsy was recommended 
for 124 women. Detection rates for invasive cancer were 29 without 
computer-aided detection and 31 with computer-aided detection; DCIS 
was detected in 12 women without computer-aided detection and 18 
women with computer-aided detection. Detection of invasive cancer was 
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not increased, whereas detection of DCIS was increased (64). 
• Over a 3-year period, a single academic system with six sites and 24 

radiologists evaluated 59,139 mammograms with computer-aided 
detection and 56,432 without. Rates of cancer detection were 3.49% with 
computer-aided detection and 3.55% without computer-aided detection 
(P=0.68). Recall rates were similar (11.62% vs. 11.05%) (QQ.). 

Comments: 
• Computer-aided detection involves the use of a computer-based system 

that scans mammographic images and uses algorithms to mark areas of 
concern. It can be used with digital images or film images that are then 
digitized. The typical system places an average of three marks on a set 
of bilateral craniocaudal and medial lateral oblique images (64). 
Computer-aided detection is approved by the FDA and is covered by 
Medicare and many third-party insurers. 

3.6 Know that among high-risk women, the sensitivity of 

contrast-enhanced breast MRI is higher (77% [GI, 70% to 84%]) 

than that of standard mammography (39% [GI, 37% to 41%]).• 

• See table Operating Characteristics for Breast Cancer Screening Tests. 

Evidence: 
• The Magnetic Resonance Imaging Screening Study obtained annual 

MRls and mammograms between 1999 and 2003 for 1909 women aged 
25 to 70 years with hereditary breast cancer (greater than 15% lifetime 
risk by Claus criteria), 358 of whom were known to have a BRCAl or 
BRCA2 mutation. MRI sensitivity was 71% overall (70% in mutation 
carriers) compared with 40% (30% in mutation carriers) for 
mammography. Specificity was 99% for mammography and 96% for MRI 
(Q§). 

• In a study of 236 women with a known BRCAl or BRCA2 mutation, the 
sensitivity of mammography was 36% compared with 77% for MRI and 
27% for ultrasound. Specificity was 93%, 95%, and 99% for MRI, 
ultrasound, and mammography, respectively (67). 

• A prospective, multicenter, cohort study in the UK offered 649 women 
aged 35 to 49 years annual screening with both mammography and MRI 
for 2 to 7 years. All of the women were at high risk, with a strong family 
history of breast cancer or a known mutation. Thirty-five cancers were 
detected during the study. The sensitivity of mammography was lower 
(40%) than that of MRI (93%) and was much lower for women with a 
personal or family history of a BRCAl mutation (23% vs. 92%), in whom 
13 of the cancers were identified. Specificity was 81% for MRI compared 
with 93% for mammography (Qa). 

• A cohort of 529 women with a greater than 20% lifetime risk of breast 
cancer underwent screening with mammography, MRI, and ultrasound. 
After a mean follow-up of 5.3 years, 43 cancers (34 invasive) were 
detected. Sensitivity was 91% for MRI compared with 33% for 
mammography and 40% for ultrasound. The specificities for both MRI 
and mammography were 97% (69). 
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• A meta-analysis of these studies calculated the sensitivity of MRI to be 
77% (CI, 70% to 84%) compared with 39% (CI, 37% to 41%) for 
mammography. The specificity of MRI was 86.3% (CI, 80.9% to 91.7%) 
compared with 94.7% (CI, 93.0% to 96.5%) for mammography (ZQ). 

Comments: 
• Four large prospective non-randomized studies and seven smaller 

studies have been reported, plus one meta-analysis. All compare the 
sensitivity and specificity of MRI and mammography when both are used 
annually for screening high-risk women with hereditary breast cancer 
(22; 67; 68; 69; ZQ; zi, 72; 73; 74; 75; 76; 77). 

• Three of the aforementioned studies also included screening ultrasound 
of the breast, which had sensitivities similar to those of mammography. 

• The Magnetic Resonance Imaging Screening Study found that MRI was 
more sensitive in detecting invasive cancers, especially those that are 
small, hormone receptor negative, and nonductal. Mammography was 
better at detecting DCIS. 

• The American Cancer Society and the National Comprehensive Cancer 
Network 
(http://www.nccn.org/professionals/physician_g Is/POF/breast-screening.pdf) 
have released guidelines regarding the use of breast MRI as a screening 
tool in high-risk women. The American Cancer Society recommendations 
include women with an estimated lifetime breast cancer risk of 20% or 
higher, as defined by prediction models that are based largely on family 
history, such as the BRCAPRO and Claus models (23; 78). 

• The sensitivities reported for screening mammography in these studies 
are lower than those reported in the evidence for sensitivity of routine 
screening mammography and detection rates for digital mammography 
due to the younger ages of the populations studied. 

3.7 Understand that currently there is no evidence for the use of 

contrast-enhanced breast MRI as a screening tool for average-risk 

women. {I 

Evidence: 
• There are no clinical trials of the use of MRI to screen for breast cancer 

in average-risk women. 

Comments: 
• The American Cancer Society specifically recommends against 

screening MRls for women at average risk for breast cancer, which is 
defined as a lifetime risk of less than 15% (23). 

• The National Comprehensive Cancer Network guidelines 
(http://www.nccn.org/professionals/physician-9ls/PDF/breast-screening.pdf) 
do not recommend MRI for average-risk women (78). 

3.8 Understand that currently there is no evidence to recommend 

the use of ultrasound to screen women at high risk for breast 

cancer.• 
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• See table Operating Characteristics for Breast Cancer Screening Tests. 

Evidence: 
• In a study of 236 women with a known BRCAJ or BRCA2 mutation, the 

sensitivity of ultrasound was 27% compared with 36% for mammography 
and 77% for MRI (67). 

• A cohort of 529 women with a greater than 20% lifetime risk of breast 
cancer underwent screening with mammography, MRI, and ultrasound. 
After a mean follow-up of 5.3 years, 43 cancers (34 invasive) were 
detected. Sensitivity was 91% for MRI compared with 33% for 
mammography and 40% for ultrasound. The specificities for both MRI 
and mammography were 97% (Q.9.). 

• In a study of women at high risk for breast cancer (over 50% with a 
personal history and a 5-year risk of at least 1.7% according to the 
Breast Cancer Risk Assessment Tool) with dense breast tissue. the 
sensitivities of mammography and ultrasound each were 50% and 
increased to 77% when the modalities were used in combination. The 
specificities of mammography and ultrasound alone were higher (96% 
and 92%, respectively) than in combination (89%). The false-positive 
rate using ultrasound was higher (12%) than that of mammography 
(9.6%) (79). 

Comments: 
• Ultrasound appears to add little to screening mammography in high-risk 

women. 

3.9 Realize that the major harm associated with all screening 

modalities is a high false-positive rate, which may lead to 

unnecessary diagnostic procedures.• 

Evidence: 
• The majority of abnormal screening mammograms (80% to 90%) lead to 

false-positive test results that initiate additional diagnostic imaging and/or 
biopsy (Q; 34; 44; QQ). 

• Over a decade of annual screening, a woman has a 50% cumulative risk 
of navinq at least one false-positive mammography result. Among 
women who do not have breast cancer, almost 20% will undergo breast 
biopsies during this 1a-year screening interval (80). 

• The risk of haVing a false-positive mammography result varies Widely 
and is based on both patient factors and radiologist and/or system 
factors. The risk is highest in younger women because the specificity of 
mammography is lower and because breast cancer is less common in 
this population (81). 

• Current evidence shows that computer-aided detection may increase the 
false-positive rate of mammography (62). 

• The recall rates associated with digital mammography appear to be 
slightly higher than those for film mammography. Recall rates vary 
widely between studies, from 3.7% to 4.6% in the Oslo I and II studies 
(Q§; Q,Q) to 8.5% to 12% in American trials (~; Q,1). 

• The risk of a false-positive test result is higher with MRI than with 
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mammography. Although there is as much as a doubling of the cancer 
detection rate with the addition of MRI to mammography, the recall rate 
and biopsy rate are also twice as high (66; §.§.). This is due to the lower 
specificity of MR', as seen in all of the large MRI screening studies. 

• In the MRI screening studies, recall rates (for additional imaging) range 
from 8% to 17%, and biopsy rates range from 3% to 15%. The majority 
of patients recalled for additional imaging were able to be evaluated 
without the need for biopsy (Q§; 68; 70). 

• Several studies suggest that the highest false-positive rate is in the first 
round of screening and that the recall rates decrease to less than 10% in 
subsequent rounds of screening (Q§; 82; 83). 

Comments: 
• None. 

3.10 Realize that false reassurance due to false-negative 

mammography findings is low among women aged 50 to 65 years 

and increases among younger women.• 

Evidence: 
• Screening mammography has been found to have a false-negative rate 

ranging from 5% to 30%. The risk of a false-negative mammography 
result is higher in younger women because mammography is less 
sensitive in this population (Q; 34; 44; 50). 

Comments: 
• None. 

3.11 Know that the available evidence suggests that the radiation 

risk from mammography is low compared to the benefit of routine 

screening, but no prospective studies have been conducted.• 

Evidence: 
• Established benefit from annual mammography far outweighs the 

theoretical risk from radiation exposure. It has been estimated that 
annual mammographic screening of 100,000 women for 10 consecutive 
years (starting at age 40) would result in 40 lives saved and a maximum 
of eight breast cancer deaths occurring during their lifetime (84). 

• A case-control study involving 1600 patients with breast cancer and 
1600 control subjects without breast cancer who were matched for BRCA 
mutation found no association between ever having undergone 
screening mammography and risk of breast cancer, even among BRCAl 
and BRCA2 carriers (85). 

Comments: 
• Modern mammography systems require <0.2 rad per exposure for an 

average-sized breast (.§§.). This is in comparison to high-dose radiation 
exposure for treatment of Hodgkin's disease, which exposes the breasts 
to as much as 100 to 2000 rad (87). 
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3.12 Recog nize that a false-positive screening test result can 

significantly increase a woman's anxiety about breast cancer, but 

there are limited data suggesting an association with long-term 

effects or a negative impact on future screening behavior. ED 

Evidence: 
• Several studies have demonstrated the impact of false-positive 

mammography results on patient anxiety level. In a study of 8854 
women undergoing mammography, 47% of those with a false-positive 
result reported anxiety related to the mammographic findings and 
concern regarding breast cancer. Anxiety levels were persistently 
elevated at 3 months, although they had decreased from levels 
measured at 3 weeks after the mammogram (1i§.). 

• Similar findings in another study of 308 women suggest that almost 20% 
of the women with adverse psychological effects from mammography 
had an impaired ability to perform daily activities (89). 

• Elevated anxiety levels can continue for up to 18 months	 (~) and 
appear to persist despite an additional evaluation excluding the 
diagnosis of breast cancer (88; ~). 

• A study in the UK found that women with false-positive mammography 
results had significantly greater adverse psychological consequences 
compared to women who had received a clear result at their initial 
mammogram when surveyed 1 month before their next routine breast 
screening appointment 3 years later (ill,,), 

• A prospective cohort study examining psychological distress in a group 
of Finnish women aged 50 years and older showed intrusive thinking and 
anxiety regarding breast cancer 12 months after a false-positive 
mammography result; however, 98.7% of the women with false-positive 
results intended to re-attend screening (92). 

• In a Swedish study of 509 women recalled for further investigation after 
mammographic screening, there was a high prevalence of anxiety before 
the recall visit but no evidence of increased long-term anxiety or 
depression at 12 months (93). 

• A cross-sectional survey of 479 women found that there was a good 
understanding of the possibility of false-positive test results in screening 
mammography and that women seem to accept false-positive results as 
a consequence of screening (94). 

• Two systematic reviews have examined the psychological effect of 
mammographic screening. The first reviewed 10 studies and determined 
that anxiety appears to be the most common consequence of 
mammography, with the most significant effects on women requiring 
further investigation because of abnormal results (95). A second 
systematic review included 11 studies that assessed anxiety and 6 
studies that assessed worry and found that false-positive mammography 
results may have persistent, small effects on some women's 
psychological well-being and behavior. No long-term symptoms of 
depression were noted in women with false-positive mammography 
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results. In the U.S., women with false-positive results as opposed to
 
normal mammographic findings were more likely to return for routine
 
screening (96).
 

• Immediate reading of screening mammograms was associated with less 
anxiety among women with false-positive mammography results 3 weeks 
after mammography compared to an educational intervention targeting 
coping skills (88). 

Comments: 
• None. 

3.13 Recognize that many women report pain from mammography, 

yet few report that the pain would impact their future screening 

behavior.. 

Evidence: 
• In a study of 954 women undergoing mammographic screening in the 

Netherlands, 72.9% reported mammography as painful; however, only 
2.7% indicated that the pain would deter them from undergoing future 
mammographic screening (97). 

• In a survey of 597 women, 35% of women reported discomfort and 6% 
reported pain during mammography. No effect on satisfaction or 
intention to re-attend screening was noted (98). 

• In a random sample of 883 Finnish women undergoing mammographic 
screening, 61% reported pain or discomfort. Among those reporting pain 
or discomfort, there was no evidence of intent to avoid further screening; 
however, the study did note that the 5 women (1%) who were undecided 
on further screenings had experienced severe or moderate pain during 
mammography (99). 

Comments: 
• None. 

3.14 Understand that overdiagnosis of clinically insignificant 

disease, mainly DC/S, is possible with screening mammography.• 

Evidence: 
• Population-based data from the Eindhoven Cancer Registry showed that 

the rate of DCIS increased from 3 per 100,000 person-years to 34 per 
100,000 person-years over the last 20 years due to the increased use of 
screening mammography (100). 

• Approximately 20% of breast cancers detected by screening 
mammography are DCIS. There is no way to predict which cases will 
progress to invasive cancer; however, it is estimated that only 10% to 
32% of DCIS lesions will progress to invasive cancer (1Q1). 

Comments: 
• None. 

4. Effectiveness/Harms of Early Treatment 
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4.1 Realize that the data clearly indicate that routine screening 

mammography identifies breast cancer at earlier stages, when the 

survival time is greatest.1tt 

• See table SEER Relative Survival Rates by Stage at Diagnosis for 
Breast Cancer. 

Evidence: 
• Mammography identifies cancer at earlier stages (102; 103). 
• SEER data from 1983 to 1992 show a decrease in the diagnosis of 

late-stage tumors. 
• Treatment at an early stage directly affects survival rates (j~). 

• A study conducted by the Breast Cancer Surveillance Consortium 
between 1996 and 2000 evaluated the pathologic outcomes of 786,846 
women aged 40 to 89 years after screening mammography. The majority 
of invasive tumors were small: 35% were between 0 mm and 10 mm in 
size. and 36% were between 11 mm and 20 mm in size. Furthermore, 
78% were pathologically lymph node-negative tumors in comparison to 
the 66% prevalence observed in the SEER data of the same time period 
(105). 

• Data on 24,740 breast cancer cases recorded in the SEER registry 
showed that tumor size and axillary lymph node status were two of the 
most important prognostic indicators (.1.QQ). 

Comments: 
• As tumor size increases, survival decreases, regardless of lymph node 

status. 
• As lymph node involvement increases, survival also decreases, 

regardless of tumor size. 
• Other factors, such as patient age, race, hormone receptor status, 

medical comorbidities, patient preferences, and access to care, also 
affect survival rates. 

• The overall reduction of breast cancer mortality with time supports the 
beneficial effect of early detection from screening (107). 

4.2 Realize that breast-conserving surgery with radiation therapy is 

equivalent to mastectomy in patients with early-stage disease, and, 

therefore, both treatment options should be explored.• 

Evidence: 
• A randomized, controlled trial in 701 patients with breast cancer 

measuring <2 cm in diameter and no palpable axillary lymph nodes 
compared Halsted radical mastectomy to "quadrantectomy" with axillary 
dissection and radiotherapy and found no difference in disease-free or 
overall survival (.1..Q.e.). 

• Several large cohort studies found no significant differences in overall 
survival, disease-free survival, or survival free of disease at distant sites 
between patients who underwent total mastectomy and those treated by 
lumpectomy alone or by lumpectomy plus breast irradiation with a mean 
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follow-up of 17 years. Radiation therapy following lumpectomy resulted 
in a significant decrease in the rate of local recurrence of breast cancer 

(109). 

Comments: 
• Choice of therapy in a particular patient is based on many factors, 

including tumor size, axillary node status, tumor hormone status, family 
history and/or genetic profile (e.g., BRCAI, BRCA2, TP53) , patient age, 
patient comorbidities, patient preference, and access to care. 

4.3 Recognize that overtreatment of clinically insignificant breast 

cancer is possible and may lead to an increase in morbidity. I) 

Evidence: 
• A systematic review of six randomized, controlled trials found that 

screening mammography leads to an estimated 30% increase in 
overtreatment. For every 2000 women undergoing screening over 10 
years, only 1 woman will have her life prolonged, and 10 healthy women 
will be diagnosed with breast cancer and treated unnecessarily (11Q). 

• Using incidence data from two mammographic screening trials (the 
Swedish Two-county Trial and the Gothenburg Trial), modeling methods 
found that fewer than 5% of cases diagnosed at first screen and less 
than 1% of cases diagnosed at subsequent screens are being 
overdiagnosed. Overall, approximately 1% of all cases diagnosed in 
screened populations were estimated to represent overdiagnosis (111). 

• Data from the Netherlands show an increase in screening-detected 
cases of DCIS in women aged 50 to 74 years since the introduction of 
screening and a decline in incidence at around age 80. Modeling 
estimated that 3% of the total incidence would otherwise not have been 
diagnosed clinically (112). 

Comments: 
• Because the reported incidence of death from breast cancer in patients 

diagnosed with DCIS is less than 2%, no prospective data currently exist 
to determine whether there are observed small differences. 

• The question of whether DCIS is diagnosed too frequently or treated too 
aggressively in the U.S. depends on whether these practices result in 
better outcomes. The outcome of greatest interest, of course, is breast 
cancer mortality, but because the reported incidence of death from 
breast cancer in patients diagnosed with DCIS is less than 2%, it will be 
difficult to detect differences between large populations in which there 
are multiple variables in addition to the method of diagnosis and 
treatment that might account for any observed small differences. 

4.4 Know that the most common complications of axillary lymph 

node dissection for early-stage breast cancer are lymphedema, 

nerve injury, and shoulder dysfunction and that the use of sentinel 

node biopsy has been associated with a lower risk of these 

postsurgical complications.• 

PIER is copyrighted (c) 2009 by the American College of Physicians. 190 N. Independence Mall West. 
Philadelphia, PA 19106-1572, USA. 

Page: 20 of 49 



htlp:llpier.acponline.org/physicians/screening/s369/s369.html 

Screening for 
Breast Cancer 
Author(s):
 
Teresa Cheng, MD;
 
Karen M. Freund, MD,
 
MPH; Sarah E. Lane,
 
MPH; Pamela
 
Ganschow, MD; Tracy
 
A. Battaglia, MD, MPH 
Status: 
Editorial changes 
2009-10-28 

The information included herein 

should never be used as a 

substitute for clinical judgment and 
does not represent an official 

position of ACP. Because all PIER 

modules are updated regularly, 
printed web pages or PDFs may 

rapidly become obsolete. Therefore, 
PIER users should compare the 

date of the last update on the 

website with any printout to ensure 

that the information being referred to 
is the most current available. 

Evidence: 
• A randomized, controlled trial compared sentinel node biopsy with 

axillary lymph node dissection in the management of patients with 
early-stage breast cancer. Patients were randomly assigned to either 
standard treatment with axillary lymph node dissection (n=405) or 
sentinel node biopsy (n=424). At 18 months, the patients who underwent 
axillary lymph node dissection had experienced more arm swelling (14% 
vs. 7%) or numbness (19.0% vs. 8.7%) compared to those who 
underwent sentinel node biopsy. Axillary lymph node dissection was also 
associated with a decrease in quality of life compared to sentinel node 
biopsy (113). 

• Another randomized, controlled trial in 298 patients with early-stage 
breast cancer compared axillary lymph node dissection with sentinel 
node biopsy followed by axillary lymph node dissection if necessary. A 
significant reduction in postoperative arm swelling, rate of seroma 
formation, numbness, and loss of sensitivity to light touch and pinprick 
was observed in the sentinel node biopsy group (114). 

• A prospective, multicenter study in Switzerland compared sentinel node 
biopsy alone with sentinel node biopsy and completion axillary lymph 
node dissection. A total of 659 patients with early-stage breast cancer 
were included in the study, 449 of whom underwent sentinel node biopsy 
alone, and 210 of whom underwent sentinel node biopsy and completion 
axillary lymph node dissection. Sentinel node biopsy was associated with 
a lower incidence of lymphedema (3.5% vs. 19.1%), impaired shoulder 
range of motion (3.5% vs. 11.3%), shoulder/arm pain (8.1% vs. 21.1%), 
and numbness (10.9% vs. 37.7%) compared to sentinel node biopsy and 
completion axillary lymph node dissection. Median follow-up was 31 
months for patients undergoing sentinel node biopsy alone and 29.5 
months for those undergoing sentinel node biopsy and completion 
axillary lymph node dissection (115). 

Comments: 
• None. 

4.5 Know that the complications of radiation therapy are generally 

mild and are decreasing with modern techniques.• 

Evidence: 
• Common short-term side effects of radiation therapy include fatigue and 

skin erythema (116). 
• Late complications of radiation therapy are rare with modern delivery 

dosing and techniques but include pulmonary fibrosis, brachial 
plexopathy, lymphedema, ischemic heart disease, and an increased risk 
of second malignancies (117). 

Comments: 
• None. 

5. Direct Evidence that Screening Reduces Adverse 
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Outcomes 

5.1 Understand that screening mammography remains the most 

studied of all available breast cancer screening modalities and the 

only modality that is associated with a reduction in breast cancer 

mortality, which is estimated to be greatest among women aged 50 

to 69 years.• 

Evidence: 
• Eight randomized. controlled trials of screening mammography involving 

over 475,000 women have provided breast cancer mortality data with up 
to 20 years of follow-up. Results indicate relative risks for breast cancer 
mortality ranging from 0.76 to 1.02 among those screened (~; 40; 118; 
119; 120; 121; 122; 123; 124; 125; 126; 127). 

• A controversial systematic review in 2000 and 2001 excluded three trials 
based on "poor" or "flawed" designs and found no reduction in breast 
cancer mortality associated with screening mammography for women in 
any age category (RR, 0.97 [CI, 0.82 to 1.14]). In 2006, an updated 
systematic review with additional data found a relative risk of 0.80 (CI, 
0.73 to 0.88) for six trials combined (1.1Q; 128). 

• A Swedish study expanded an earlier analysis and compared breast 
cancer mortality in the prescreening and postscreening periods among 
women aged 40 to 69 years in six counties and women aged 50 to 69 
years in a seventh county. After adjustment for selection bias, there was 
a mortality reduction from 44% to 39% among women who underwent 
screening (129). 

• A systematic review of eight screening trials conducted by the U.S. 
Preventive Services Task Force in 2002 found that the use of routine 
mammography was associated with an overall relative risk of 0.84 for 
mortality from breast cancer (~). Reductions in breast cancer mortality 
associated with screening mammography were observed for women 
aged 39 to 74 years, with greater reductions seen in women aged 50 to 
70 years compared to women aged 40 to 49 years (RR, 22% vs. 15%). 
The decrease in mortality after 14 years of follow-up for women who 
began screening in their 40s (RR, 0.85 [CI, 0.73 to 0.99]) was lower than 
that seen for women aged 50 years and older (RR, 0.78 [CI, 0.70 to 
0.87]) (~). 

• Whether the smaller mortality benefit in women in their 40s is due to 
screening that occurs before or after the age of 50 is less clear (the "age 
creep" phenomenon). The UK Age trial, which involved 161,000 women, 
was one of the first trials to address this issue, The trial compared breast 
cancer mortality rates among women aged 39 to 41 years who were 
randomly assigned to either annual mammographic screening or usual 
care. At 10.7 years of follow-up, there was a nonsignificant trend toward 
a mortality benefit of mammographic screening (RR, 0.83 [CI, 0.66 to 
1.04]) (130). 

• The difference in mortality benefit for younger women in their 40s can 
also be examined by looking at the number needed to screen to prevent 
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one woman from dying of breast cancer. Based on relative risk estimates 
from the U.S. Preventive Services Task Force review of eight 
randomized, controlled screening trials, the number needed to screen for 
women in their 40s (approximately 1800 women undergoing 
mammography for 14 years) is over twice the estimated number needed 
to screen (850 women) for women in their 50s. In addition, over half of 
the women would have at least one false-positive mammography result, 
requiring additional imaging or biopsy, during this time (~). 

• Breast cancer screening also was associated with a reduction in 
all-cause mortality in an analysis of four randomized, controlled trials 
conducted in Sweden. These trials followed a combined total of 247,010 
women for approximately 16 years, during which time the relative risk for 
overall mortality was 0.98 (CI, 0.96 to 1.00) (118). 

Comments: 
• There are no controlled trials evaluating the impact of the newer 

screening imaging modalities (MRI, ultrasound, and digital 
mammography), mainly because the ability to study their effects in the 
absence of screening mammography is not possible. 

• Mammography may be less effective for women in their 40s than for 
older women because the incidence of breast cancer and the overall 
accuracy of mammography are lower in younger women. If benefit is 
considered in terms of cumulative years of life saved rather than simply 
lives saved, this would reflect the benefit of averting premature deaths in 
younger women who are raising children and/or are active in the 
workforce. Nonetheless, these smaller benefits need to be weighed 
against an increase in the risks of mammography in this same age 
group, such as higher rates of false-positive test results and 
overdiagnosis of DCIS. 

5.2 Know that there are insufficient data from randomized, 

controlled trials of screening mammography to confirm a mortality 

benefit among women over age 70.• 

Evidence: 
• Only two randomized, controlled trials (the Malmo Mammographic 

Screening Trial and the Swedish Two-county Trial) included women 
between the ages of 65 and 74 years. When their data are pooled, the 
summary relative risk in women aged 65 to 74 years is 0.78 (CI, 0.62 to 
0.99) (118). 

Comments: 
• The results of these studies may not be generalizable to the general 

population based on the extensive comorbidity in these age groups. 
Women with breast cancer and more than three comorbid medical 
conditions are 20 times more likely to die of a cause other than breast 
cancer within 3 years. The effects of comorbidity were independent of 
age, disease stage, tumor size, histologic type, type of treatment, and 
race (131). 
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5.3 Acknowledge that the indirect evidence associating screening 

CSE with a reduction in the breast cancer mortality rate comes from 

randomized, controlled trials that used both CSE and 

mammography for breast cancer detection.• 

Evidence: 
• The Canadian National Breast Screening Study-2 included over 39,000 

women aged 50 to 59 years who were randomly assigned to annual 
screening with mammography and CBE or CBE alone. At 13-year 
follow-up, there was no impact on breast cancer mortality with the 
addition of annual mammographic screening to CBE, with 107 deaths in 
the combined screening group and 105 deaths in the CBE-only group. A 
total of 622 invasive and 71 in situ cancers were found in the combined 
screening group, and 610 invasive and 16 in situ cancers were identified 
in the CBE-only group. Mammography was able to detect a cancer 2.1 
years earlier than CBE alone but with no impact on survival. CBE 
performance in the study was standardized and was longer in duration 
than most clinical examinations done in practice. There were 
approximately three times as many biopsies and more diagnostic tests 
done in the combined screening group (43). 

• The Canadian National Breast Screening Study-1 randomly assigned 
50,430 women aged 40 to 49 years to screening with mammography 
and CBE or no screening. CBE detected 59% of the cancers, 32% of 
which were detected by CBE alone and 27% of which were detected by 
combined screening. Although there was a more favorable size 
distribution for cancer detected by mammography alone compared to 
that detected by CBE, there was no difference in breast cancer mortality 
after 11 to 16 years of follow-up (42). 

• In the National Breast and Cervical Cancer Early Detection Program, 
data on over 750,000 CBEs done in low-income women in the U.S. 
showed that CBE detected 5.1% of cancers that were not found on 
mammography (45). 

Comments: 
• The independent contribution of CBE and mammography to the 

reduction in mortality from breast cancer due to screening is unknown, 
but it is likely that CBE contributes modestly. 

• Several organizations, including the American Cancer Society, the 
American Medical Association, and the Canadian Task Force on 
Preventive Health Care, continue to recommend combined CBE and 
mammography for breast cancer screening. The U.S. Preventive 
Services Task Force recommends mammography every 1 to 2 years 
beginning at age 40, with or without CBE. 

• CBE may also have a role in women who choose not to partake in 
mammographic screening programs. 

5.4 Realize that SSE alone as a screening modality does not 

reduce mortality from breast cancer.S 
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Evidence: 
• In a randomized, controlled trial designed to evaluate the feasibility of 

SSE in China, there was no reduction in mortality from breast cancer. A 
total of 266,064 women were randomly assigned to a SSE instruction 
group or a control group. SSE performance was monitored closely for 
the 5-year duration of the trial. The total duration of follow-up was 10 
years. Compared to women in the control group, women in the SSE 
instruction group did not have cancers detected at an earlier stage. More 
breast biopsies were done in the SSE instruction group compared to the 
control group (132). 

• A Russian study randomly assigned 120,310 women aged 40 to 64 
years to a SSE program or a control group and found no differences in 
the stage of breast cancer detection or mortality after 10 years of 
follow-up. It was noted, however, that more women in the SSE group 
sought advice on suspected breast lesions than those in the control 
group (133). 

• A meta-analysis of the effect of regular SSE on breast cancer mortality 
or rates of advanced breast cancer included 20 observational studies 
and three clinical trials. There was no difference in the death rate in 
studies in which cancer was detected by SSE (pooled RR, 0.9 [CI, 0.72 
to 1.12]), and none of the trials of SSE training showed a lower mortality 
rate in the SSE group (pooled RR, 1.01 [CI, 0.92 to 1.12]) (1M). 

Comments: 
• The two existinq randomized, controlled trials evaluating SSE were 

conducted in settings without other breast cancer screening modalities, 
such as mammography. Thus, these trials indicated that SSE confers no 
breast cancer mortality benefit compared to no screening at all. 
However, no randomized trial has evaluated whether SSE adds 
additional mortality benefit when used in conjunction with other 
screening modalities, such as mammography and CSE. 

• The U.S. Preventive Services Task Force states that there is insufficient 
evidence to recommend for or against performing or teaching SSE. 

• The American Cancer Society recommends that providers discuss SSE 
with their patients and provide appropriate instruction in SSE if the 
patient chooses this option. 

• SSE should be performed using the MammaCare® method. 
• Women should be counseled to be aware of changes in their breasts 

and seek medical advice if they are concerned. 

6. Timeline 

6.1 Understand that data consistently support the use of routine 

mammography in women aged 50 to 70 years, but that, due to a 

lack of data, controversy remains regarding the optimal frequency 

for all women as well as the appropriate starting and stopping time 

for women in their 40s and those over age 70, respectively.• 

Evidence: 
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• Data from a U.S. Preventive Services Task Force review of six clinical 
trials show that for women over 50, screening mammography can lead to 
a 22% reduction in breast cancer mortality (§). 

• Looking at trial data from women aged 40 to 49 years, a meta-analysis 
showed a significantly beneficial trend over time (135). The U.S. 
Preventive Services Task Force review also found a 15% decrease in 
breast cancer mortality in this age group (§). 

• Only two of the major randomized, controlled trials of mammography 
included women over age 65; these data suggest that screening is 
beneficial for women up to age 74 (118). 

• Optimal frequency of mammographic screening in all age groups is 
uncertain. Clinical trials evaluating screening mammography used 
intervals of approximately 18 months, ranging from 12 to 33 months (§; 
QQ). 

• There are well-documented age differences in growth rates of primary 
breast cancer, such that women under age 50 have the shortest tumor 
volume doubling time (80 days) compared with women aged 50 to 70 
years (157 days) and those over age 70 (188 days). To observe a 
beneficial effect of screening in women under age 50, more frequent 
screening than in the older age group is necessary (~). 

• A framework has been developed positing that patients with life 
expectancies of less than 5 years are unlikely to derive any survival 
benefit from cancer screening (ill). 

Comments: 
• The interval between the time when a tumor develops and when it 

becomes clinically significant is thought to increase with age (the sojourn 
time). This may mean that early detection is most beneficial in younger 
women, and less beneficial in older age groups. 

6.2 Understand that screening intervals for certain high-risk 

patients, such as those with a positive family history, a personal 

history of atypical ductal hyperplasia or LeiS, or a history of thoracic 

radiation, are often tailored and based on expert opinion.• 

• See table Breast Cancer Screening Guidelines by Screening Modality. 

Evidence: 
• The optimal age to begin screening women with a family history of breast 

cancer is unknown (138). 
• Current recommendations for women with an inherited predisposition to 

breast cancer include annual mammography and breast MRI starting at 
age 30 (23; 78). 

• It is currently recommended that women with a history of atypical ductal 
hyperplasia or LCIS begin annual mammographic screening at the time 
of diagnosis, regardless of age, if not already initiated. Such patients 
should also consider risk reduction strategies, such as chemoprevention 
(~). 

• It is currently recommended that women with a history of thoracic 
radiation exposure begin annual mammography 8 to 10 years after 
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radiation therapy or at age 40, whichever occurs first (78). 

Comments: 
• Currently there is no evidence for the use of early or alternative breast 

cancer screening regimens in women with other traditional risk factors 
for breast cancer, such as early menarche, late menopause, or dense 
breasts on mammography. 

• Women with an inherited predisposition to breast cancer should consider 
medical and surgical risk reduction strategies for management of breast 
and other associated cancer risks. 

• Women with a history of atypical ductal hyperplasia or LCIS also should 
consider risk reduction strategies, such as chemoprevention (~). See 
module Chemoprevention of Breast Cancer. 

6.3 Be aware that annual MRI is recommended for women over 

age 30 with a genetic mutation or beginning 5 to 10 years younger 

than the youngest family member with breast cancer when the 

lifetime risk is greater than 25%. (I 

Evidence: 
• It is currently recommended that women with genetic mutations begin 

screening with annual mammography and MRI at age 25 ( 2.3.; l§). 
• It is currently recommended that women with a family history of 

premenopausal cancer but no identified genetic mutations begin 
screening 5 to 10 years younger than the youngest family member with 
breast cancer (l§). 

• If the lifetime risk of breast cancer is 20% to 25%, annual MRI is 
recommended in addition to annual mammography (23; 78). 

Comments: 
• The optimal age to initiate breast cancer screening in high-risk women is 

unknown. 
• Additional information on genetic/familial high-risk assessment for breast 

cancer is available from the National Comprehensive Cancer Network 
(http://www.nccn.org/professionals/physician_gls/PDF/genetics_screening.pdf). 

7. Cost-Effectiveness 

7.1 Appreciate that screening mammography has an acceptable 

cost per life-year saved compared with other screening strategies.

• 
Evidence: 
• Many studies have been conducted to evaluate the cost-effectiveness of 

screening mammography, with the cost per life-year saved ranging from 
$18,800 to $20,200 (139; 140). 

• A Markov model-based study evaluating the cost-effectiveness of four 
mammographic screening schedules that varied in terms of patient age 
and frequency found that all were within a generally accepted range of 
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cost per life-year saved compared with other screening programs (less 
than $40,000 per life-year saved) (140). The most cost-effective 
schedule involved annual mammographic screening from age 40 to 49 
years followed by biennial mammographic screening from age 50 to 79 
years, which resulted in a marginal cost per life-year saved of $16,100 
(141). 

• Age-targeted use of digital mammography appears to be cost effective; 
however, breast density-targeted digital mammography is not (142). 

Comments: 
• None. 

7.2 Recognize that the cost-effectiveness of breast cancer 

screening is affected by the frequency of mammography, the age of 

the screened population, and whether mammography is coupled 

with CBE.8 

Evidence: 
• A study evaluating the cost-effectiveness of screening mammography 

using a Markov model noted that the marginal cost per life-year saved is 
lowest in women aged 50 to 69 years and higher in women aged 40 to 
49 years due to the lower incidence of breast cancer in the younger age 
group. Cost-effectiveness is further decreased in women aged 80 to 84 
years despite the increased breast cancer rate in the elderly because of 
the concurrent shorter life expectancy (143). 

• A systematic literature review concluded that extending biennial 
mammographic screening for women after age 65 up through age 75 or 
80 would be at a cost of $34,000 to $88,000 per life-year gained. The 
most cost-effective approach to screening older women was one that 
targeted healthy women rather than those with competing life-shortening 
illnesses (144). 

• A retrospective analysis of costs incurred in current U.S. breast cancer 
screening programs recommending annual to biennial mammography for 
women aged 40 years and older determined that over 10 years, 947.5 
million quality-adjusted life-years resulted at a cost of $166 billion over 
the screened women's lifetimes (145). Among the screening scenarios 
examined, annual mammography from age 40 to 80 was the most 
expensive, costing $58,000 per additional quality-adjusted life-year 
gained compared with alternative strategies with longer intervals 
between screenings. Cost-effectiveness was sensitive to factors 
affecting quality of life, such as false-positive test results and 
mammography-related pain. 

• Annual mammography and CBE for women aged 50 to 79 years reduces 
total costs by 35% as compared to biennial mammography and annual 
CBE (HQ). 

Comments: 
• Published cost-effectiveness estimates vary and are influenced by 

differences in study methodologies, assumptions, and population 
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characteristics. 

8. Patient Education 

8.1 Know that not all women are well informed about breast cancer 

screening.• 

Evidence: 
• Many women have inaccurate knowledge, attitudes, and beliefs 

surrounding breast cancer screening. A survey of rural women 
concluded that, overall, a significant proportion of women had low levels 
of breast cancer screening knowledge and inaccurate beliefs regarding 
screening. In particular, minority women tended to have the lowest levels 
of knowledge regarding breast cancer screening (147). 

• Several interventions have been shown to improve women's knowledge 
of breast cancer screening, including mailed educational pamphlets 
(lli). 

Comments: 
• Population surveys and persistent disparities in breast cancer screening 

rates indicate that significant groups of women remain poorly informed 
about the benefits of screening. 

8.2 Know that a personal recommendation from a health care 

provider is the best method to increase mammography adherence; 

direct patient education interventions have shown a minimal or no 

increase in mammography adherence.• 

Evidence: 
• Published studies indicate that a physician recommendation remains 

critical in encouraging mammography compliance for all women, 
regardless of age and ethnic group (149; 1..Q.Q). 

• Several randomized, controlled trials of brief, office-based patient 
education have shown minimal or no benefit (all DRs <1.8) (151; 152; 
153; 154; 155). 

• One study showed a moderate benefit of multiple educational 
interventions tailored to individual patients (OR, 1.93 to 3.55) (156). 

• An effect size synthesis of nine randomized, controlled trials specifically 
educating patients on their personalized cancer risk showed a weak 
benefit (OR, 1.31 [Cl, 0.98 to 1.77]) on subsequent screening adherence 
(157). 

• Interventions to increase physician recommendations, including audit 
and physician reminders, were found to have a stronger effect on 
mammography adherence than patient education interventions C1.Q.6l 

Comments: 
• None. 

9. Referral/Consultation 
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9.1 Consider referral to a breast specialist for certain high-risk 

patients, such as those with a family history of breast cancer or a 

personal history of atypical ductal hyperplasia, LCIS, or thoracic 

radiation.• 

Evidence: 
• Patients at high risk for breast cancer include those with a family history 

of breast cancer in a first-degree relative, especially if the cancer was 
premenopausal, male breast cancer, or bilateral breast cancer (.6.); those 
with a family history of two or more second-degree relatives (§.); and 
those with a personal history of atypical ductal hyperplasia or LeiS (£1; 
22). 

Comments: 
• None. 

10. Guidelines 
American Cancer Society, 2008 
American Cancer Society guidelines for the early detection of cancer 
These guidelines recommend discussing monthly BSE beginning at age 20 (patient's 
choice), performing CBE every 3 years from age 20 to 39 years and yearly after age 40, 
and obtaining mammography yearly beginning at age 40. Women at high risk (greater than 
20% lifetime risk) should undergo mammography and MRI yearly starting at age 30. 
Women at moderately increased risk (15% to 20%) should discuss the option of MRI with a 
yearly mammogram 

American Cancer Society, 2007 
American Cancer Society guidelines for breast screening with MRI as an adjunct to 
mammography 
These gUidelines recommend discussing the option of MRI in addition to yearly 
mammography with women at moderately increased risk (15% to 20%). 

American College of Obstetricians and Gynecologists, 2003 
Breast cancer screening 
This guideline recommends CBE yearly as part of the physical exam for all women and 
mammography every 1 to 2 years for women aged 40 to 49 years and yearly after age 50. 
BSE is recommended despite a lack of definitive data. No information is provided for MRI. 

American College of Physicians, 2007 
Screening mammography for women 40 to 49 years of age: a clinical practice guideline 
from the American College of Physicians 
This guideline recommends that the decision to obtain mammography in women aged 40 
to 49 years be made on an individualized basis using risk assessment and shared 
decision-making. For women aged 40 to 49 years who do not wish to partake in shared 
decision-making, mammography should be done every 1 to 2 years. No information is 
provided for MRI. 

Canadian Task Force on Preventive Health Care, 2001 

Preventive health care 2001 update: screening mammography among women aged 40-49 
years at average risk of breast cancer 
Based on this review, mammography every 1 to 2 years is recommended for women over 
age 50, and CBE with mammography every 1 to 2 years is recommended for women aged 
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50 to 69 years. CBE with mammography is not recommended for women aged 40 to 49 

years. and not enough evidence was found to recommend for or against mammography 
every 12 to 18 months for average-risk women aged 40 to 49 years. BSE is not 
recommended. No information is provided for MRI. 

National Comprehensive Cancer Network, 2008 
Breast cancer screening and diagnosis guidelines 
(http://www.nccn.org/professionals/physician...9ls/PDF/breast-screening.pdf) 
These guidelines recommend periodic BSE beginning at age 20 and CBE and 
mammography yearly for women aged 40 years and older. 

Genetic/familial high-risk assessment: breast and ovarian 
(http://www.nccn.org/professionals/physician...9ls/PDF/genetics_screening.pdf) 
These gUidelines supply criteria for recommending further genetic evaluation for breast 
cancer. 

U.S. Preventive Services Task Force, 2002 
Screening for breast cancer- recommendations and rationale 
The U.S. Preventive Services Task Force recommends obtaining mammography every 1 
to 2 years beginning at age 40, with or without CBE. Not enough evidence was found to 
recommend for or against CBE alone or to recommend for or against teaching or 
performing BSE. No information is provided for MRI. 
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Sociodemographic Differences in Binge Drinking Among Adults — 
14 States, 2004

Binge drinking, defined in this study as consuming five or 
more alcoholic drinks on one occasion,* was responsible for 
43,731 (54.9%) of the estimated 79,646 alcohol-attributable 
deaths each year in the United States during 2001–2005.† 
Healthy People 2010 calls for reducing the prevalence of 
binge drinking among adults from the 16.6% baseline in 
1998 to 6.0% (1). An overarching goal of Healthy People is to 
eliminate health disparities among different segments of the 
population.§ To assess binge drinking by sex, age group, race/
ethnicity, education level, and income level, CDC analyzed 
data from an optional module of the 2004 Behavioral Risk 
Factor Surveillance System (BRFSS) survey, the most recent 
data available on binge drinking prevalence, frequency, and 
intensity (i.e., the number of drinks consumed per binge 
episode). This report summarizes the results of that analysis, 
which indicated that the prevalence of binge drinking was 
more common among men (24.3%), persons aged 18–24 
years (27.4%) and 25−34 years (24.4%), whites (17.5%), 
and persons with household incomes >$50,000 (17.4%). 
However, after adjusting for sex and age, the highest average 
number of binge drinking episodes during the preceding 30 
days was reported by binge drinkers whose household income 
was <$25,000. (4.9), and the highest average number of drinks 
per binge episode was reported by non-Hispanic blacks (8.4) 
and Hispanics (8.1). These findings underscore the need to 
implement effective population-based prevention strategies 
(e.g., increasing alcohol excise taxes) and develop effective 
interventions targeted at groups at higher risk.

BRFSS conducts annual state-based, random-digit–dialed 
telephone surveys of the noninstitutionalized U.S. civilian 
population aged >18 years, collecting data on health condi-
tions and health risk behaviors, including binge drinking. In 
2004, an optional survey module with additional questions on 
binge drinking was administered in 14 states.¶ Binge drinking 
was defined as having consumed five or more alcoholic drinks 
on one or more occasions during the preceding 30 days. For 
this report, responses to questions regarding the prevalence, 
frequency, and intensity of binge drinking were analyzed, 
beginning with the question, “Considering all types of alco-
holic beverages, how many times during the past 30 days did 
you have five or more drinks on an occasion?” Those who 
acknowledged at least one occasion were then asked, “During 
the most recent occasion when you had five or more alcoholic 
beverages, about how many beers, including malt liquor, did 
you drink? ...about how many glasses of wine, including wine 
coolers, hard lemonade, or hard cider, did you drink? ...about 
how many drinks of liquor, including cocktails, did you have?” 
After excluding persons with missing or incomplete informa-
tion, data from 62,684 respondents in the 14 states were used 

INSIDE

 305 Tobacco Use Among Students Aged 13–15 Years — 
Baghdad, Iraq, 2008

 308 Progress Toward Interruption of Wild Poliovirus Trans
mission — Worldwide, 2008

 312 Use of Northern Hemisphere Influenza Vaccines by 
Travelers to the Southern Hemisphere

 313 QuickStats

* In 2006, the Behavioral Risk Factor Surveillance System definition of binge 
drinking for women changed from five alcoholic drinks to four drinks on one 
occasion.

† Estimated using the Alcohol-Related Disease Impact (ARDI) database. Available 
at http://apps.nccd.cdc.gov/ardi.

§ Including differences that occur by sex, race/ethnicity, education, income, 
disability, geographic location, or sexual orientation.

¶ California, Delaware, Idaho, Maine, Michigan, Minnesota, Montana, Nevada, 
New Hampshire, New Mexico, North Dakota, Virginia, Wisconsin, and 
Wyoming.

http://apps.nccd.cdc.gov/ardi
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for analysis. Response rates for each state were calculated using 
Council of American Survey and Research Organizations 
(CASRO) guidelines. Response rates ranged from 39.0% 
(California) to 63.2% (Minnesota) (median: 54.1%, and 
cooperation rates ranged from 59.9% (California) to 86.9% 
(Minnesota)(median: 74.9%).**

The prevalence of binge drinking was calculated by dividing 
the total number of respondents who reported at least one 
binge drinking episode during the preceding 30 days by the 
total number of BRFSS respondents in the 14 states. Analysis 
by state was not performed because of multiple subgroups with 
fewer than 50 respondents. The frequency of binge drinking 
was calculated by averaging the number of episodes reported by 
all binge drinkers during the preceding 30 days. The intensity 
of binge drinking (i.e., number of drinks per binge episode) 
was calculated by averaging the number of drinks consumed by 
binge drinkers during their most recent episode. All data were 
weighted to produce population-based estimates according to 
age-, race-, and sex-specific state population counts and to the 
respondent’s probability of selection. Data were adjusted to the 
standard age and sex distribution of 2004 BRFSS respondents 
to provide estimates for race/ethnicity, education level, and 
annual household income level. Statistical significance was 
determined by pairwise linear contrasts of the estimates (2).

In 2004, the overall unadjusted prevalence of binge drink-
ing among adults in the 14 states was 15.9% (Table 1). Binge 
drinking prevalence among men (24.3%) was three times 
higher than among women (7.9%). Men who reported binge 
drinking also reported a significantly higher average number 
of binge drinking episodes during the preceding 30 days (4.6) 
than women (2.9) and a significantly higher number of drinks 
consumed during their most recent binge episode (8.3 versus 
6.9). Binge drinking prevalence decreased with advancing age, 
from 27.4% among respondents aged 18–24 years to 3.7% 
among respondents aged >65 years. In contrast, among binge 
drinkers, respondents aged >65 years reported the highest aver-
age number of binge drinking episodes during the preceding 30 
days (6.8). The number of drinks consumed during the most 
recent binge decreased with advancing age, from 9.8 among 
adults aged 18–24 years to 6.4 among those aged >65 years.

The age- and sex-adjusted prevalence of binge drinking 
among non-Hispanic whites (17.5%) was significantly higher 
than the prevalence for Hispanics (14.4%) and non-Hispanic 
blacks (10.9%) (Table 2). Overall, among binge drinkers, the 
frequency of binge drinking episodes and the number of drinks 

 ** The response rate is the percentage of persons who completed interviews among 
all eligible persons, including those who were not successfully contacted. The 
cooperation rate is the percentage of persons who completed interviews among 
all eligible persons who were contacted.
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consumed during the most recent binge episode were similar 
among racial/ethnic populations; however, non-Hispanic 
blacks and Hispanics reported a higher intensity of binge 
drinking (8.4 and 8.1 drinks per binge episode, respectively) 
than whites (6.9).

College graduates had significantly lower age- and sex-
adjusted prevalence of binge drinking (14.5%) than high 
school graduates or those with some college or technical school 
(both 17.1%) (Table 2). Respondents who did not graduate 
from high school reported the lowest binge drinking prevalence 
(14.2%) but, along with high school graduates, the highest fre-
quency of binge drinking episodes (4.6) and the highest num-
ber of drinks consumed in the most recent episode (7.8). In 
contrast, binge drinking prevalence increased with income level 
and was highest among respondents with annual household 
incomes >$50,000 (17.4%) (Table 2). However, the number 
of drinks consumed per episode was significantly lower among 
respondents whose household income was >$35,000 compared 
with those whose household income was <$25,000.
Reported by: JL Cremeens, PhD, D Nelson, MD, TS Naimi, MD, RD 
Brewer, MD, WS Pearson, PhD, Div of Adult and Community Health, 
National Center for Chronic Disease Prevention and Health Promotion; 
PR Chavez, PhD, EIS Officer, CDC.
Editorial Note: Binge drinking is a risk factor for numerous 
adverse health and social outcomes, including alcohol poi-
soning, hypertension, acute myocardial infarction, sexually 
transmitted infections, unintended pregnancy, fetal alcohol 
syndrome, sudden infant death syndrome, suicide, interper-
sonal violence, and motor vehicle crashes (3). This report 
indicates that binge drinking is common among U.S. adults, 
especially among whites, males, persons aged 18–34 years, 
and those with household incomes >$50,000. These sociode-
mographic characteristics stand in contrast to characteristics 

for many other health risk factors (e.g., smoking and obesity), 
where prevalence tends to be higher among minorities and 
persons with lower education and income (4).

The findings in this report highlight the need for assessing 
the frequency and intensity of binge drinking among binge 
drinkers in addition to the prevalence of binge drinking in the 
general population. These additional measures are important 
because the risk for adverse outcomes (e.g., alcoholic liver dis-
ease or traffic fatalities) increases with the frequency of binge 
drinking and with the amount consumed per binge episode. 
Furthermore, reductions in the frequency and intensity of 
binge drinking generally might be expected to occur before 
reductions in the prevalence of binge drinking.

One plausible reason why binge drinking is more prevalent 
among whites and persons at higher income levels is that, 
unlike smoking, binge drinking has not been widely recog-
nized as a health risk, subjected to intense prevention efforts, 
and socially stigmatized (5). The differences in binge drinking 
among population segments also likely reflects cultural factors 
and differences in state and local laws (6) that affect the price, 
availability, and marketing of alcoholic beverages. Finally, 
the increase in prevalence of binge drinking with increasing 
income levels likely reflects the fact that persons with higher 
household incomes have more disposable income available to 
spend on alcohol.

The findings in this report are subject to at least three 
limitations. First, the 14 states that administered the optional 
binge drinking module are not necessarily representative of all 
50 states; therefore, the results cannot be generalized to the 
entire U.S. population. Second, BRFSS data are self-reported; 
alcohol consumption generally, and excessive drinking in 
particular, are underreported in surveys because of recall 

TABLE 1. Unadjusted percentage of persons reporting binge drinking, number of binge drinking episodes during the preceding 
30 days, and average number of drinks consumed during the most recent binge drinking episode, by sex and age group — 
Behavioral Risk Factor Surveillance System, 14 states,* 2004

Prevalence
Average no. of binge drinking 
episodes,† preceding 30 days

Average no. of drinks consumed 
during most recent binge drinking episode†

Characteristic  %  (95% CI§)  No. (95% CI)  No. (95% CI)

Overall 15.9 (15.2–16.6) 4.2 (3.9–4.4) 8.0 (7.7–8.2)

Sex
Men 24.3 (23.1–25.6) 4.6 (4.3–4.9) 8.3 (8.0–8.6)
Women  7.9 (7.3–8.5) 2.9 (2.7–3.1) 6.9 (6.6–7.3)

Age group (yrs)
 18–24 27.4 (24.6–30.4) 4.7 (4.0–5.3) 9.8 (9.1–10.4)
 25–34 24.4 (22.5–26.4) 3.4 (3.1–3.8) 8.0 (7.6–8.4)
 35–44 17.3 (15.9–18.8) 4.0 (3.5–4.4) 7.3 (7.0–7.6)
 45–64 10.9 (10.1–11.9) 4.4 (3.9–4.9) 6.9 (6.6–7.1)
 >65  3.7 (3.0–4.6) 6.8 (4.6–9.1) 6.4 (5.4–7.3)

* California, Delaware, Idaho, Maine, Michigan, Minnesota, Montana, Nevada, New Hampshire, New Mexico, North Dakota, Virginia, Wisconsin, and Wyoming. 
† Among the 8,381 respondents who reported binge drinking.
§ Confidence interval.
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bias, social desirability response bias, and nonresponse bias 
(7). Finally, in 2005, BRFSS changed the definition of binge 
drinking for women from five or more drinks per occasion 
to four or more drinks per occasion; the prevalence of binge 
drinking among women would have been higher using the 
new definition (8).

These findings support the need to implement effective 
population-based strategies (e.g., increasing alcohol excise 
taxes, limiting the number of retail outlets where alcohol is sold 
in a particular geographic area, and maintaining and enforcing 
age 21 years as the minimum age for legal drinking) (9,10) 
to prevent binge drinking. In addition, the frequency and 
intensity of binge drinking should be routinely monitored to 
guide the development and evaluation of culturally appropri-
ate binge drinking prevention and intervention strategies for 
groups at greater risk.
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TABLE 2. Age- and sex-adjusted* percentage of adults reporting binge drinking, number of binge drinking episodes during the 
preceding 30 days, and average number of drinks consumed during the most recent binge drinking episode, by race/ethnicity, 
education level, and income level — Behavioral Risk Factor Surveillance System (BRFSS), 14 states,† 2004

Prevalence
Average no. of binge drinking 
episodes,† preceding 30 days

Average number of drinks 
consumed during most recent 

binge drinking episode†

Characteristic  %  (95% CI§)  No. (95% CI)  No. (95% CI)

Race/Ethnicity
White, non-Hispanic 17.5 (16.8–18.2) 3.9 (3.7–4.2) 6.9 (6.7–7.0)
Black, non-Hispanic 10.9 (8.7–13.6) 4.5 (3.3–5.7) 8.4 (7.0–9.8)
Hispanic 14.4 (12.6–16.4) 3.6 (2.4–4.8) 8.1 (7.3–8.9)
American Indian/Alaska Native 13.4 (10.1–17.5) 4.5 (3.3–5.6) 7.7 (7.1–8.3)
Other**  8.8 (6.9–11.3) 4.0 (3.1–4.9) 7.5 (6.8–8.2)

Education level
Less than high school diploma 14.2 (12.2–16.5) 4.6 (3.7–5.5) 7.8 (7.2–8.5)
High school diploma 17.1 (15.9–18.3) 4.6 (4.0–5.2) 7.6 (7.3–7.9)
Some college or technical school 17.1 (15.8–18.4) 3.6 (3.3–3.9) 7.0 (6.8–7.3)
College graduate 14.5 (13.3–15.8) 3.3 (2.9–3.7) 6.5 (6.2–6.9)

Annual household income level
 <$15,000 13.7 (11.3–16.4) 4.9 (4.0–5.7) 7.7 (7.2–8.3)
 $15,000 to <$25,000 14.3 (12.6–16.1) 4.9 (3.9–5.9) 8.0 (7.4–8.6)
 $25,000 to <$35,000 16.5 (14.7–18.4) 4.3 (3.7–4.9) 7.2 (6.9–7.4)
 $35,000 to <$50,000 16.7 (15.3–18.3) 4.0 (3.4–4.6) 6.8 (6.6–7.1)
 >$50,000 17.4 (16.2–18.7) 3.5 (3.1–4.0) 6.9 (6.6–7.1)

 * Age and sex adjusted to the standard distribution of all 2004 BRFSS respondents.
 † California, Delaware, Idaho, Maine, Michigan, Minnesota, Montana, Nevada, New Hampshire, New Mexico, North Dakota, Virginia, Wisconsin, Wyoming. 
 § Among the 8,381 respondents who reported binge drinking.
 ¶ Confidence interval.
 ** Asians/Pacific Islanders and persons with mixed or unreported race/ethnicity.

http://www.healthypeople.gov/document/pdf/volume2/26substance.pdf
http://www.healthypeople.gov/document/pdf/volume2/26substance.pdf
http://www.alcoholpolicy.niaaa.nih.gov
http://www.alcoholpolicy.niaaa.nih.gov
http://pubs.niaaa.nih.gov/publications/newsletter/winter2004/newsletter_number3.pdf
http://pubs.niaaa.nih.gov/publications/newsletter/winter2004/newsletter_number3.pdf
http://www.thecommunityguide.org/alcohol/index.html
http://www.thecommunityguide.org/alcohol/index.html
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RATES OF OPIOID OVERDOSE 
have increased since the early 
1990s because of lower-cost, 
higher-purity heroin and pre-
scription opioid abuse.1–5 In Mas-
sachusetts, from 1990 to 2006, 
annual opioid overdose–related 
fatalities increased over 6-fold, 
from 94 to 637.6,7 In response, 
the Boston Public Health 
Commission (BPHC) passed a 
regulation that authorized the 
development of an overdose pre-
vention program with naloxone 
distribution through its mobile 
needle-exchange program. This 
program is innovative, because 
it includes the distribution of 
intranasal naloxone by trained, 
nonmedical public health 
workers to potential overdose 
bystanders for administration 
to overdose victims. Legal and 
regulatory barriers to implemen-
tation are detailed in the box on 
page 791.

Naloxone, an opioid antago-
nist, reverses opioid overdose by 
displacing opioid agonists, such 
as heroin or oxycodone, from 

Administering naloxone hydrochloride (naloxone) during an opioid overdose reverses the overdose 
and can prevent death. Although typically delivered via intramuscular or intravenous injection, naloxone 
may be delivered via intranasal spray device. In August 2006, the Boston Public Health Commission 
passed a public health regulation that authorized an opioid overdose prevention program that included 
intranasal naloxone education and distribution of the spray to potential bystanders. Participants were 
taught by trained nonmedical needle exchange staff. After 15 months, the program provided training 
and intranasal naloxone to 385 participants who reported 74 successful overdose reversals. Prob-
lems with intranasal naloxone were uncommon. Overdose prevention education with distribution of 
intranasal naloxone is a feasible public health intervention to address opioid overdose. Am J Public 
Health. 2009;99:788–791. doi:10.2105/AJPH.2008.146647.

Saved by the Nose: Bystander-Administered Intranasal 
Naloxone Hydrochloride for Opioid Overdose 
| Maya Doe-Simkins, MPH, Alexander Y. Walley, MD, MSc, Andy Epstein, RN, MPH, and Peter Moyer, MD, MPH
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The BPHC started an overdose 
prevention program with intra-
nasal naloxone distribution as a 
result of the successful experience 
of the city’s emergency medical 
services use of the nasal spray 
as a prehospital treatment for 
opioid overdose; the concept was 
also seen as an attractive option 
because intranasal delivery of the 
drug eliminates the risks of needle-
stick injuries and needle disposal. 
BPHC implemented the program 
through the needle-exchange 
program because program partici-
pants were considered particularly 
likely to witness overdoses.

PROGRAM CURRICULUM

All participating needle-exchange 
program staff—2 nurses and 
4 nonmedical public health 
workers—completed 8 hours of 
didactic training, a knowledge 
test, and at least 4 supervised 
bystander-training sessions. Both 
the staff training and bystander 
training were adapted from exist-
ing program curricula from other 
cities that primarily used needle-
based naloxone.8,14,17–21

The 15-minute bystander 
training included techniques in 
overdose prevention. Staff com-
pleted a checklist (available as a 
supplement to the online article 
at http://www.ajph.org) to ensure 
participant comprehension. Over-
dose prevention kits included 
instructions; 2 luer-lock, prefilled 

opioid receptors. It is the stan-
dard treatment used by medical 
personnel. It has no abuse po-
tential, and its only contraindica-
tion is a prior allergic reaction, 
which is rare.8 Although typically 
administered intravenously or 
intramuscularly, it can be admin-
istered intranasally.9–13 Strong 
interest in overdose prevention 
training and access to naloxone 
exists among potential overdose 
bystanders, including family 
members14 and drug-using part-
ners.15 Overdose prevention pro-
grams with naloxone distribution 
that train and distribute naloxone 
to people who are likely to wit-
ness an overdose have been 
successfully implemented in 
several communities, includ-
ing Chicago,16,17 New York,18,19 
San Francisco,20 Baltimore,15,21 
and New Mexico.8 A 6-program 
study demonstrated that trained 
bystanders were similarly skilled 
as medical experts in recog-
nizing opioid overdose situa-
tions, and when naloxone was 
indicated.22

KEY FINDINGS
■  Needle-exchange partici-

pants have experienced and 
witnessed high rates of over-
doses.

■  Needle-exchange participants 
can successfully recognize an 
overdose and use intranasal 
naloxone to reverse potentially 
fatal opioid overdoses.

■  With the support and regula-
tion of the local public health 
authority, overdose prevention 
programs can provide training 
and distribute intranasal nalox-
one without a direct clinical 
health care provider–patient 
encounter.

■  Overdose prevention programs 
that include the distribution of 
intranasal naloxone by non-
medical personnel are feasible 
for city public health depart-
ments. 
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syringes with 2 mg/2 mL nalox-
one hydrochloride; and the mu-
cosal atomization device. Partici-
pants were instructed to deliver 1 
mL (1 mg) to each nostril of the 
overdose victim. Because most 
opioid agonists have a longer half-
life than naloxone, if overdose 
symptoms returned, victims could 
be treated with the second dose.

DATA COLLECTION AND 
ANALYSIS

From September 2006 to De-
cember 2007, during each by-
stander training, staff completed 
an enrollment form, recording 
respondents’ demographics and 
overdose risk factors. When par-
ticipants returned to the needle-
exchange program, staff com-
pleted a form detailing overdoses 
witnessed, use of naloxone, and 
whether additional doses were 
needed. Data were maintained 
in a Microsoft Access 2003 data-
base (Microsoft Corp, Redmond, 
WA). We compared enrollment 
data from participants who re-
ported overdose reversals with 
those who did not with the t test 
of means and the χ2 or Fisher 
exact test.  We used SAS version 
9.1 (SAS Institute, Cary, NC) for 
all tests of comparison.

DISCUSSION AND 
EVALUATION

Over 15 months, the program 
provided education and intra-
nasal naloxone to 385 poten-
tial bystanders. At enrollment 
(Table 1), heroin was the most 
frequently used drug, followed 
by cocaine, methadone, benzo-
diazepines, and alcohol. Opioids 
were used on a mean of 24.1 
of the last 30 days. Cocaine was 
the drug used most commonly in 
combination with heroin. Among 
224 (64%) who reported a 

TABLE 1—Selected Characteristics of Participants (N = 385) 
in an Overdose Prevention Program With Intranasal Naloxone 
Distribution: Boston, MA, September 2006–December 2007

Sample Total No. (%) or Mean ±SD

Age, y 377 39.6 ± 11
Women 381 129 (34)
Race/Ethnicity 374

White 245 (66)
Hispanic  81 (22)
Black  45 (12)
Other  3 (1)

HIV status 219
Positive  26 (12)
Negative 193 (88)

HCV status 246
Positive 159 (65)
Negative  87 (35)

Days opioids used 351 24.1 ± 10.7
Substance used in the last 30 d 385

Heroin 273 (71)
Methadone 149 (39)
Buprenorphine 11 (3)
Other opioids  60 (16)
Cocaine 155 (40)
Benzodiazepines 118 (31)
Alcohol  88 (23)
Heroin and cocaine 125 (33)
Heroin and benzos  98 (26)
Heroin and alcohol  69 (18)
Heroin, benzos, alcohol 35 (9)
Clonodine 26 (7)

History of nonfatal overdose 349
Had a nonfatal overdose 225 (65)
Nonfatal overdoses experienced, median   

 (interquartile range)
   2 (1–5)

Nonfatal overdose treated with naloxone  146 (69)a

Lifetime witnessed overdose 329
Had witnessed an overdose 303 (92)
Overdoses witnessed, median 

    (interquartile range)
 5 (3–15)

aThe percentage represents the percentage of respondents who had a nonfatal overdose and 

answered the question about whether naloxone had been used (n = 212). 

previous overdose, the median 
number of lifetime overdoses was 
2, and among the 303 (92%) 
who had witnessed an overdose, 
the median number of lifetime 
witnessed overdoses was 5.

Follow-up contact was made 
at least once with 278 (72%) 
participants, 222 of whom re-
ported no overdoses witnessed 
and no need for additional doses 
of naloxone. Among the 57 
participants who requested addi-
tional doses, 7 had the naloxone 
lost, stolen, or confiscated, and 
50 administered naloxone while 
observing an overdose (Figure 
1). Among the 50 participants 
(13%) who reported revers-
ing an overdose, 74 successful 
reversals were reported. Except 
for mean age (43 vs 39 years; 
P < .05), there were no signifi-
cant differences between those 
participants who reported revers-
ing an overdose and those who 
did not (data not shown). Emer-
gency medical personnel were 
involved in 21 of the 74  (28%) 
reported overdoses and were not 
involved in 39 (53%) reported 
overdoses. Involvement by emer-
gency medical personnel was not 
reported in the remainder (data 
available as a supplement to the 
online article at http://www.ajph.
org). Two previous studies of 
naloxone distribution programs 
have reported similar rates of 
emergency medical personnel in-
volvement (10% to 31%).20,23

Among follow-up contacts, 
problems were uncommon. 
During 4 overdoses, bystanders 
could not connect the mucosal 
atomization device to the sy-
ringe, although each resulted in 
successful reversal. Two admin-
istered naloxone nasally directly 
from the syringe, 1 injected the 
naloxone intramuscularly, and 
1 did not administer naloxone, 
but delivered rescue breathing 

and physical stimulation until 
Boston Emergency Medical Ser-
vices arrived. Two bystanders 
reported that naloxone induced 
withdrawal symptoms, but, in 
both cases, the victim did not 
use additional opioids to allevi-
ate symptoms. Two bystanders 
observed the naloxone wearing 
off: 1 readministered it after 90 
minutes, and 1 reported that the 

victim became resedated after 
20 minutes, when Boston 
Emergency Medical Services 
assumed care. Two people had 
naloxone confiscated at a home-
less shelter, 1 reported being 
expelled from a residential drug 
treatment program for having 
the substance, and 3 reported 
negative interactions with 
emergency medical personnel, 
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John Townsend, General Counsel of 
the BPHC.

Human Participant Protection
This study was approved as an exempt 
study by the Boston University Medical 
Center institutional review board.
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none of which resulted in 
arrest (8 reported positive 
interactions).

Of the 74 reported reversals, 
4 reports were of bystanders not 
initially enrolled in the program 
who used intranasal naloxone 
obtained from peers who were 
enrolled. Thus, there was some 
peer-to-peer overdose knowledge 
and skill transfer beyond the 
program.

The BPHC overdose-prevention 
naloxone distribution program was 
implemented without substantial 
additional funding. Space, printing 
costs, and staff time were provided 
by the existing needle-exchange 
program. Naloxone kits cost ap-
proximately $25.

NEXT STEPS

The BPHC naloxone distribution 
program is a feasible, successful 
program that includes distribution 
of intranasal naloxone by non-
medical staff. The Massachusetts 

Department of Public Health has 
identified overdose prevention as 
a major focus area for new pub-
lic health initiatives and has ex-
panded the program to 5 addi-
tional sites that target needle-
exchange participants, staff at 
substance abuse treatment pro-
grams, homeless shelters, and 
families and friends of opioid 
users.  
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Legal and Regulatory Barriers to Implementing an Overdose Prevention Program 
With Intranasal Naloxone Distribution by Nonmedical Personnel 

Barrier Response 

Nonmedical personnel are 
not authorized to distribute 
prescription medication 
and are not authorized to 
administer a prescription 
medication to a person who 
has not been prescribed the 
medication.

• The standard of care for the use of naloxone has for decades included use by 
prehospital personnel in nonclinical settings operating under standing orders 
from physicians who are neither on-site nor directly supervising. 

• Other life saving prescription medications, such as epinephrine injectors 
for anaphylactic shock,24 and other devices, such as automated external 
defibrillators, are used by bystanders and nonmedical personnel. 

• Other states, such as New Mexico, New York and Connecticut, have addressed 
this by passing laws that limit the liability of medical and nonmedical personnel 
who administer and distribute potentially lifesaving medication.25

• A study of 6 programs that train bystanders to recognize and respond to opioid 
overdose by using naloxone has demonstrated that trained potential bystanders 
are similarly skilled as medical experts in recognizing opioid overdose situations 
and when naloxone is indicated.22

• A local public health regulation was passed by BPHC, the City of Boston’s board 
of health, identifying the overdose-prevention naloxone distribution program as 
an official public health program and assuming liability for the work of medical 
and non-medical personnel involved in the program. 

• Under the medical license of the Medical Director of Boston Emergency Medical 
Services, potential bystanders received a standard curriculum about overdose 
prevention with instructions and demonstration of how to properly use the 
medication. Receipt of this curriculum was documented by BPHC staff. 

Intranasal delivery of 
naloxone is an off-label 
method. 

• Prescriptions drugs may be and are routinely given for any indication not 
explicitly prohibited by law.25,26

• While no large scale randomized clinical trials have been conducted, intranasal 
naloxone has been evaluated in several research studies, with little evidence 
of adverse events.9–13 A small randomized trial comparing intranasal with 
intramuscular delivery of naloxone used by emergency personnel demonstrated 
that intranasal delivery had a longer time to clinical response 
(8 minutes vs 6 minutes), but less agitation or irritation (2% vs 13%).11

• Intranasal naloxone is a first-line treatment for opioid overdose among 
emergency medical personnel in the local Boston community. 

25. Sporer KA, Kral AH. Prescription 
naloxone: a novel approach to heroin 
overdose prevention. Ann Emerg Med. 
2007;49(2):172–177.

26. Burris S, Norland J, Edlin BR. Legal 
aspects of providing naloxone to heroin 
users in the United States. Int J Drug 
Policy. 2001;12:237–248.
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Abstract

Calls for screening for HIV infection among individuals with substance use disorders, including alcohol use, are increasing. We
investigated HIV screening and its predictors in the Veterans Health Administration (VA) system among such individuals in care. Our
primary outcome was retrospective evidence of screening for HIV infection, adjusting for patient demographics and important comorbid
disease. Of the 371,749 sample patients with histories of substance use disorders using VA services, 20% had evidence of HIV screening.
Screening was lowest among those with alcohol use disorders alone (11%) and highest among those treated in substance use programs (28%)
or receiving inpatient care (28%). The findings suggest a low recognition of substance use disorders (especially alcohol use) as risk factors for
HIV. Quality improvement initiatives to increase risk factor recognition and screening among patients with substance use disorders will yield
benefits in the fight against HIV. © 2009 Elsevier Inc. All rights reserved.
Keywords: HIV screening; HIV testing; HIV risk; Alcohol use disorders; Substance use disorders
1. Introduction

Screening for HIV in individuals with drug and alcohol
use disorders is a longstanding and broadly endorsed quality
of care recommendation (Branson et al., 2006; Centers for
Disease Control and Prevention [CDC], 2001; National
Institute of Alcohol Abuse and Alcoholism [NIAAA], 2002).
Too often, however, HIV screening of substance users is not
done or is done too late (Branson et al., 2006; Owens et al.,
⁎ Corresponding author. Brigham and Women's Hospitalist Service, 75
Francis St, PBB-B-428, Boston, MA 02115, USA. Tel.: +1 617 732 6649;
fax: +1 617 278 6906.

E-mail address: ndookeran@partners.org (N.M. Dookeran).

0740-5472/09/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jsat.2009.03.003
2007; Samet et al., 1999, 2001). In data from a large
managed care organization, more than half of HIV-infected
individuals already had advanced disease when diagnosed
(suggested by CD4 cell counts b350), although 26% had
HIV risk factors documented more than 1 year before
diagnosis (Klein et al., 2003).

Although risky injection drug use practices directly
increase the risk of HIV transmission, noninjection drug
use also indirectly increases risk substantially by increasing
disinhibition that leads to other directly risky behaviors
(Neaigus et al., 2001; Strathdee & Sherman 2003). Among
heroin and/or cocaine users in a state cross-sectional survey,
the HIV seroprevalence was found to be similar in injection
and noninjection drug users (in the 12%–17% range; Des
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Jarlais et al., 2007). Alcohol abuse has also been associated
with HIV risky behaviors and sexually transmitted diseases
(Cook & Clark, 2005; Ehrenstein et al., 2004; Rees et al.,
2001; Stein et al., 2000). Screening of high-risk groups is
essential to improving access to effective treatment and
reducing HIV transmission (DiClemente et al., 2002; Marks
et al., 2005; Palella et al., 2003; Paltiel et al., 2005; Yeni et
al., 2004). However, most studies examining HIV screening
rates among substance users have been in relatively small or
geographically limited samples, and few have focused on
screening among patients with alcohol use disorders (Liddi-
coat et al., 2004; Owens et al., 2007; Samet et al., 1999).

The U.S. Veterans Health Administration (VA) health care
system provides care yearly to approximately 5 million
military veterans, including many with substance use
disorders who are the focus of this study (Justice et al.,
2006). Our primary objective was to determine the rate of
HIV screening (i.e., HIV status assessment, as defined by
having been tested for or diagnosed with HIV during a
defined period) retrospectively among veterans with sub-
stance use disorders seen for VA care nationally. We also
sought to determine whether HIV screening rates differed
either by type of substance use disorder (alcohol as opposed
to illicit drugs, i.e., cocaine, opiate and/or amphetamine) or
by use of different medical care treatment venues (primary
care [PC], emergency department [ED], outpatient substance
use clinic/program, and inpatient care).
2. Methods

2.1. Study population

Patients were selected from the 4,974,979 in the VA
Medical Inpatient and Outpatient Data Sets of the National
Patient Care Database who used specified VA health care
services within a 12-month identification period from June 1,
2004, to May 31, 2005. Health care services use was defined
as at least (a) one outpatient care visit (defined by the
presence of at least 1 of 75 clinic codes for visits to PC and
medicine subspecialty clinics, general mental health and
substance use clinics/programs, and EDs) or (b) one inpatient
care stay (defined by presence of any data in the VA Medical
Inpatient Data Set, which included data on residential
substance use programs and domiciliary stays).

Patients seen during the 12-month identification period
were included in the analysis if they had a diagnosis of one or
more substance use disorders in the past and if they used VA
health care services in the identification period at least once
after diagnosis to ensure there was clinical opportunity to
assess for HIV. Substance use disorder histories were
identified retrospectively based on presence of Interna-
tional Classification of Diseases, Ninth Revision (ICD-9)
diagnostic codes within a 68-month look-back period
(October 1, 1999, through May 31, 2005). Patients were
included if they had at least 2 documented inpatient/
outpatient ICD-9 diagnostic codes for one or more of the
following: (a) alcohol (8 codes) or illicit drug abuse/
dependence (31 codes) or (b) a medical condition indicating
substance abuse/dependence, for example, “Alcohol-related
Liver Disease” (20 codes). These criteria led to a final
national sample of 371,749 patients (7% of all VA patients
seen in the identification period).

2.2. Main independent variables and covariates

The main study independent variable identified the
category of substance use (alcohol use, illicit drug use, or
both) using ICD-9 codes within the 68-month look-back
period. Other independent categorical variables focused on
use of different health care services in the 12-month
identification period, namely, PC/ED use, use of outpatient
substance use clinics/programs, and receipt of inpatient care.
Covariates included categorical variables for patient demo-
graphics and type of health insurance (if any, e.g., Medicaid,
Medicare, or private) within the 12-month identification
period, and for presence of hepatitis B, hepatitis C, and
sexually transmitted disease diagnoses by ICD-9 codes
within the 68-month look-back period.

2.3. Primary outcome measure

HIV screening was defined as any retrospective
evidence of clinical HIV status assessment. As such,
using the VA Decision Support System laboratory file for
HIV tests, we defined patients as having been screened for
HIV if they had any evidence in the VA electronic medical
record of ever having been tested for or diagnosed with
HIV within the 68-month look-back period. The definition
was intentionally as inclusive as possible, given data
availability. Patients were classified as tested if they had at
least one HIV laboratory test of any kind (HIV antibody or
plasma HIV RNA concentration). They were classified as
diagnosed with HIV if they had any of four possible ICD-9
codes for HIV/AIDS.

2.4. Statistical analyses

We performed bivariate analyses to explore the associa-
tion between our primary outcome measure, HIV screening,
and each of the key independent variables and covariates. To
determine the most significant predictors of HIV screening,
we estimated a generalized linear mixed model accounting
for main VA health care facility used as a random effect and
other potential confounders as fixed effects.

Given the generally consistent trends inHIV screening rates
on comparison of bivariate and multivariate model analyses, in
our results below, we chose to highlight the absolute HIV
screening rates found in bivariate analyses. Details on the
generalized linear mixed model analysis can be found on the
VA Center for Health Quality Outcomes & Economic
Research (CHQOER) Web site (Dookeran et al., 2009).
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This research was approved by institutional review boards
at Boston University and the Edith Nourse Rogers Memorial
VA Hospital.
3. Results

3.1. Patient characteristics

Among the 371,749 veterans with substance use
disorders in this study, the two most common disorders
were those of alcohol use (96%) and cocaine use (36%)
(Table 1). More than half of the study population (57%)
had histories of alcohol use disorders alone; 39% had
histories of both illicit drug and alcohol use disorders
(Table 2). Most patients (69%) had been seen in PC at least
twice in the 12-month identification period. About one
quarter (26%) had been in an outpatient substance use
clinic or program, and 29% had received inpatient care.

Veterans with substance abuse in our study were mostly
male (97%), older (54% more than 54 years old), White
(51%), and not currently married (72%). Most had housing
(69%), lived within 30 miles of their primary VA care
facility (59%), and reported incomes lower than twice the
poverty line (55%). Most (71%) had no health insurance
other than VA membership and almost a quarter (22%) had
hepatitis C infection.

3.2. Overall HIV screening rates among patients with
substance use disorders

Only 20% of all veterans in care with a substance use
disorder history had any retrospective evidence of HIV
screening in VA records. Patients with both illicit drug and
alcohol use disorders were screened the most (32%),
followed by those with illicit drug use disorders alone
(25%), and those with alcohol use disorders alone (11%)
(Table 2).
Table 1
Retrospective HIV screening rates among veteran patients with different
types of substance use disorders

Substance use disorder history
(October 1999–May 2005) n

% screened
for HIV

Any alcohol use
Yes 357,576 19
No 14,173 25
Any illicit drug use
Cocaine use
Yes 132,354 33
No 239,395 12
Opiate use
Yes 67,723 35
No 304,026 16
Amphetamine use
Yes 24,586 37
No 347,163 18
3.3. HIV screening rates by patient characteristics

Although Table 2 shows that patients with any ED visits
had the highest HIV screening rates (24% and 25%), in
multivariate mixed modeling (detailed results available
online), HIV screening was most likely among those who
had had at least two PC visits as well as any ED visits
(Dookeran et al., 2009). Table 2 also shows higher HIV
screening rates among patients who had been in any
outpatient substance use programs and among those who
had received any inpatient care. Patients who were younger,
female, Black, or not currently married, and patients who
lacked housing or lived within 30 miles of the VA, also had
higher HIV screening rates.
4. Discussion

In our nationwide retrospective study of a veteran
population, the most striking finding was that only 20% of
patients with illicit drug and/or alcohol use disorders in VA
care between 2004 and 2005 had evidence of ever having
being screened for HIV. We found this despite longstanding
quality of care guidelines recommending HIV screening in
substance abusers and the fact that the VA, the largest
integrated health care delivery system in the United States,
is a leader in performance and overall quality of care (Asch
et al., 2004; Branson et al., 2006; NIAAA, 2002; Oliver,
2007). We found evidence of HIV screening in only 11% of
patients with alcohol use disorders alone and in 25% to 28%
of those with illicit drug use disorders. Even among those
with more access to care (greater use of PC and ED services,
use of substance use programs, or any inpatient care), fewer
than one third had evidence of HIV screening. These
findings support the need for more widespread interventions
to expand routine voluntary HIV screening nationally,
within and outside of the VA (Goetz, Hoang, et al., 2008;
Sanders et al., 2005).

Our findings are from an exceptionally comprehensive
sample: more than 350,000 veterans with substance abuse
from VA facilities throughout the United States. In
comparison, among veterans with illicit drug use disorders
at four selected VA medical centers, 48% had evidence of
testing (Owens et al., 2007). The lower percentage we found
nationally is quite similar to results from two national
surveys showing that 22% and 27% of individuals with HIV
risk behaviors self-reported HIV testing, respectively (CDC,
2004). The higher but still suboptimal HIV screening rates at
selected VA sites could be because the facilities are more
urban, more academic in focus, or may serve patients with
different socioeconomic profiles.

There are many potential obstacles to HIV testing. In our
study, even among those with the highest utilization of PC
and the ED, only 24% had been screened for HIV. In PC and
other clinical settings in which substance abusers receive
care, the focus may be on addressing more urgent and



Table 2
Retrospective HIV screening rates by demographic and other characteristics of veteran patients with substance use disorders

Population characteristics n % screened for HIV

Substance use disorder history (October 1999–May 2005)
Illicit drug use and alcohol use 146,822 32
Illicit drug use alone 14,173 25
Alcohol use alone 210,754 11
PC/ED visits (June 2004–May 2005)a

At least 2 PC, any ED visits 116,799 24
At least 2 PC, no ED visits 138,950 14
Less than 2 PC, any ED visits 57,141 25
Less than 2 PC, no ED visits 58,859 18
Any outpatient substance use program (June 2004–May 2005)
Yes 96,268 28
No 275,481 17
Any inpatient care (June 2004–May 2005)
Yes 107,166 28
No 264,583 16
Age group (years)
b35 8,703 23
35–44 36,357 27
45–54 125,554 27
55–64 143,582 17
65N 57,553 6
Gender
Female 12,171 29
Male 359,578 19
Race/ethnicity
Black 94,735 29
Hispanic 20,143 27
Pacific Islander/American Indian/Other 10,776 23
White 190,950 16
Not reported 55,145 12
Marital status
Currently married 104,873 12
All others a 266,876 23
Lack of housing
Yes 115,479 32
No 256,270 14
Distance of residence from VA facility
Live more than 30 miles away 151,073 16
Live within 30 miles b 220,676 22
Income group
Above 2× poverty line c 102,794 16
Up to 2× poverty line 74,366 18
Up to poverty line 128,250 22
No income reported d 66,339 22
Insurance
None or not recorded 264,591 22
Medicaid 3,493 29
Medicare 68,029 14
Private/Other 35,636 13
Sexually transmitted disease history (October 1999–May 2005)
Yes 13,179 44
No 358,570 19
Hepatitis B history (October 1999–May 2005)
Yes 15,258 45
No 356,491 19
Hepatitis C history (October 1999–May 2005)
Yes 80,898 38
No 290,851 14

a Includes married in the past, never married, and unknown marital status.
b Includes 129 patients for whom distance was not reported.
c Poverty line approximately $10,000 per year.
d Service-connected veterans are not asked about income.
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emergent substance use and medical presenting complaints,
thus pushing HIV testing lower in clinical priorities. There
may also be logistical and administrative barriers to
performing HIV testing, such as limited time and resources
for obtaining the written, informed consent required in the
VA system during the period of our study.

Low HIV screening rates also may reflect less under-
standing of HIV risk among patients with certain substance
use disorders and sociodemographic characteristics not often
thought of as associated with HIV. For example, lower
screening rates in patients with alcohol use disorders may be
related to patients and/or providers not recognizing the
increased HIV risk (and the need for screening) in these
patients (Cook & Clark, 2005; Ehrenstein et al., 2004; Rees
et al., 2001; Stein et al., 2000). The high prevalence of heavy
alcohol use in both veterans and nonveterans (7.5% and
6.5%, respectively) accentuates this concern (National
Survey on Drug Use and Health, 2005). Similarly, the VA
user population is older, and although cultural norms may
suggest that HIV risk-taking—and therefore HIV infection
—is rare in older adults, there are in fact growing numbers of
HIV-infected older persons in the United States. HIV testing
of older adults is cost-effective on a societal level and is
clearly indicated (Paul et al., 2007; Sanders et al., 2008).

Although we believe our study design identified most
cases of HIV screening, our results may have been influenced
by several factors. Patients may have been tested earlier than
the 1999–2005 period during which we looked for evidence
of HIV screening. Additionally, in this analysis, we looked at
rates of ever having been screened rather than tracking
changes in HIV screening by time. Thus, it is possible
screening rates may have improved in the latter years of the
study period with increasing uptake of guidelines. Our data
did not allow us to identify patients who refused HIV testing.
To the extent that test refusal accounts for low screening rates,
this may suggest need for better public education about the
benefits of early HIV diagnosis.

We were also unable to identify veteran patients screened
for HIV outside of the VA. We have no direct data on how
many veteran HIV tests were missed because of this.
However, regional VA data (southern Nevada and Califor-
nia) collected from an electronic clinical reminder found that
less than 2% of the patients in PC with identified HIV risk
who were not tested, reported previous tests outside the VA
as the reason (Goetz, Hoang, et al., 2008). Finally, to conduct
a study of this size, scope, and inclusiveness, we used the
presence of two ICD-9 diagnostic codes rather than direct
clinical assessments to identify substance use disorders in
VA patients (Miller et al., 2004).

Substantial efforts are underway to increase low rates of
HIV testing within the VA, including improved targeted
approaches toward those with substance use disorders and
other HIV risk factors, and implementation of more routine
HIV screening as now recommended by the CDC. Targeting
those at high risk continues to be important to counsel
patients about risk behaviors, increase acceptance of screen-
ing, and pursue more frequent screening in those at highest
risk (Branson et al., 2006; Millen et al., 2008). Prioritizing
those at highest behavioral risk can be an efficient use of
limited health care dollars (Holtgrave, 2007). Although
behavioral health services and substance abuse services in
the United States are often fragmented, poorly reimbursed,
and delivered in settings where systematic quality assess-
ment and improvement are difficult, the VA is an exception
to this (Anaya et al., 2004; Goetz, Bowman, et al., 2008;
Rubenstein et al., 2000; Yano et al., 2007). Our results
support greater integration of HIV screening services into
care for patients with substance use disorders, including the
many veterans in care with alcohol abuse. There is a need to
create more venues for screening (such as walk-in testing)
and to better standardize, streamline, and increase the
capacity for testing (Goetz, Hoang, et al., 2008; Valdiserri,
Rodriguez, & Holodniy, 2008). HIV testing in substance
abusers may be streamlined by use of rapid HIV testing
instead of conventional enzyme immunoassay in some
clinical settings (Branson, 2003; Morbidity and Mortality
Weekly Report [MMWR], 2007).

To conclude, our nationwide retrospective study found
that only 20% of patients with substance use disorders
receiving care in the VA had HIV status assessed, despite
2001 CDC and 2002 NIAAA guidelines recommending
HIV screening at the time of the study. Although new
CDC guidelines call for expansion to opt out routine HIV
testing, there is still great need for more aggressive
measures to improve the recognition of those at high risk,
such as substance abusers, and to minimize the barriers to
HIV screening within these groups. Otherwise, efforts to
increase testing rates generally may focus on more
compliant patients in low-risk groups. Greatest priority
should be placed on integrating HIV screening into the
care of patients with substance use disorders in many
clinical settings, increasing capacity for HIV screening, as
well as facilitating long-term continuity of care for these
vulnerable populations.
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pain management educational initiatives are 
needed to address the disparity between physician 

Objective: To assess awareness oj existing pain 

ABSTRACT 

confidence and competence. 
management guidelines and compare physicians' Key words: pain management, physician knowl
confidence versus competence in selectedpain manedge,physician confidence 
agement skills. 

Design: Prospective survey study. INTRODUCTION 
Setting: A large urban tertiary medical center.
 
Patients, participants: All Department oj
 It is estimated that persistent pain will lead to 

Medicine interns, senior residents, and attending some 40 million physician visits annually, costing 
the US economy approximately $100 billion/year.'physicians were sent a questionnaire; the overall 
Unrelieved pain can also result in more frequentresponse rate was 30percent (91/304). 
clinic visits, increased frequency of hospital admisInterventions: The questionnaire assessedphysi

cians' awareness oj the institution's pain managesions, lengthened hospital stays, prolonged recov
ery time, lost productivity, severe psychosocialment guidelines, their self-reported comfort level 
sequelae, and poor quality of life.?(confidence) with, and a knowledge assessment 

(competence) oj three pain management skills In an effort to improve pain management 
(managing chronic-continuouspain, equianalgesic practices at our institution and address the Joint 
dose conversion, and managing breakthrough pain) Commission's standards for pain assessment and 
using validated, standardized case vignettes. management, a comprehensive, multidisciplinary, 

Main outcome measures: A comparison oj pain management guideline for the treatment of 
acute and chronic pain was developed by thephysicians' confidence with their competence in 
Boston Medical Center Department of Pharmacy 

Results: A total oj 23 percent (21/91) oj the 
thesepain management skills. 

and approved by the hospital's Pharmacy and 
Therapeutics Committee. This collaborative effortrespondents reported an awareness oj the institu

tion's pain management guidelines. Interns were was implemented several years prior to this study 
significantly less confident than senior residents in and is readily available along with other clinical 

guidelines on the hospital's internal Web site.all three pain management skills (p < 0.001, 0.006, 
0.02) but nonsignificantly more competent in two oj Despite the implementation of this institutional 
three skills (chronic-continuous pain, dose converguideline, the inpatient acute care medicine service 

has scored low on a national patient satisfaction sursion). Attendings were generally more confident and 
vey regarding pain management (ie, Press Ganeynonsignificantly more competent than senior resi

dents in all threepain management skills. survey) compared with similar hospitals." 
Although the need to improve pain managementConclusions: The underutilization oj the pain 

management guidelines illustrates that the mere practices is apparent, recognizing and adequately 
treating a patient's pain remains challenging for 

optimalpain management is insufficient. Creative 
existence oj these resources as a means ojensuring 

many healthcare providers. Several barriers exist 
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that may prevent patients from receiving adequate 
control of their pain: reluctance to administer opioid 
medications for nonmalignant pain; misconceptions 
regarding analgesic side effects; and an unclear 
understanding of tolerance, physical dependence, 
or addiction." Furthermore, concerns over regula
tory scrutiny by the state medical board may limit 
the willingness of the physician to use opioids in 
patients with continuous, unrelieved, moderate to 
severe pain." A survey by Loder et al. revealed that 
physicians tend to report a relatively high comfort 
level with assessing, evaluating, and treating condi
tions associated with pain, though they are less 
comfortable with specific concepts such as opioid 
titration, managing patients on patient controlled 
analgesia (PCA) pumps, and performing equianal
gesic conversion calculations.? 

The evaluation of pain management attitudes, 
beliefs, and knowledge deficits among practice 
experienced healthcare providers has been well 
documented, especially in the setting of cancer 
patients.":" However, there is a lack of published 
data comparing pain management confidence and 
competence between medical trainees and attend
ing physicians in an acute care academic medical 
setting. Although pain management guidelines exist 
on our hospital intranet, the Department of 
Medicine has no formal pain management curricu
lum, and there exists a perceived need to improve 
physicians' pain management competence at our 
institution. Therefore, the objectives of this study 
were to evaluate physician confidence and compe
tence regarding three selected pain management 
skills and assess the use of the hospitals pain man
agement guidelines. 

METHODS 

To assess and evaluate physicians' confidence 
and competence regarding effective pain manage
ment practices at our medical center, we developed 
a comprehensive questionnaire that was electroni
cally mailed to all interns (early in their first year 
of training), senior medical residents, and clinical 
attending physicians at our medical center. To max
imize the questionnaire response rate, the electronic 
survey was sent on two occasions over one month. 
During this time period, there were no formal pain 
medicine educational activities provided at our 
institution. This study was approved by the Boston 
Medical Center Institutional Review Board. 

The questionnaire was three pages in length and 
contained several sections. First, physicians were 
asked to rate their general knowledge on a five point 
Likert scale (none, minimal, adequate, above aver
age, superior) and experience (none, little, moder
ate, considerable, extensive) with managing pain in 
hospitalized patients. Respondents were also asked 
to rate their perceived comfort level with eight core 
pain management skills, which have been identified 
in previously published reports. 6,9-11 They are: pain 
management in the elderly patient population, pain 
management in a patient with a history of substance 
abuse, managing patients with chronic-continuous 
pain, opioid titration, equianalgesic dose conversion, 
breakthrough dosing calculations for a patient with 
continuous pain, PCA prescribing, and prevention! 
management of opioid side effects. Physicians iden
tified their comfort level as: uncomfortable, some
what uncomfortable, somewhat comfortable, and 
comfortable. 

The study investigators chose three of the eight 
core pain management skills as they covered areas of 
greatest perceived difficulties at our medical center 
among medical trainees. They included managing 
chronic continuous pain, equianalgesic dose con
version, and breakthrough pain dosing. Physicians 
were then provided with three case vignette exer
cises which had been previously developed at our 
institution and tested for validity and reliability.12.l3 

Each exercise corresponded to one of the three 
selected core pain management skills and assessed 
the physician's competence in this area. To ascer
tain the utilization of the comprehensive system 
wide pain management resources, physicians were 
also asked about their awareness of, and how fre
quently they have used the hospital's pain manage
ment guidelines. 

The Fisher's exact test was used to compare the 
self-reported confidence and competence measures 
for each pain management skill independently 
between physician groups and for the pair wise 
comparison of confidence and competence within 
physician groups. To preserve the overall level of 
significance at p = 0.05, a Bonferroni correction 
threshold of p = 0.025 was applied for the individ
ual competence and confidence measures between 
physician groups, treating each of the three pain 
management skills independently. A correction of 
p = 0.017 was applied for the pair wise comparison 
of competence and confidence within physician 
groups. 
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RESULTS 

All medical physician staffs received the ques
tionnaire (n = 304). Overall, 30 percent (91/304) of 
the physicians completed the survey and returned the 
electronic questionnaire which included 60 percent 
(34/57) of the medical interns, 21 percent (01145) 
of the senior medical residents, and 26 percent 
(27/102) of the attending physicians. 

Compared with the attending physicians and sen
ior medical residents, the interns reported a lower 
level of pain management knowledge and experi
ence (Table 1). Only 23 percent of the physicians 
surveyed were aware of the hospital's pain manage
ment guidelines, Of those subjects who were aware 
of these guidelines, only 45 percent reported ever 
utilizing them. 

The senior residents reported being less confi
dent than attending physicians but more confident 
than interns with most of the pain management skills. 
Compared with attending physicians, the senior res
idents reported a similar degree of comfort toward 
managing patients with chronic-continuous pain 
(p = 0.36), performing equianalgesic conversions 
(p = 1.0), and determining appropriate breakthrough 
dosing (p = 0.42). In contrast, the interns were sig
nificantly less confident than the senior residents 
with the same pain management competencies; 

12 vs 69 percent (p < 0.001)' 26 vs 62 percent 
(p = 0.006), and 23 vs 53 percent (p = 0.02)' 
respectively. 

There were few significant differences noted 
between physician groups on the competency 
assessment (Figure 1). The attending physicians 
scored higher than the senior residents on all three 
core pain management skills: managing patients 
with chronic-continuous pain (p = 0.1), performing 
equianalgesic conversions (p = 0.79), and determin
ing appropriate breakthrough dosing (p = 0.04). 
The senior residents scored lower than the interns 
on managing chronic continuous pain and perform
ing equianalgesic dose conversion (p = 0.1, P = 0.29, 
respectively) but not on determining appropriate 
breakthrough dosing (p = 0.53), though none was 
statistically significant. 

An inverse relationship between senior medical 
residents self-reported confidence level and com
petency assessment was noted for both the chronic 
continuous pain and equianalgesic conversion 
competencies (69 vs 23 percent, p = 0.006 and 
62 vs 33 percent, p = 0.04, respectively). In con
trast, a linear relationship was observed between 
the interns confidence level and competency 
assessment for the same pain management skills 
[(12 vs 45 percent, p = 0.004); (26 vs 50 percent, 
p = 0.07)]. Although the majority of attending 

Table 1. Physicians' general pain management knowledge and experience 

Survey item Rating 
New medical interns 

(percent) N = 34 
Senior medical residents 

(percent) N = 30 
Attending physicians 

(percent) N = 27 

None 0 0 0 

Minimal 25 (74) 6 (20) 1 (4) 
Self-reported knowledge 
of acute and chronic pain Adequate 6 (8) 21 (70) 14 (56) 
management 

Above average 3 (8) 3 (0) 10 (37) 

Superior 0 0 1(3) 

None 1 (3) 0 0 

Little 20 (59) 1 (3) 2 (7) 

Experience managing acute 
care medicine patient pain Moderate 11 (32) 18 (60) 14 (52) 

[on,jde<'bIC 1(3) 9 (30) 9 (33) 

Extensive 1 (3) 2 (7) 2 (8) 
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physicians were confident managing chronic
continuous pain (81 percent) and determining 
appropriate breakthrough dosing (67 percent), 
fewer than half of them (44 percent) scored cor
rectly on both of the competency assessments (p = 
0.01 and p = 0.17, respectively). 
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DISCUSSION 

The results of our study highlight the need for 
further comprehensive pain management education 
efforts targeting all acute care medicine physicians at 
our institution. We were not surprised to find that 
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inexperienced interns would be less confident with 
their pain management skills compared with their 
senior colleagues. However, the unexpected dispar
ity between the senior residents' overconfidence and 
their relatively poor skill competency warrants fur
ther examination. Despite these findings, this phe
nomenon may not be unique to our institution. In a 
study comparing the confidence and accuracy of 
medical diagnoses among physicians in training, 
Friedman et al. found that inexperienced medical stu
dents were least comfortable with their medical diag
nosis, while residents were more likely to be over
confident, yet less accurate than faculty physicians." 

Compared with the interns and senior residents, 
the attending physicians generally exhibited better 
performance on the objective knowledge assess
ment, however, pain management competence 
even here was inadequate. Although our study' 
results did not demonstrate a significant difference 
in knowledge between the three physician groups 
for each of the pain management skills in an acute 
care medical setting, our findings of pain knowl
edge deficits are consistent with similar published 
studies.9,IO,15-1? On the basis of a palliative care 
knowledge assessment completed by 81 physician 
trainees, Mortimer et al. discovered that 75 percent 
of respondents were unable to correctly perform an 
equianalgesic dosage conversion.l'' Von Gunten 
et al. also observed poor housestaff performance on 
a cancer pain knowledge assessment questionnaire 
prior to an intervention program designed to improve 
pain management skills.'? 

Several important limitations of this study should 
be considered. One is the issue of response bias. It 
is possible that those physicians who chose not to 
complete the questionnaire were less confident in 
their knowledge of pain management. The low 
response rate and small sample size also makes it 
difficult to identify true differences between groups 
and caution must be exercised when interpreting 
the results of nonsignificant findings. Finally, the 
authors recognize that the assessment of physicians' 
competency in pain management skills through the 
use of an objective survey tool may not correspond 
with actual clinical decision making. As the study 
questionnaires were anonymous, it was not possible 
to evaluate physician competence in the clinical 
practice setting. 

Despite these limitations, educational initiatives 
are clearly needed to address overall low perform
ance in pain management skills at our institution. 

These initiatives must target the discrepancy between 
physician confidence and relatively low level of com
petency, irrespective of the level of training. System 
wide resources that were developed as a means to 
ensure optimal pain management, such as our hos
pital-specific pain management guidelines, are cur
rently underutilized and clearly insufficient. Rather, 
these resources should be developed within exist
ing decision support methodologies (real time alerts 
for inappropriate dosage form selection, dose range 
checking, template pain management order sets, 
etc) to enhance physician work flow and improve 
pain management performance. Recent pain man
agement initiatives at our institution have included 
the addition of a Department of Neurology consult 
service and a grand rounds symposium, which 
included several focused pain management sessions 
provided by each physician discipline. The adop
tion of case-based learning strategies and those that 
utilize emerging technology such as clinical simula
tors could also be employed to assess physician 
knowledge and competency as a measure of effec
tive pain management pracrices.P-" 
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Clopidogrel, Genetics, and Drug Responsiveness
Jane E. Freedman, M.D., and Elaine M. Hylek, M.D., M.P.H.

Despite great progress in the diagnosis and treat-
ment of unstable coronary syndromes, it is esti-
mated that 785,000 Americans will have new acute 
cardiac events and 470,000 will have recurrent 
events this year.1 Central to the pathogenesis of 
acute coronary syndromes is the adhesion and 
activation of platelets leading to aggregation, 
thrombus formation, and vessel occlusion. Un-
fortunately, the absolute risk of recurrent vascu-
lar events among patients taking platelet inhibi-
tors remains relatively high.1

The observation that platelet-dependent throm-
bosis occurs despite treatment with platelet in-
hibitors has led to a large number of studies as-
sessing the cause of these treatment failures. 
Often termed “resistance,” treatment failure in 
patients taking aspirin or clopidogrel has been 
ascribed to myriad causes, including nonadher-
ence to drug regimens, inadequate doses of drugs, 
and coexisting medical conditions. Such a lack of 
response to therapy may affect 5 to 45% of pa-
tients.2 It has also become apparent that herit-
able factors play a major role in determining 
endogenous platelet function3 and that the 
platelet-activation response varies widely among 
patients. However, genetic variants in platelet re-
ceptors have not been consistently shown to in-
fluence platelet function, alter drug response, or 
be associated with cardiovascular disease.4

For clopidogrel, an inhibitor of platelet P2Y12 
receptor, there are data suggesting that genetics 
may affect drug responsiveness and efficacy. The 
responsible genetic variant appears to occur not 
in the expected P2Y12 receptor but, rather, in an 
enzyme responsible for the metabolism of the 
drug. Clopidogrel is a prodrug that requires acti-
vation by specific hepatic cytochrome P-450 (CYP) 
enzymes. The genes encoding the CYP-depen-
dent oxidative steps are polymorphic, and previ-
ous studies have shown that carriers of the spe-
cific alleles of CYP2C19 and CYP3A4 have a 
diminished response to the antiplatelet effects 
of clopidogrel.5-8 A reduced response to clopido-
grel has been specifically associated with the 
CYP2C19*2 allele, which causes loss of function, 
in patients after coronary-stent placement9 and 
after myocardial infarction without ST elevation.10 
It is consistent with these pharmacodynamic find-
ings that prasugrel, another P2Y12 inhibitor, ap-

pears to be unaffected by variability in CYP2C19 
isoenzymes.11 (At the time of this writing, pras-
ugrel was not approved by the Food and Drug 
Administration.) It is also consistent with the im-
portance of hepatic enzymes that the coadminis-
tration of omeprazole, which is metabolized by 
CYP2C19, has been shown to decrease the platelet-
inhibitory effect of clopidogrel.12

Two articles in this issue of the Journal con-
tribute to our understanding of the genetic vari-
ation in these enzymes in regulating the actions 
and efficacy of clopidogrel. In a study conduct-
ed by the French Registry of Acute ST-Elevation 
or Non–ST-Elevation Myocardial Infarction 
(FAST-MI) investigators (ClinicalTrials.gov num-
ber, NCT00673036), Simon et al.13 report on a 
cohort of more than 2200 clopidogrel-treated 
patients who presented with acute myocardial 
infarction. The investigators, who looked at the re-
lationship between genetic variants that are po-
tentially relevant to platelet function and clinical 
outcome during a 1-year period, found that pa-
tients carrying any two CYP2C19 loss-of-function 
alleles (*2, *3, *4, or *5) had a higher event rate. 
Carriers of the ABCB1 variant that modulates 
clopidogrel absorption also had a modestly in-
creased rate of events. However, they found no 
association with polymorphisms of P2Y12 or gly-
coprotein IIb/IIIa or with coadministration of 
omeprazole.

In another study, Mega et al.14 investigated 
the association between genetic variants in CYP 
genes, the plasma concentration of active metab-
olite, and platelet function in healthy subjects. 
In a subsequent analysis, they examined the as-
sociation between CYP genetic variants and car-
diovascular outcomes in nearly 1500 patients who 
presented with an acute coronary syndrome and 
who were treated with clopidogrel during the 
earlier Trial to Assess Improvement in Therapeu-
tic Outcomes by Optimizing Platelet Inhibition 
with Prasugrel–Thrombolysis in Myocardial Infarc-
tion (TRITON–TIMI) 38 (NCT00097591). They 
found that in healthy subjects, carriers of at 
least one CYP2C19 loss-of-function allele had de-
creased levels of the active clopidogrel metabo-
lite and less reduction in platelet aggregation, as 
compared with noncarriers. In clopidogrel-treat-
ed subjects from TRITON–TIMI 38, carriers of the 
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loss-of-function alleles had an increased risk of 
death from cardiovascular causes, myocardial in-
farction, or stroke, as compared with noncarriers.

In addition, subjects in TRITON–TIMI 38 who 
carried the CYP2C19*2 allele had a risk of stent 
thrombosis that was three times that of noncar-
riers. In this study, the event curves diverged soon 
after treatment with clopidogrel, a finding that 
was consistent with the potential immediate loss 
of a platelet-inhibitory effect. Inconsistent with 
these observations is the fact that no trend was 
found for increased bleeding among noncarriers 
of the CYP2C19 variant; however, the numbers of 
patients were small and the definition of hem-
orrhage was potentially too stringent to discern 
a difference.

Several of the findings in these studies are in-
consistent with those of past reports. Previously, 
carriers of CYP3A4 were also noted to have a re-
duced response to clopidogrel.8 Although there 
were some differences in the populations studied, 
the clinical end points in the current studies13,14 
should supersede surrogates for thrombosis. Also, 
as described by Simon et al., the use of proton-
pump inhibitors had no effect on the clinical re-
sponse to clopidogrel. The causes of the discrep-
ancy in this finding between the study by Simon 
et al. and the previous reports are unclear. How-
ever, until this question can be answered in a 
larger set of patients with clear clinical outcomes, 
the use of clinical outcomes, as opposed to plate-
let-function testing, provides some reassurance.

These two studies raise many pivotal questions. 
Could the loss of effect that was seen with the 
genetic variant be overcome by increasing the dose 
of clopidogrel? The mean dose in the French study 
was 300 mg per day; in TRITON–TIMI 38, a stan-
dard dose of 300 mg per day was given, with a 
discharge dose of 75 mg per day in both stud-
ies. Would patients with a loss-of-function CYP 
variant have improved platelet function and clini-
cal outcomes (thrombosis and hemorrhage) with 
an alternative platelet inhibitor (such as prasug-
rel) that does not require similar hepatic trans-
formation? Would genetic testing and adjustments 
in the dose or type of therapy enhance efficacy? 
The data currently available cannot answer these 
questions. Until a prospective study is completed 
demonstrating how best to treat patients, par-
ticularly those who have poor metabolism of 
clopidogrel, it is not clear that routine genetic 
testing will be clinically or fiscally advantageous.

In summary, these studies demonstrate that 

patients with loss-of-function genetic variants have 
altered pharmacokinetic and pharmacodynamic 
responses to clopidogrel and an increased car-
diac risk that persists after adjustment for other 
known potential risk factors. What is striking 
about these two studies is their concordance de-
spite distinct differences in populations of pa-
tients. The fundamental observations are similar: 
that loss-of-function CYP2C19 alleles are associ-
ated with an increased risk of acute cardiovascu-
lar events, particularly among patients undergo-
ing percutaneous coronary intervention. Since 
these genetic variants are common in the general 
population, this observation is not trivial. To op-
timally guide the selection of therapy, we must 
await further information concerning genetic test-
ing, the role of extended genotypic classification, 
dose adjustment, and the effect of tailored ther-
apeutic selection on thrombotic and hemorrhagic 
outcomes across a wide spectrum of patients in 
clinical practice.
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Evaluating the Effects of Ambient Air Pollution  
on Life Expectancy

Daniel Krewski, Ph.D.

Air pollution is an important determinant of pop-
ulation health. In this issue of the Journal, Pope 
et al.1 provide data that once again reinforce this 
fundamental concept. In an analysis that corre-
lates reductions in fine particulate matter (i.e., par-
ticles less than 2.5 μm in aerodynamic diame-
ter, or PM2.5) in the air with life expectancies, the 
investigators found that a decrease in the concen-
tration of PM2.5 of 10 μg per cubic meter is as-
sociated with an increase in life expectancy of 
0.77 year. Their analysis is based on correlating 
reductions in particulate air pollution over the 
past several decades with increases in life expec-
tancy in 217 counties in 51 metropolitan areas 
in the United States. Although ecologic in na-
ture (i.e., ref lecting associations between air 
pollution and life expectancy at the county rather 
than the individual level), these results appear to 
be robust with respect to adjustment for changes 
in socioeconomic, demographic, and smoking pat-
terns occurring over the same period.

The finding is comparable with previous pre-
dictions of reductions in life expectancy of 1.11 
years in the Netherlands,2 1.37 years in Finland,3 
and 0.80 year in Canada4 resulting from increases 
in ambient PM2.5 concentrations of 10 μg per cu-
bic meter. However, the strength of the study by 
Pope et al. resides in its ability to demonstrate an 
increase in life expectancy resulting from actual 
reductions in particulate air pollution. This find-
ing provides direct confirmation of the population 
health benefits of mitigating air pollution and 
greatly strengthens the foundation of the argu-
ment for air-quality management.5

This work could be extended to take into ac-
count quality of life. For example, Coyle et al.4 

estimated that an increase of 10 μg per cubic 
meter in PM2.5 concentrations would lead to a 
quality-adjusted reduction in life expectancy of 
0.60 year, as compared with the unadjusted re-
duction of 0.80 year. The work by Pope et al. rep-
resents an important contribution to the large 
and growing body of evidence linking ambient 
air pollution with adverse health outcomes. At 
the global level, the World Health Organization6 
estimates that 1.4% of all deaths and 0.8% of dis-
ability-adjusted life-years are the result of par-
ticulate air pollution.

The short-term health effects of particulate and 
gaseous air pollutants have been well document-
ed, largely through time-series studies relating 
short-term elevations in ambient levels of such 
pollutants to increases in morbidity and mortality 
from cardiorespiratory conditions. A recent com-
bined analysis of time-series data from 124 of the 
largest cities in North America and Europe pro-
duced an estimated increase in the rate of death 
from any cause ranging from 0.2 to 0.6% for an 
increase in ambient PM10 concentrations of 10 μg 
per cubic meter,7 depending on the assumed lag 
time between exposure to particulate matter and 
death and on the method used for seasonality 
control, the form of the temporal smoothing func-
tion, and degree of smoothing. Risk estimates for 
Europe and the United States were similar but 
were higher in Canada.

The long-term effects of exposure to “criteria” 
air pollutants (particulate matter, ozone, sul-
fates, sulfur dioxide, nitrous oxides, and carbon 
monoxide) have been documented in large-scale 
cohort studies, including the Harvard Six Cities 
Study8 and the American Cancer Society Cancer 
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p450 polymorphisms on platelet reactivity after treatment with 
clopidogrel in acute coronary syndrome. Am J Cardiol 2008; 
101:1088-93.

Brandt JT, Close SL, Iturria SJ, et al. Common polymor-11. 
phisms of CYP2C19 and CYP2C9 affect the pharmacokinetic and 
pharmacodynamic response to clopidogrel but not prasugrel.  
J Thromb Haemost 2007;5:2429-36.

Gilard M, Arnaud B, Cornily JC, et al. Influence of omepra-12. 
zole on the antiplatelet action of clopidogrel associated with 
aspirin: the randomized, double-blind OCLA (Omeprazole CLo-
pidogrel Aspirin) study. J Am Coll Cardiol 2008;51:256-60.

Simon T, Verstuyft C, Mary-Krause M, et al. Genetic determi-13. 
nants of response to clopidogrel and cardiovascular events.  
N Engl J Med 2009;360:363-75.
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360:354-62.
Copyright © 2009 Massachusetts Medical Society.

Copyright © 2009 Massachusetts Medical Society. All rights reserved. 
Downloaded from www.nejm.org at BOSTON UNIVERSITY on November 30, 2009 . 



n engl j med 360;23 nejm.org june 4, 20092474

T h e  n e w  e ngl a nd  j o u r na l  o f  m e dic i n e

c o r r e s p o n d e n c e

Warfarin Pharmacogenetics

To the Editor: The study of a pharmacogenetic 
algorithm for estimating the appropriate initial 
dose of warfarin, reported by the International 
Warfarin Pharmacogenetics Consortium (Feb. 19 
issue),1 highlights the challenges in fashioning a 
generally applicable algorithm for warfarin dos-
ing. The authors used an imprecise end point — 
namely, the dose predicted to achieve a stable 
international normalized ratio (INR). The inves-
tigators conclude that their model would be most 
helpful in the case of patients for whom the sta-
ble, therapeutic warfarin dose is less than 22 mg 
or more than 48 mg per week, but would be less 
useful for patients requiring intermediate doses. 
Although the genetic data improved the accuracy 
of available models for predicting warfarin dose, 
whether the addition of genetic testing can reduce 
the risk of bleeding or thrombosis, or both, is the 
key question, and the answer remains unknown.

In clinical practice, careful monitoring allows 
individualized dose adjustment during the initia-
tion of warfarin therapy. Genetic testing cannot 

eliminate important hazards such as fragmented 
transitions of care, concomitant antiplatelet ther-
apy, and socioeconomic barriers to frequent INR 
measurement. Moreover, the findings of the 
only high-quality, comparative trial of genotyp-
ing among patients starting warfarin therapy cast 
serious doubt on the hypothesis that genetics-
based warfarin dosing will reduce adverse out-
comes.2 These facts, along with a recent analysis 
of the cost-effectiveness of genetics-based war-
farin dosing,3 leave us highly uncertain about 
whether patients stand to benefit from genetic 
testing in routine practice.

David A. Garcia, M.D.
University of New Mexico Health Sciences Center 
Albuquerque, NM 87107

Elaine Hylek, M.D., M.P.H.
Boston University Medical Center 
Boston, MA 02118

The International Warfarin Pharmacogenetics Consortium. 1. 
Estimation of the warfarin dose with clinical and pharmacoge-
netic data. N Engl J Med 2009;360:753-64.

Anderson JL, Horne BD, Stevens SM, et al. Randomized trial 2. 
of genotype-guided versus standard warfarin dosing in patients 
initiating oral anticoagulation. Circulation 2007;116:2563-70.

Eckman MH, Rosand J, Greenberg SM, Gage BF. Cost-effec-3. 
tiveness of using pharmacogenetic information in warfarin dos-
ing for patients with nonvalvular atrial fibrillation. Ann Intern 
Med 2009;150:73-83.

To the Editor: The study by the International 
Warfarin Pharmacogenetics Consortium, as well 
as an article published previously,1 indicates that 
genetics plays an important role in warfarin ther-
apy. We are concerned about the higher dosing 
and accelerated response in elderly patients. The 
current recommendation is to use an even lower 
dose in elderly patients than that used in the young-
er adult population when treatment is initiated.2 
How was age treated as a covariate? In addition, 
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it would be useful to know whether levels of fac-
tor VII and of proteins C and S influence the ex-
tremes of warfarin dosing.
Asit B. Shil, M.D. 
Maureen P. Strohm, M.D.
University of Southern California Keck School of Medicine 
Los Angeles, CA 90015 
shil@usc.edu

Schwarz UI, Ritchie MD, Bradford Y, et al. Genetic determi-1. 
nants of response to warfarin during Initial anticoagulation.  
N Engl J Med 2008;358:999-1008.

Ansell J, Hirsh J, Hylek E, et al. Pharmacology and manage-2. 
ment of the vitamin K antagonists. Chest 2008;133:160S-98S.

The authors reply: We agree with Garcia and 
Hylek that it is uncertain whether genetic-based 
warfarin dosing will improve outcomes, and this 
dosing approach cannot solve the other manage-
ment problems related to warfarin dosing (e.g., 
fragmented care). Randomized, controlled trials 
comparing genotype-guided care with a nongenet-
ic approach are planned in the United States, Eu-
rope, and Korea and will be a critical step in 
showing that genotype-based dosing can improve 
anticoagulation control. Ultimately, very large 
trials may be needed to determine the effect of 
genotyping on clinical outcomes.

Nonetheless, it is not difficult to envision that 
genetics-guided warfarin dosing could improve 
important and costly outcomes, such as extra 
clinic and emergency room visits. Even a reduction 
in minor bleeding could improve a person’s qual-
ity of life and decrease the need to discontinue a 
highly effective therapy. Our study suggests that 
the use of genetics might benefit nearly half the 
patients who are initiating warfarin therapy. Thus, 

there is the potential that genetic-guided warfa-
rin dosing could prove to be cost-effective, particu-
larly among patients at high risk for hemor rhage. 
In addition, as the cost of genotyping decreases, 
cost-effectiveness could be further enhanced.

In response to Shil and Strohm’s point about 
age, our algorithms do estimate lower doses in 
the elderly. We also agree that there are other fac-
tors, both genetic and nongenetic, that may influ-
ence warfarin dosing requirements, particularly 
at the extremes.

Although we do not yet have all the answers 
regarding the value of genotype-guided warfarin 
dosing in clinical practice, our study provides an 
understanding of its potential benefit. Like most 
diagnostic tests, genetic testing will not benefit 
all persons. Clinicians must assess the current 
level of evidence and decide whether to implement 
genetics-guided warfarin dosing in practice now, 
await the results of the INR-focused clinical trials 
to adopt this approach, or adopt it only once dif-
ferential clinical outcomes have been document-
ed. Many diagnostic tests are widely adopted in 
practice before differential clinical outcomes 
have been documented; whether this will occur 
with warfarin dosing remains to be seen.

Teri E. Klein, Ph.D.
Stanford University 
Stanford, CA 94143

Stephen E. Kimmel, M.D., M.S.C.E.
University of Pennsylvania 
Philadelphia, PA 19104

Julie A. Johnson, Pharm.D.
University of Florida 
Gainesville, FL 32610 
teri.klein@stanford.edu

Behavioral Therapy, Sertraline, or Both in Childhood Anxiety

To the Editor: Walkup and colleagues (Dec. 25 
issue)1 conclude that the three active therapies 
they studied — a combination of cognitive be-
havioral therapy and sertraline, cognitive behav-
ioral therapy alone, and sertraline alone — were 
effective treatment for anxiety in children, as 
compared with placebo. The authors further con-
clude that combination treatment had a superior 
response rate, as compared with active treatment 
alone. However, the study design invites ques-
tions. There was no treatment group in which 

cognitive behavioral therapy plus placebo was 
used. The absence of such a group prevented the 
investigators from determining whether the ad-
dition of sertraline to cognitive behavioral thera-
py resulted in more improvement than each 
treatment given separately because of an additive 
effect of two active treatments or because of the 
placebo effect of adding a pill to cognitive behav-
ioral therapy.

Furthermore, the children who were given a 
pill without cognitive behavioral therapy did not 
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Abstract
Background: Intimate partner violence (IPV) is a widespread public health problem and training
of health professions students has become common. Understanding students' prior knowledge,
attitudes and personal exposure to IPV will aid educators in designing more effective curriculum.
As interprofessional educational efforts proliferate, understanding differences across disciplines will
be critical.

Findings: Students in the schools of Medicine, Nursing and Rehabilitation at a university in Ontario
attend an annual daylong interprofessional IPV training. To measure perceived role and comfort
with IPV and prior personal exposure, we administered a brief Likert scale survey to a convenience
sample of students over three years. 552 students completed the survey; the overall response rate
was 73%. The majority (82%) agreed that it was their role to intervene in cases of IPV; however
Rehabilitation students expressed lower overall comfort levels than did their peers in other schools
(p < .0001). Gender, age and prior training on the subject were not significant predictors of
comfort. Seven percent reported lifetime IPV and one-fifth had witnessed IPV, but these exposures
did not predict comfort in adjusted logistic regression models.

Conclusion: While the majority of professional students believe it is their role to address IPV in
clinical practice, comfort level varied significantly by field of study. More than one fifth of the
students reported some personal exposure to IPV. However this did not impact their level of
comfort in addressing this issue. Educators need to take students' preexisting attitudes and
personal exposure into account when planning curriculum initiatives in this area.

Background
Intimate partner violence (IPV) is a pattern of coercive
behavior in which one person attempts to control another
through threats or actual use of physical violence, sexual
assault and verbal or psychological abuse. [1] Nearly one-
third of Canadian women experience IPV in their lifetime
and 21.2% report IPV in the preceding 5 years. [2,3] In
Canadian family practice settings, the estimated preva-

lence is 14.6%. [4] IPV has well-established adverse health
effects, [5-7] and results in frequent and regular contact
between victims and healthcare providers. [4,8] It has thus
become widely accepted that training of healthcare pro-
fessionals is imperative. [9,10] Yet, the sensitive nature of
IPV creates challenges for educators who train health pro-
fessions students. [11-14] The clear limitations of the
medical model to provide a straightforward remedy, or
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"fix", for this problem may be frustrating to many learn-
ers. [13] Given the well-documented difficulty many
healthcare providers have with inquiry for IPV, [15-17] it
would not be surprising to find a dearth of effective role
models available during clinical training.

Further adding to these challenges is the possibility of per-
sonal exposure to IPV among students. Students who have
been victims may experience a range of responses to IPV
curricular content including anxiety, vicarious retraumati-
zation and feelings of helplessness. [11,14] Medical stu-
dents with personal histories of violence express concern
about their future efficacy in aiding patients who have had
similar experiences. [18] Nonetheless, students who
report histories of abuse favor IPV training. [19] In order
to provide effective learner-centered curricula, educators
need to understand the potential extent of IPV exposure
among students.

Curricula to address IPV have proliferated over the last 15
years [9,20] and are most commonly reported in medical
and nursing school settings. [21-24] Fewer citations are
found for the field of physical therapy and rehabilitation.
[25,26]

The prevalence of IPV among US medical students is
between 6-12% for women [18,19] and 7% for
men[27,28] In a US study of nursing students, 8%
reported experiencing IPV[29] Among practicing physi-
cians and nurses in Ontario, nearly 50% reported either
personally experiencing or witnessing a close friend or rel-
ative experience abuse. [16] Thus, it is also probable that
some proportion of Canadian students will have been
exposed to IPV, [11,14,18] but to our knowledge, rates
have not been reported in the literature.

Aims of the Study
The main objectives of the study are to explore how stu-
dent comfort in addressing IPV is impacted by 1) gender,
2) program of study and 3) prior personal experience or
training. A secondary aim was to measure students' under-
standing of the dynamics of abusive relationships and
ascertain whether this differs across program of study. Stu-
dents in the schools of Nursing, Medicine and Rehabilita-
tion attending a one-day workshop on IPV completed a
brief survey in order to provide some preliminary data to
address these study questions.

Methods
A daylong interprofessional workshop on IPV is held
annually at a large university in Ontario, Canada. Stu-
dents from the Schools of Nursing, Medicine and Physical
Rehabilitation attend the mandatory workshop. Students
are warned of the potential for disturbing material and
offered on-site resources. Counselors attend the workshop
and are available to assist any student in immediate need

of support. A voluntary brief, confidential Likert-scale sur-
vey was distributed to students at the morning break dur-
ing the one-day workshop over the three study years
(2003-2005). The medical and rehabilitation students
were in their second year of graduate training, the nursing
students were in the third year of an undergraduate pro-
gram. Attendees answered basic demographic questions
about age, country of origin and current school. They were
also asked about any prior training pertaining to IPV. We
included two questions about students' personal experi-
ence and history of witnessing of IPV:

1) "Have you ever been physically abused by an inti-
mate partner?"

2) "Have you ever directly witnessed physical abuse in
a relationship?"

We also queried students about their level of comfort with
inquiry about IPV. Response categories included "strongly
agree", "agree", "neutral", "disagree" and "strongly disa-
gree". A dichotomous variable for comfort was created
with the two agreement categories being used to model
presence of comfort in addressing IPV. Summary and
descriptive statistics were performed to examine basic
demographic characteristics, attitudes toward and preva-
lence of IPV. The secondary aim of characterizing stu-
dents' understanding of abusive relationship dynamics
was addressed by measuring agreement with the state-
ment, "I don't understand why victims remain in abusive
relationships." Bivariate analyses examined whether rates
of IPV varied by gender, country of origin and school. We
examined potential predictors of student comfort with
inquiry for IPV using logistic regression analysis. This
model was adjusted for age, gender, country of birth; prior
training for IPV, school, year the survey was taken and his-
tory of IPV or being a witness to IPV. The University
Research Ethics Board approved the study. All analyses
were conducted using SAS Version 9.1 (Cary, N.C.).

Results
Over a three-year period, a total of 552 students com-
pleted the survey; 37% of the students were medical stu-
dents, 33% were rehabilitation students and the
remaining 30% were nursing students (Table 1). The over-
all response rate was 73%. The majority of the health pro-
fessions students attending the workshops over the three
years were female (n = 415/552, 76%). Most of the stu-
dents reported no prior IPV training (n = 338, 61%); for
those who had training, the most common source was
undergraduate education (n = 86/214, 40%). Medical stu-
dents had the highest rate of previous training. (Table 1)

The majority of students (82%) in all schools expressed
the belief that it was their role to intervene on behalf of
abused patients (Table 1), but the rehabilitation students
Page 2 of 5
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expressed a lower self-report of comfort level than both
nursing and medical students (Table 2). Similarly, the
rehabilitation students were more likely to endorse a lack
of understanding as to why someone would remain in an
abusive relationship (Table 1). In the adjusted analyses,
the only significant predictor of student-reported comfort
was enrollment in either nursing or medical school. Gen-
der, age, prior report of IPV training, year of workshop
attendance and personal history of IPV were not predic-
tors of comfort with IPV inquiry (Table 2).

Overall, a total of 38 students (7%) reported lifetime IPV;
the majority of these were female (n = 30/38, 79%). How-
ever, this was not statistically significant (χ2 = 3.77, p =
.15). Medical students had the highest rate of lifetime IPV
(Table 1). Fewer foreign-born students (4%) reported IPV
than did their Canadian counterparts (7%).

One fifth of all the students witnessed IPV at some point
in their lives; the highest percentage was again found
among medical students (Table 1). More female students

reported witnessing IPV, however the difference was not
statistically significant (χ2 = 3.63, p = 0.16).

Discussion
While the majority of students in our study agreed that it
is their role to address IPV in clinical practice, knowledge
and attitudes varied across schools. Age, prior training and
even personal exposure to IPV did not change the relation-
ship between field of study and comfort level with this
issue. Rehabilitation students expressed lower comfort
levels that may, in part, correspond to their report of less
prior IPV training; however in logistic regression analysis,
field of study remained a significant predictor of comfort
even when prior training was controlled for. While reha-
bilitation students clearly viewed addressing IPV as part of
their professional purview, their expressed comfort level
and understanding of the dynamics of abusive relation-
ships lagged behind those of nursing and medical stu-
dents. This finding is unlikely due to level of study alone
since rehabilitation students were second year postgradu-
ate students comparable in age to the medical students,
while the nursing students were younger undergraduates.

Table 1: Characteristics of Students by Professional School N = 552

Variable Medical
N = 208 (%)

Rehabilitation
N = 181 (%)

Nursing
N = 163 (%)

P value

Mean Age (SD)§ 24 (3.8) 25 (2.6) 21 (4.5) < .0001
Gender (REFERENCE = female) 103 (50%) 158 (87%) 154 (94%) < .0001

Born in Canada 175 (84%) 159 (88%) 137 (85%) .51
Prior IPV training
(REFERENCE = none)

139 (67%) 103 (57%) 96 (59%) .11

Personal IPV history 18 (9%) 11 (6%) 9‡ (5.5%) .44
Witnessed IPV 50 (24%) 37* (21%) 36 (22%) .71
Summary of Attitudes and Comfort: percentage responding Agree Strongly or Agree
"I don't understand why victims remain in abusive relationships." 36 (17%) 38 (21%) 19 (12%) .02
"It is my role to intervene if a patient has been abused." 171 (82%) 145 (80%) 136 (83%) .24
"I feel comfortable asking patients about IPV." 99 (48%) 56 (31%) 78 (48%) < .0001

§Standard deviation is given in parentheses for age variable only.
‡ Missing 1 response on this question only (n = 162)
* Missing 1 response on this question only (n = 180)

Table 2: Predictors of Student Reported Comfort with IPV Inquiry

Covariate Unadjusted O.R. (95% C.I.) Adjusted O.R. (95% C.I.)

Gender
(REFERENCE = Female)

1.08 (0.73-1.59) 1.34 (0.84-2.12)

Age 0.99 (0.95-1.03) 1.01 (0.96-1.06)
Prior Training
(REFERENCE = none)

0.76 (0.54-1.08) 0.74 (0.52-1.06)

Year of workshop attendance 1.17 (0.95-1.43) 1.09 (0.88-1.35)
School
(REFERENCE = Rehab)

0.49 (0.33-0.75) 0.45 (0.28-0.70)

Country of Birth
(REFERENCE = Canada)

1.073 (0.66-1.73) 1.10 (0.67-1.81)

Witness IPV 0.68 (0.45-1.01) 0.76 (0.49-1.17)
Lifetime IPV 0.50 (0.26-0.98) 0.64 (0.31-1.33)
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Literature searches reveal a relative lack of publication in
this field (compared to medicine and nursing) which may
contribute to reduced awareness and familiarity among
those entering this field. Personal exposure to IPV was a
significant predictor of reduced comfort in unadjusted
analyses, but this relationship did not remain significant
with adjustment for potential confounders.

While prior work has shown that female medical students
were more likely than their male counterparts to report
prior IPV exposure, [18] this finding did not achieve sta-
tistical significance in our study. Interestingly, the school
reporting the highest rates of IPV (Medicine) was also the
group with the highest percentage of male students. Rates
of exposure to lifetime IPV are known to increase with age,
but in our study, age alone was unlikely responsible for
medical students' higher reported IPV rates since the mean
age of rehabilitation students was comparable.

It is notable that the rate of lifetime IPV measured in this
study is significantly lower than that reported in Canadian
population studies but comparable to estimates among
U.S student cohorts. One possible explanation for this is
the "healthy worker effect" theory, which posits that those
with abuse histories may have lower educational attain-
ment due to the adverse effects of the abuse, and thus be
less likely to participate in professional training, lowering
the rate of IPV in such populations. [28,30] Another
potential contributing factor is underreporting of abuse
history by students due to our administration of the sur-
vey in an open lecture hall with proximate seating of other
students.

Foreign-born students' reported rates of IPV are similar to
those of Canadian- born students. Since we did not query
length of residency in Canada, we were unable to assess
the level of acculturation of these students which may
impact rates of IPV. Lower rates of IPV have been found
among foreign born women in population-based studies
in Canada [2] but the foreign born students enrolled in
Canadian professional schools likely have higher levels of
language proficiency and literacy than their counterparts
in the general population.

Limitations
This study has a number of limitations. Because the survey
was administered during the workshop, students may
have had privacy concerns when completing it, possibly
resulting in response bias. We could not query 12 month
(current) IPV separately because students attending the
training who had intimate relationships with fellow stu-
dents could have been seated together in the lecture hall,
limiting the safety of inquiry about current IPV. Selection
bias may have occurred because questionnaire comple-

tion was voluntary. Another concern is our measurement
of IPV. Due to the need for brevity, we used one question
to ascertain prior exposure to physical IPV and one to
query witnessing IPV. Neither question has been vali-
dated. The lack of questions about emotional abuse also
likely underestimated the true prevalence of IPV in this
population. The students from the different schools were
all at different levels in their training, thus unmeasured
effects of clinical experience could have impacted some of
their expressed knowledge and attitudes about IPV. More-
over, interprofessional educational initiatives remain
unusual, so the findings from this study may not readily
generalize to other more traditional teaching settings.

Conclusion
Our study presents novel data regarding Canadian profes-
sional students and IPV which may aid educators develop-
ing curriculum in this field. While the majority of all
students believed that it was their role to address IPV; fur-
ther study of rehabilitation students, who will go on to
work with vulnerable populations, is needed to explain
why this group differs in expressed comfort and under-
standing of the dynamics of abusive relationships.

While we may have underestimated the true prevalence of
IPV in this cohort, our study affirms that a proportion of
Canadian health professions students are likely to have
experienced IPV. IPV may also be a more salient issue for
male students than previously described. Our findings
require replication with validated, confidential measures.
Study of this issue across Canadian institutions could also
better inform educational initiatives in this challenging
field. Future work should examine which teaching meth-
ods may be most effective for learners who have been vic-
tims or witnesses to IPV.
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Background: Poor retention in HIV care leads to poor survival. The predictors of poor 
retention in HIV care are not well understood, especially from US nationwide data-
sets. We determined the predictors of poor retention in HIV care among a group of US 
 veterans and examined whether poor retention was confounded by other predictors 
of survival. Methods: We conducted a retrospective cohort study of 2,619 male US 
veterans who started antiretroviral therapy after January 1, 1998. Poor retention in 
HIV care was defi ned as having had at least 1 quarter-year without any primary care 
visit in the year after starting antiretroviral therapy. Survival was assessed through 
2002. Logistic regression and Cox models were constructed. Results: Thirty-six 
percent of patients had poor retention in care. In multivariable analysis, younger 
age, Black race/ethnicity, CD4 cell count >350 x106/L, hepatitis C infection, and illicit 
drug use were predictive of poor retention in care. Having a chronic medical comor-
bidity and being identifi ed as a man having sex with men (MSM) were associated 
with improved retention in care. In multivariable survival analyses, poor retention 
in care was not a confounder or moderator for other variables that predicted sur-
vival.  Conclusions: Retention in HIV care is an independent predictor of survival. As 
routine HIV screening increases, more people with the characteristics predictive of 
poor retention in care will be identifi ed. Interventions to improve retention in care are 
needed. Key words: adherence, cohort study, HIV/AIDS, survival, Veterans Affairs
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HIV-infected patients who are poorly adher-
ent to physician visits are less likely to 
receive HAART, have lower adherence to 

antiretroviral therapy (ART), are more likely to 
develop an infection with resistance to HAART, 
and are less likely to achieve HIV suppression.1–5 
Using national data from the US Department 
of Veterans Affairs (VA) health care system, we 
recently showed that poor retention in HIV care 
was predictive of less desirable changes in CD4 cell 
count and HIV RNA concentration (“viral load”) 
while on ART and worse overall survival.6 Others 
have reached similar results7 and extended them 
to patients newly entering care for HIV infection.8 
Given these fi ndings, interventions to improve 
retention in care are urgently needed.

Little is known about the predictors of poor 
retention in HIV care, especially from US nation-
wide patient datasets. We sought to determine the 
factors predictive of poor retention in care among 
a group of US veteran patients. It is important 

to determine predictors of poor retention so that 
interventions used in the context of clinical trials 
or quality improvement initiatives can be targeted, 
especially since such projects often have limited 
resources. We also sought to determine whether 
retention in care explains the effects of other pre-
dictors of poorer survival with HIV infection, 
including baseline HIV disease severity, race/eth-
nicity, substance use, psychiatric comorbidity, and 
socioeconomic instability. If, for example, it was 
known that retention in care mediates the effect of 
substance use on survival, interventions targeted at 
reducing substance use might be particularly suc-
cessful at improving survival.

*Dr. Morgan is currently at University of Texas Health 
Science Center Houston School of Public Health.



METHODS

The methods for this study are fully described 
elsewhere.6 Briefl y, we used the VA’s Immunology 
Case Registry to conduct a retrospective cohort 
study involving persons newly identifi ed as hav-
ing HIV infection during 1997–1998 at any VA hos-
pital or clinic in the United States. To be included 
in the study, patients had to have started ART 
after January 1, 1997, seen a clinician at least once 
after receiving their fi rst ART prescription, have a 
baseline CD4 cell count result available, and have 
survived for at least 1 year. Patients were divided 
into four groups on the basis of the number of 
quarters during the year in which they had at least 
one HIV primary care visit. Survival was assessed 
through 2002 using VA databases and the National 
Death Index. Because data were available for only 
a small number of women, they were excluded. 
Because HIV RNA concentration was missing for 
383 (14.6%) of the subjects and was not likely miss-
ing at random, we did not include that variable in 
the analyses.

We examined baseline characteristics using data 
up to and including the fi rst HIV primary care 
visit after ART was started. To determine the pres-
ence of medical, substance use, and socioeconomic 
conditions, we examined International Classifi ca-
tion of Diseases, Ninth Revision, codes (Table 1). We 
selected fi ve of the most common chronic medical 
comorbidities among veterans for individual study 
(diabetes, hypertension, ischemic heart disease, 
cerebrovascular disease, and chronic obstructive 
pulmonary disease) to determine whether the need 
for chronic medical care for those conditions infl u-
ences retention in HIV care. Because the preva-
lence of each condition was relatively uncommon 
at baseline (hypertension was most common, at 
9.7%), we created a variable that represented the 
presence of any one of these conditions. There is 
no single ICD-9 code for “AIDS,” so it was defi ned 
by the presence of the ICD-9 codes for many of the 
1993 AIDS-defi ning conditions. We estimate that 
between 70% and 80% of AIDS-defi ning condi-
tions would be captured by these ICD-9 codes.9,10 
Hepatitis C virus infection was defi ned as a posi-
tive antibody test result. HAART use was defi ned 
as the use of a protease inhibitor, a non-nucleoside 
reverse transcriptase inhibitor, or a combination of 
zidovudine, lamivudine, and abacavir within 30 
days of the fi rst ART prescription.

Because our previous work showed that an 
HIV primary care visit during the fi rst year after 
starting ART in fewer than four quarters was 
associated with a statistically signifi cant decrease 
in survival,6 we dichotomized retention in care at 
four quarters or fewer than four quarters to assess 
the independent predictors of poor retention in 
care. Categorical data were compared with the 
chi-square test, and a multivariate logistic regres-
sion model was created. To assess the impact of 
retention in care on other known predictors of 
survival with HIV infection, we used the method 
of Baron and Kenny to determine whether reten-
tion in care was a moderator in that relationship.11 
First, in a Cox proportional hazard model that did 
not include the variables representing retention in 
care, we determined what those other predictors of 
survival were in our dataset. Next we determined 
whether these predictors were associated with 
retention in care using the logistic regression mod-
els described previously. Finally, we constructed a 
Cox proportional hazards model of survival that 
included these variables and the variables repre-
senting the number of quarters in care to assess 
whether the relationship between those predictors 
and the outcome was moderated by retention in 
care. Statistics were analyzed with SAS software 
(SAS Institute, Cary, North Carolina, USA). The 
study was approved by the Institutional Review 
Board for Baylor College of Medicine and Affi li-
ated Institutions, as well as by the VA. Individual 
informed consent was not required.

RESULTS

The cohort included 2,619 patients. Sixty-four 
percent were seen in all four quarters, and 36% 
were seen in fewer than four quarters. As shown 
in Table 1, in univariate analysis, younger age, 
HIV risk factor other than men having sex with 
men (MSM), Black or Hispanic race/ethnicity, 
higher CD4 cell count, hepatitis C infection, illicit 
drug use, and alcohol abuse were predictors of 
poor retention in care, while the presence of any 
of the chronic medical comorbidities and a his-
tory of AIDS predicted good retention in care. In 
multivariable analysis, younger age, Black race/
ethnicity, CD4 cell count >350 x106/L, hepatitis C 
infection, and illicit drug use were predictive of 
being seen in fewer than four quarters during the 
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Table 1. List of conditions assessed by ICD-9 codes and their corresponding codes

Condition ICD-9 codes Condition ICD-9 codes

AIDS-defi ning conditions

Candidiasis, pulmonary
Candidiasis, esophageal

Coccidioidomycosis, 
disseminated or 
extrapulmonary

Histoplasmosis, disseminated 
or extrapulmonary

Kaposi sarcoma

Lymphoma, Burkitt’s or 
immunoblastic (or equivalent 
terms)

Lymphoma, primary, of brain

Mycobacterium avium 
complex, or other 
mycobacteria, disseminated 
or extrapulmonary

Mycobacterium tuberculosis, 
any site

Pneumocystis carinii (jiroveci) 
pneumonia

Progressive multifocal 
leukoencephalopathy

Toxoplasmosis of the brain

112.4
112.84

114.1-114.3, 114.9

115.01-115.04; 
115.11-115.14; 

115.91-115.94
176

200, 202.0, 202.1, 
202.8

200.5

031.2

010-018

136.3

046.3

130

Chronic medical conditions

Diabetes mellitus 250
Hypertension 401-405.99, 437.2

Ischemic heart disease

Cerebrovascular disease

410-414

430-438
Chronic obstructive 

pulmonary disease

Other conditions

Alcohol abuse (alcohol 
abuse, dependence, or 
intoxication; alcoholic 
psychoses, gastritis, fatty 
liver, or hepatitis

Illicit drug use (opioid, 
cocaine, or amphetamine 
or other stimulant 
dependence or abuse)

Psychiatric disease 
(dementia, psychoses, 
or depression; neurotic 
personality, stress, anxiety, 
conduct, or developmental 
disorders)

Socioeconomic challenges 
or instability (housing, 
economic circumstances; 
family or psychosocial 
circumstances prompting 
seeking of medical care)

 491, 492, 493.2, 494, 496

291, 303.0, 303.9, 305.0, 
535.3, 571.0, 571.1

304.0, 304.2, 304.4, 
304.7, 305.5, 305.6, 
305.7

290, 293-302, 
 306-319

V60, V61, V62

Note: Conditions not included in the “AIDS” variable include cervical cancer (no women in cohort); extrapulmonary crypto-
coccosis, cytomegalovirus disease other than liver, spleen, or nodes, cytomegalovirus retinitis with loss of vision, HIV-related 
encephalopathy, and wasting syndrome due to HIV (not specifi c enough ICD-9 codes); and chronic intestinal cryptosporidiosis 
(>1 month), chronic ulcers (>1 month) or bronchitis, pneumonitis, or esophagitis due to herpes simplex virus, chronic intestinal (>1 
month) isosporiasis, recurrent pneumonia, and recurrent salmonella septicemia (unable to defi ne chronicity and/or  recurrence by 
ICD-9 code).

fi rst year. Having a medical comorbidity and being 
identifi ed as MSM were associated with improved 
retention in care.

To determine whether retention in care moder-
ates the effect of other characteristics associated 
with poor survival with HIV infection, we con-
structed multivariable models. Using the method 
of Baron and Kenny,11 we ran three sets of models 
(Table 2). First, in a model that did not include 

the variables representing the number of quarters 
in care, we found that increasing age, decreasing 
CD4 cell count, and chronic medical comorbid-
ity were predictive of poorer survival (columns 
7 and 8 of Table 2). Next we showed that these 
variables, among others, were associated with 
retention in care (columns 5 and 6 of Table 2). 
Finally, we constructed a model that included 
these variables and the variables representing the 
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number of quarters in care (columns 9 and 10 of 
Table 2). Increasing age, decreasing baseline CD4 
cell count, any chronic medical comorbidity, and 
poorer retention in care were strongly predictive 
of increased hazard of death (p ≤ .01), while illicit 
drug use was weakly predictive of decreased 
hazard of death (p = .03). In comparing the sur-
vival models with and without the retention in 
care variables, none of the adjusted hazard ratios 
or p values changed substantially when adjusted 
for the number of quarters in care, indicating that 
retention in care is independently predictive of 
survival and is not confounded by other variables 
nor is it a mediator in the pathway by which they 
affect survival.

DISCUSSION

We studied retention in care in the VA health care 
system, a system that has few barriers to care for 
eligible veterans. Thirty-six percent of veterans had 
poor retention in care at 1 year, and we found that 
the predictors of poor retention in care are younger 
age and less advanced HIV disease, Black race, and 
substance use. MSM and men with chronic medical 
conditions had better retention in care. Retention in 
care appears to be an independent predictor of sur-
vival that is not a confounder and does not mediate 
the effects of other predictors of survival.

The finding that Black patients had more dif-
ficulty remaining in care, even after adjusting 
for socioeconomic status, disease severity, age, 
and other factors, is discouraging. The VA health 
care system provides access to low-cost care, 
though some copayments and other real and 
opportunity costs are incurred by the patient. 
We could not account for these costs in the 
analysis, and it is possible that these costs were 
a barrier for more of the Black patients than the 
other patients. Unmeasured noneconomic barri-
ers may also contribute to this finding, includ-
ing for example different levels of mistrust or 
stigma.12–14 More work is needed to fully explain 
this observation, because differences in retention 
in care may contribute to race-based disparities 
in outcomes.15,16

The other predictors of poor retention in care 
were substance use or its markers, such as hepa-
titis C infection. Others have found substance use 
associated with poor retention in care.17 These fac-
tors also often cause diffi culty with adherence to 

ART. Adherence to ART and retention in care are, 
in fact, related behaviors: both are chronic, com-
plex behaviors requiring accurate information, 
internal and external motivation and support, 
and an array of behavioral skills, including regu-
lar interaction with and navigation of the health 
care system. These conceptual similarities and the 
overlapping predictors suggest that interventions 
to improve adherence might benefi t from focus on 
retention in care and vice versa. In contrast, medi-
cal comorbidities and more advanced HIV disease 
were predictive of better retention. This fi nding 
offers some assurance that the sickest patients 
are getting the care they need. Psychiatric disease 
was not associated with either retention in care or 
survival. Treatment for psychiatric disease may 
be at least partially responsible for these negative 
fi ndings.

Adjusting for retention in care had little effect 
on the hazard ratios for the other variables in the 
model, indicating that it is not a confounder or 
mediator of their effects. In other words, substance 
use or more advanced HIV disease at baseline does 
not lead to worse survival through poorer reten-
tion in HIV care. Retention in care is associated 
with adherence to ART,6 which clearly impacts 
survival; retention in care is easily and accurately 
ascertained in routine care and should be consid-
ered when identifying patients at high risk for poor 
outcomes. Further work is needed to disentangle 
the effects of retention in care and adherence to 
ART, but clearly they are both important forms of 
adherence to HIV care.

This study supplements and improves upon our 
earlier work in a number of ways. First, we herein 
report the results of a multivariable model of the 
predictors of poor retention in care. Second, the 
earlier report used a comorbidity index18 rather 
than specifi c comorbidities; the latter are more use-
ful clinically. To our knowledge, no other studies 
have assessed the impact of medical comorbidities 
on retention in care. Third, the present study dem-
onstrates that retention in care is an independent 
predictor of survival, not a mediator or confounder 
for other predictors of survival with HIV infection. 
The study has limitations. We could not account 
for incarceration or transfer out of VA care, though 
the latter is unlikely for patients accessing ART 
through the VA.19 These data are from early in the 
HAART era, but it is not likely that patterns and 
associations we observed would be substantially 
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different with more contemporary HAART. As 
reviewed earlier, potentially important infl uences 
on retention in care could not be assessed in this 
retrospective cohort study. We could not capture 
all AIDS-defi ning conditions, as noted in Table 1. 
This limitation may account for the low prevalence 
of a history of AIDS and its poor prognostic value 
in predicting survival in our data. The analyses 
excluded all patients who died within 1 year 
of their fi rst visit after starting ART, so the low 
prevalence and poor prognostic ability are not 
completely unexpected.

Retention in HIV care is an important, inde-
pendent predictor of survival with HIV infection. 
Persons at highest risk for poor retention in care 
are young, otherwise healthy, Black patients with 
less advanced HIV disease who use illicit drugs. 
As HIV screening becomes routine,20 more people 
with these characteristics will be identifi ed and 
retaining them in care may be diffi cult. Interven-
tions to improve retention are needed.
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Evaluation of the Sustainability of an Intervention to Increase HIV
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BACKGROUND: Sustainability—the routinization and
institutionalization of processes that improve the qual-
ity of healthcare—is difficult to achieve and not often
studied.

OBJECTIVE: To evaluate the sustainability of increased
rates of HIV testing after implementation of a multi-
component intervention in two Veterans Health Admin-
istration healthcare systems.

DESIGN: Quasi-experimental implementation study in
which the effect of transferring responsibility to conduct
the provider education component of the intervention
from research to operational staff was assessed.

PATIENTS: Persons receiving healthcare between 2005
and 2006 (intervention year) and 2006 and 2007
(sustainability year).

MEASUREMENTS: Monthly HIV testing rate, stratified
by frequency of clinic visits.

RESULTS: The monthly adjusted testing rate increased
from 2% at baseline to 6% at the end intervention year
and then declined reaching 4% at the end of the
sustainability year. However, the stratified, visit-specific
testing rate for persons newly exposed to the interven-
tion (i.e., having their first through third visits during
the study period) increased throughout the intervention
and sustainability years. Increases in the proportion of
visits by patients who remained untested despite
multiple, prior exposures to the intervention accounted
for the aggregate attenuation of testing during the
sustainability year. Overall, the percentage of patients
who received an HIV test in the sustainability year was
11.6%, in the intervention year 11.1%, and in the pre-
intervention year 5.0%

CONCLUSIONS: Provider education combined with
informatics and organizational support had a sustain-
able effect on HIV testing rates. The effect was most
pronounced during patients’ early contacts with the
healthcare system.

KEY WORDS: HIV testing; provider education; sustainability; VA

hospitals.
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INTRODUCTION

There is a growing literature on the types of interventions
required to improve healthcare quality1. To reap long-term
benefits, the gains brought about by such programs must be
sustained beyond the initial interventional period. However,
achieving sustainability (i.e., the routinization and institution-
alization of improved processes), is difficult and may be
dependent on characteristics of the intervention that are not
examined during the trial that demonstrates effectiveness.
Sustainability is not often studied, and when it is, the results
are often disappointing2–4.

Herein we report on the sustainability of a successful
intervention to increase HIV testing. The clinical benefits of
identifying and treating asymptomatic human immunodefi-
ciency virus (HIV) infected individuals are firmly established
and more cost-effective than many other general population
preventive services5–14. However, 21% of the 1.1 million HIV-
infected persons in the United States remain undiagnosed15.
Similarly, only 30% to 50% of Veterans Administration (VA)
patients with known, documented risk factors for HIV infection
have been tested16,17. Therefore, we previously implemented a
multi-modal intervention based upon computerized decision
support, provider education and feedback, and organizational
changes that significantly increased HIV testing rates in at-risk
individuals who receive care at VA medical facilities18. Over a
one-year period, implementation of this program increased the
cumulative rate of ever being tested for HIV from 20.1% to
53.7% (p<0.001). In contrast, there was no change in three
control facilities.

Once the interventional year was over, we turned project
responsibility over to preexisting primary care clinical leader-
ship. This leadership chose to dramatically reduce the labor-
intensive provider education campaign and merged what little
that remained into routine clinical management (e.g. weekly
staff meetings). They did, however, continue the largely “fixed”
changes in the systems infrastructure for HIV testing, which
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required substantially less support to maintain (i.e. the
computerized decision support, feedback reports, and mainte-
nance of organizational changes). We now report on the
intervention’s sustainability in the second, sustainability year
of this project.

METHODS

As previously described18, the intervention program was put in
place for one year in two of the five geographically separate VA
regional healthcare systems (HCS) in southern Nevada and
California. HCS A and B were comprised of 12 and five sub-
facilities, respectively, in which primary care were provided by
mixtures of academic and non-academic staff physicians,
postgraduate medical trainees and mid-level providers. This
study was approved by the appropriate institutional review
boards.

In brief, the components of the intervention were:

1.) A continuously updated, electronic clinical reminder that
identifies patients at increased risk for HIV infection and
encourages providers to offer HIV testing to such indivi-
duals. This reminder is triggered by HIV risk factors
available in the VA electronic medical record. These
include evidence of Hepatitis B or C infection, illicit drug
use, sexually transmitted diseases, homelessness, and
Hepatitis C risk factors18. Once triggered, the reminder
was resolved by ordering an HIV test, recording the result
of an HIV test performed elsewhere, or indicating that the
patient was not competent to consent to testing or refused
HIV testing. Once resolved, the reminder was no longer
triggered.

2.) An audit-feedback system: Providers were given quarterly
reports of clinic-level HIV testing performance19.

3.) The reduction of organizational barriers: Under federal
laws specific to the VA, written, informed consent and pre-
test HIV counseling have been required for all HIV tests20.
To expedite this process we encouraged nurse-based
rather than physician-based pre-test counseling, use of
streamlined HIV counseling, and both telephone notifica-
tion and brief post-test counseling after negative HIV test
results18,21.

4.) A provider education (activation) program: This included
academic detailing, social marketing, and educational
materials22,23. The academic detailing component in-
volved regular informal discussions by project staff to
encourage providers to prioritize the performance of HIV
testing24,25. Social marketing involved having physician
and nursing clinical opinion leaders encourage HIV
testing by primary care healthcare providers26. Finally,
we developed and distributed educational hand-outs,
pocket cards and posters to promote HIV testing and
increase provider comfort and abilities to provide pre- and
post-test HIV counseling.

All aspects of the program were implemented in the first
month of the intervention year at HCS A and HCS B and
maintained during the subsequent 11 months. In support of
the provider education program, members of the study team
made frequent visits to the clinics to informally promote HIV
testing in one-on-one ad hoc meetings with primary care
providers. In addition, senior members of the study team

regularly attended clinic and facility-wide meetings of primary
care physicians, nurses and clinic leadership to promote HIV
testing.

The study team did not participate in provider education
activities during the second (sustainability) year of the study
and instead fully transferred responsibility for this activity to
clinic leadership. Qualitative evaluation indicated that provid-
er education activities were much reduced and merged into
routine clinical management activities such as staff meetings.
Leadership did maintain other aspects of the intervention,
including quarterly feedback reports of the rate of HIV testing,
and the electronic clinical reminder. Organizational changes
that had eased the documentation requirements for HIV
testing and broadened the number of people authorized to
initiate testing and counseling persisted. Distribution of
educational activities, pocket cards and handouts continued
at a reduced rate

Our primary analytical goal was to assess the trajectory of
the monthly rate of HIV testing during the intervention and
sustainability years. In addition, we assessed changes in the
proportion of patients who agreed to be tested.

Data sources. We obtained administrative and clinical data,

including patient demographics, laboratory tests, diagnostic
codes and health factors of the inpatient and outpatient
encounters from August 2004 to July 2007 from a pre-
existing regional VA database18. The medical records were
linked across the data files by encrypted identifiers.

Study population. We evaluated outcomes during clinical visits

of patients who were identified as being at-risk for HIV
infection but had not been offered HIV testing (i.e., the HIV
Testing Clinical Reminder had been previously been resolved).
Visits by eligible patients were removed from the database
subsequent to the month during which the reminder was
resolved.

Statistical methods. To assess the adjusted rates of HIV testing

and refusal, we performed logistic regression analyses in which
the unit of analysis was the patient who was seen at the VHA
facilities in each month, had HIV risk factors, but the HIV
Testing Clinical Reminder had not previously been resolved.
The dependent variables were performance of HIV testing and
documentation of patient refusal to be tested. The independent
variables included patient demographic and clinical factors
such as age, race and ethnicity, marital status, lack of
housing, co-payment status, being at-risk for hepatitis C,
hepatitis C infection, hepatitis B infection, illicit substance
use and sexually transmitted diseases18. The two VHA
healthcare systems comprised of 17 facilities where the
patients were seen. To adjust for any systemic effects on
patient likelihood of accepting or refusing HIV testing, we
included facility-level annual patient loads and baseline HIV
testing rates in the pre-intervention period as independent
variables. Finally, we adjusted the covariance of the regression
model for patient clustering within facilities using the
Generalized Estimating Equation method. The data analysis
was generated using SAS v9.1 proc genmod (SAS version 9.1.
SAS Institute, Cary, NC, USA).
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RESULTS

Table 1 compares the demographic features and factors of
patients with known risk for HIV infection who received care in
the intervention and sustainability years. In the sustainability
year, at-risk patients were somewhat younger and less often
married. This largely represents an influx of veterans from
recent military campaigns into VA care27–30. Otherwise there
were no meaningful differences in demographic and clinical
characteristics between the two years. The number of patients
in the sustainability year was lower than in the intervention
year as all patients in whom the HIV Testing Clinical Reminder
was resolved in the intervention year were excluded from the
analyses of the sustainability year.

We previously reported that our multi-modal intervention
more than doubled the rate of HIV testing rates among at-risk
individuals18. The percentage of at-risk patients who received
an HIV test was 11.1% in the intervention year versus 5.0% in
the year prior to the intervention (p<0.001). In the sustain-
ability year, 11.6% of at-risk patients were tested. To better
assess whether this result represented actual sustainability of
the intervention, we assessed the trajectory of the monthly HIV
testing rates31,32. This rate increased from 2% at baseline
(prior to implementation of the program) to 6% in month 12
(Fig. 1). Although the monthly testing rate declined in the
sustainability year, the rate in month 24 remained more than
twice the baseline rate (4% versus 2%). These results were
consistent across all patient subgroups (data not shown).

As only patients in whom the HIV Testing Clinical Reminder
remained unresolvedwere eligible for testing in the sustainability
year, the previous analyses are susceptible to bias from differ-
ences in system-, provider- or patient-level characteristics for

patients in whom the reminder was or was not resolved in the
intervention year. To reduce this bias, we analyzed HIV testing
rates by the order of visits since the start of the intervention
period (i.e. first visit, second visit, etc.). This analysis was
prompted by discussions with providers which indicated that a
more comprehensive approach to detecting undiagnosed disease
is taken in new patients. As shown on Figure 2a, the HIV testing
rate was consistently greatest on a patient’s first visit during the
study period (i.e., on the first possible exposure to the interven-
tion). For such patients, the testing rate increased from 2% at
baseline (pre-intervention) to 6% onmonth 1; the rate continued
to increase throughout the 24-month observation period. For
each subsequent visit, the magnitude of the increase in the HIV
testing rate was less than for patients having their first visit, but
remained greater than during the prestudy period for patients

Table 1. Patient Demographic and Clinical Characteristics

Characteristics 1st year 2nd year

N 29885 18486
Age (%)
• 18–30 4.4 7.3
• 31–50 16.5 21.5
• 51–64 42.9 45.1
• 65+ 36.2 26.1
Race/ethnicity (%)
• Caucasian 17.8 16.1
• African American 8.8 9.6
• Hispanic 3.6 3.4
• Asian, Native American 8.0 6.5
• Missing 61.8 64.4
Marital status (%)
• Single 23.1 27.1
• Married 35.7 31.1
• Widow/divorced/separated 41.3 41.7
Low income (%) 69.8 72.6
Risk factors (%)
• Hepatitis C infection 18.7 23.4
• Hepatitis B infections 12.5 13.4
• Prior sexually transmitted disease 4.1 5.2
• History of substance abuse 14.7 19.3
• History of homelessness 18.1 22.7
• Presence of risk factors for HCV infection 66.9 56.2

Patients were included if they had identified risk factors for HIV infection,
were not known to be HIV-infected and had no documentation of
previously having had an HIV test, refusing an HIV test or being
incompetent to consent to HIV testing.

Figure 1. Adjusted HIV testing rates among all patients with
identified risk factors for HIV infection. The active intervention

period started in study month one and lasted through study month
12. The sustainability period started in study month 13.

Figure 2. (a). Adjusted HIV testing rates among patients as
stratified by outpatient study visit number. The starting period for the
strata are offset at monthly intervals as very few patients had more
than one visit per month. (b). Proportion of outpatient visits grouped

by visit number.
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having their second to fourth visits. Time series analyses
demonstrated that the probability of being tested increased over
time for patients having their second or third visits. Minimal
increases were seen on the fourth visit and the testing rate on the
fifth and later visits did not increase. Over time the proportion of
patients being seen on their first to third visits decreased while
the proportion being seen on visit number four and greater
increased (Fig. 2b). This change in patient distribution explained
the attenuation of the rate of HIV testing in the overall popula-
tion. Further analyses did not identify any demographic, clinical
or facility characteristics that differed between persons who were
or were not tested for HIV by their fourth visit (data not shown).

As discussed inMETHODS, the HIV Testing Clinical Reminder
can be resolved byperforming anHIV test or bydocumenting that
the patient refused to be tested. While allowing for patient choice
with respect to HIV testing, minimization of the refusal rate is an
important goal; once “refused” is selected, the HIV Testing
Clinical Reminder did not promptproviders to re-offerHIV testing
during future visits. However, we hypothesized that some
“refusals” might actually reflect provider discomfort offering an
HIV test33,34, and therefore that the refusal rate might decrease
as providers gained more HIV testing experience.

We found that there was a substantial, continuous decrease
in the HIV test refusal rate (Fig. 3). The net result was that
among persons in whom the HIV Testing Clinical Reminder
was resolved, the likelihood that reminder resolution resulted
in HIV testing increased from 17% of all reminder responses in
the first month of the intervention to 60% in the final month.

DISCUSSION

We previously demonstrated that implementation of an inte-
grated package of quality improvement interventions that
utilizes decision support, a provider education (activation)
campaign, feedback reports and organizational changes more
than doubled HIV testing rates for at-risk individuals18. These
results were robust with dramatic increases in the likelihood of
being tested for HIV being observed across patient-level,
provider-level and subfacility-level factors. Furthermore, the
fraction of HIV test results that were positive remained
constant (0.45%) and well within the range at which HIV
testing costs less than $50,000 per quality-adjusted life year
when societal benefits of testing are considered6.

We now report on the sustainability of this program during
the twelve-month period after overall responsibility for the
interventional program was transferred to preexisting clinical
management, who chose to greatly deintensify the provider
education campaign and other labor and time-intensive
aspects of the intervention18,35. Remarkably, we found that
the rate of HIV testing continued to increase for patients
making their first, second or third visits during the sustain-
ability period. These results indicate that despite the de-
emphasis of the provider education campaign, when the
frequency of medical contact is considered, the program’s
impact on HIV testing rates was fully sustainable. The
observation that overall testing rates declined was related to
the changing make-up of the study population as patients with
their first through third visits accounted for 100% of the study
population in month 1, 54% of the population in month 12 and
41% of the population in month 24.

We also found that the rate at which patients refused HIV
testing decreased over time. Correspondingly, the likelihood of
having the HIV Testing Clinical Reminder being resolved by
HIV testing increased. These results suggest that providers
became more proficient at offering and discussing HIV tests
and may have integrated HIV testing into their normal
practice. Others have observed that normalization of HIV
testing is associated with increased patient acceptance of
testing36,37.

The importance of reporting the sustainability of health care
interventions and of choosing appropriate measurement metrics
is receiving increasing attention32. Our results indicate that
assessments of the sustainability of the outcome of an inter-
vention are critically dependent on the mode of analysis. We
found that when applied to homogeneous patient population (as
defined by prior use of VA healthcare), increased HIV testing
rates were sustained after de-emphasis of the provider educa-
tion campaign and continued to increase among patients newly
exposed to the intervention (Fig. 2a). This suggests that our
intervention has become part of the institutional culture of our
facility, does not overburden providers and fits the implement-
ing culture and variations of the patient population32.

Stratified analysis by the number of visits during each year
reveals that our intervention was least sustained among
established patients who had not previously been offered
testing. We conclude that interventions that aim to maximize
sustainability should consider a “tail” of provider education or
other components focused on patients who do not receive
recommended services on the first exposure. Also, further work
needs to be done to determine the determinants of repeated
non-performance. We believe that such failures are likely due to
systemic barriers or a lack of provider agreement/knowledge.
Notably, although theoretical38–40 and empirical observa-
tions22,23,41–43 demonstrate that the use of provider education
(or activation) campaigns are necessary to transform group
norms and maximize quality improvement, there is far less
literature regarding the importance of maintaining these activ-
ities to sustain whatever gains are achieved during their use32.

The strengths of our sustainability analysis include, as
recommended, use of a time-series analysis of monthly rates
of HIV testing which allowed us to better assess the trajectory
of HIV testing rates32,44. Furthermore, we examined the
effectiveness of the intervention in an unselected population
of at-risk veterans receiving care in a routine, real-world
clinical setting.

Figure 3. The vertical bars depict the adjusted rates at which
patients with HIV risk factors underwent tests or were stated to
refuse testing. The lines indicate the proportion of patients who

were offered HIV testing and then underwent testing.
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Limitations include the fact that the sustainability analysis
was done immediately after the withdrawal of study personnel
from active maintenance of the intervention. It is therefore
difficult to distinguish between lingering improvements from
the implementation and true persistence of effects from
institutionalization45. Moreover, this study was undertaken
within the quality improvement infrastructure in the VA, which
includes an electronic medical record, clinical reminder soft-
ware and familiarity with performance measurements. Al-
though such tools are increasingly common, this intervention
might not be generalizable to other healthcare systems.
Another limitation is that while sustainability can be defined
as continued use of the core elements of the interventions, and
persistence of improved performance32, we did not formally
evaluate the continued use of the core elements of the
interventions or their individual contributions to the success-
ful sustenance of the intervention. However, surveys of the two
HCSs involved in this project indicate that the organizational
changes that favor HIV testing and the HIV Testing Clinical
Software package have been maintained. Another limitation is
that there was still room for improvement and it is unknown
whether the rates of HIV testing would have increased further
had the provider activation campaign been continued. Fur-
thermore, while guidelines now recommend that all patients be
offered HIV testing and that yearly testing be offered to persons
who continue to engage in high risk activities14,46–48, this
intervention was targeted to ensure one-time testing in
patients with known risk factors. This strategy was purposely
undertaken to prioritize testing for patients at the highest
known risk for HIV infection and in deference to concerns that
a program to promote HIV testing in all patients would be
impractical in the VA as long as written informed consent was
required for testing. Finally, the achieved rate of HIV testing
remained less than desired. It will be important to determine
the effect of removal of the written informed consent require-
ment for VA HIV testing in August 2009 on the rates of HIV
testing49.

In conclusion, we found that when assessed in homoge-
neous patient populations, the impact of implementation of
the coordinated use of a computerized clinical reminder,
feedback reports, provider education and organizational
change is sustainable after cessation of external support of
the provider education component. Maintenance of the gains
after withdrawal of support by the research team suggests that
the organizational and behavioral changes that led to the
enhanced performance of HIV testing were successfully insti-
tutionalized. These findings have substantial implications for
the assessment and sustenance of quality improvements
programs for clinical preventive services and beyond.
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ORIGINAL INVESTIGATION

Racial and Ethnic Differences in End-of-Life Costs

Why Do Minorities Cost More Than Whites?

Amresh Hanchate, PhD; Andrea C. Kronman, MD, MSc; Yinong Young-Xu, ScD, MS;
Arlene S. Ash, PhD; Ezekiel Emanuel, MD, PhD

Background: Racial and ethnic minorities generally re-
ceive fewer medical interventions than whites, but ra-
cial and ethnic patterns in Medicare expenditures and in-
terventions may be quite different at life’s end.

Methods: Based on a random, stratified sample of Medi-
care decedents (N=158 780) in 2001, we used regres-
sion to relate differences in age, sex, cause of death, total
morbidity burden, geography, life-sustaining interven-
tions (eg, ventilators), and hospice to racial and ethnic
differences in Medicare expenditures in the last 6 months
of life.

Results: In the final 6 months of life, costs for whites
average $20 166; blacks, $26 704 (32% more); and His-
panics, $31 702 (57% more). Similar differences exist
within sexes, age groups, all causes of death, all sites of
death, and within similar geographic areas. Differences
in age, sex, cause of death, total morbidity burden, ge-
ography, socioeconomic status, and hospice use ac-

count for 53% and 63% of the higher costs for blacks and
Hispanics, respectively. While whites use hospice most
frequently (whites, 26%; blacks, 20%; and Hispanics,
23%), racial and ethnic differences in end-of-life expen-
ditures are affected only minimally. However, fully 85%
of the observed higher costs for nonwhites are ac-
counted for after additionally modeling their greater end-
of-life use of the intensive care unit and various inten-
sive procedures (such as, gastrostomies, used by 10.5%
of blacks, 9.1% of Hispanics, and 4.1% of whites).

Conclusions: At life’s end, black and Hispanic dece-
dents have substantially higher costs than whites. More
than half of these cost differences are related to geo-
graphic, sociodemographic, and morbidity differences.
Strikingly greater use of life-sustaining interventions ac-
counts for most of the rest.

Arch Intern Med. 2009;169(5):493-501

R ACIAL AND ETHNIC DISPARI-
ties pervade US health
care.1-9 Many studies show
blacks and Hispanics receiv-
ing fewer medical services

and spending less than whites. For ex-
ample, minorities receive fewer cardiac pro-
cedures, prescriptions for life-saving medi-
cations, and narcotic medications for pain
relief. Despite efforts by policy makers to ad-
dress these disparities, they persist.5,10 At the
end of life, however, this pattern may be re-
versed.11 Several studies have found higher
Medicare costs and service use for non-
whites at life’s end.2,12-16 These studies ex-
amineddifferences insociodemographicand
geographic factors as contributors to these
disparities. Shugarman et al14 reported that
in the 2 years before the last year of life,
spending by blacks was significantly lower.
However, in the last year, this deficit
“flipped”; estimated final-year spending was
19% higher for blacks than for whites
(P=.10). They did not study Hispanics.

In analyses restricted to Medicare Part
A (hospital bills) and hospital referral re-
gions (HRRs) with substantial numbers of

blacks, several studies by researchers at
Dartmouth Medical School, Hanover, New
Hampsire, have attributed most of black-
white cost differences to geography: ba-
sically, more blacks live in regions with
high hospital use.2,15 However, even after
geographic differences were controlled
for, costs in the last 6 months of life re-
mained 29% higher for blacks than for
whites.2

To better understand the racial differ-
ences in end-of-life care and to extend
comparisons to Hispanics and other mi-
norities, we constructed a national ran-
dom sample of nearly 160 000 Medicare
decedents, oversampled for nonwhites. We
tallied all Medicare costs (Parts A and B)
in the final 6 months of life and quanti-
fied the effects on racial and ethnic cost
differences of a range of factors, includ-
ing age, sex, preexisting comorbidities
(from the penultimate 6 months), cause
of death, geography, and socioeconomic
indicators, as well as markers for conser-
vative or aggressive use of end-of-life in-
terventions (eg, hospice, intensive care unit
[ICU], or ventilator use).
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METHODS

DATA SOURCE

Among the 1.76 million Medicare beneficiaries aged 66 or older
who died in 2001, we selected 241 655, including random
samples of 85 000 each for blacks and whites and for all His-
panic (approximately 30 000) and other minority (approxi-
mately 42 000) decedents. To ensure complete health and health
care records, we required enrollment in “traditional” fee-for-
service Medicare, for which services were individually billed
throughout 2000, with both Medicare Parts A and B entitle-
ment (for inpatient and ambulatory care) continuously for 12
months preceding death, as well as a positive match in the Na-
tional Death Index. We excluded beneficiaries in the end-
stage renal disease program and those residing in Puerto Rico
or other nonmainland territories, because care for these groups
is administered quite differently than for others in Medicare.
After these exclusions, there were 158 780 decedents in the ana-
lytic sample. The proportions excluded among Hispanics (55%)
and others (47%) were much higher than among whites (24%)
and blacks (32%), principally owing to the exclusion of resi-
dents of Puerto Rico, to the high rates of non–National Death
Index match for Hispanic decedents, and to the higher rates of
Part B coverage among whites.

OUTCOMES

Our primary outcome is total Medicare-covered health care ex-
penditures at the end of life: specifically, in the 180 days (6
months) preceding death. For each beneficiary, we added Medi-
care-allowed payments for all covered services, including hos-
pital and skilled nursing facility care, hospice and home health
services, physician services, and durable medical equipment pur-
chases. We also examined intermediate outcomes, such as total
costs by type of service, and any use of hospice or selected life-
sustaining procedures, such as ventilators.11

OTHER VARIABLES

Covariates included age, sex, race, total morbidity burden in
the penultimate 6 months of life, geographic location, and
socioeconomic status, as well as direct concurrent contribu-
tors to, or proximate causes of, final 6-month costs, such as
cause of death, hospice use, and receipt of specific, intensive
life-sustaining procedures. Age, sex, and race were obtained
from Medicare’s denominator file, using its racial/ethnic cat-
egories of white, black, and Hispanic, grouping everyone else
into “other,” which included Asian (37%), North American
Natives (8%), other (32%), and unknown (33%). Socioeco-
nomic status was proxied by (1) median income of the
patient’s zip code of residence, and (2) whether the patient
received Medicaid assistance (buy-in) to pay Medicare Part B
premiums. Morbidity burden was summarized using (1) the
Charlson comorbidity score and (2) a Diagnostic Cost Group
prospective relative risk score (DxCG version 6.1 for SAS
Windows). Each score was based on International Classifica-
tion of Diseases, Ninth Revision, Clinical Modification (ICD-9-
CM), diagnoses recorded during the 6 months preceding the
last 6 months of life.17,18 The Charlson score assigns points to
19 disease conditions; scores in these data range from 0 to 37.
The DxCG software organizes all ICD-9-CM codes into 184
“condition categories” and summarizes their expected impact
on future expenditures via a relative risk score (RRS); an RRS
of 1.00 refers to average expected next-year expenditures
among all Medicare beneficiaries (not just decedents)
observed for 1 year. Because the choice of morbidity measure

did not affect estimates of racial/ethnic differences, we report
analyses using only the more predictive RRS.

To see the effect of aggressive end-of-life care on differ-
ences in expenditures, we used surgical procedure codes and
other markers in the Medicare inpatient file during the last 6
months to identify decedents with any (nonpsychiatric) ICU
admission, and each of 10 intensive life-sustaining interven-
tions: cardiac catheterization, implantation of a cardiac assis-
tance device, pulmonary artery wedge monitoring, cardiopul-
monary resuscitation or cardiac conversion, gastrostomy, blood
transfusions, dialysis, and use of mechanical ventilators, intra-
venous antibiotics, and cancer chemotherapies.13 We identi-
fied these procedures using the clinical classifications soft-
ware (CCS) of the Agency for Healthcare Research and Quality,
excluding carotid sinus stimulation (code 99.64); finally, we
identified chemotherapy use from diagnoses and procedures,
as described elsewhere.19

We examined differences in expected costs by where
decedents had lived, in 3 ways. First, we classified the county
of residence descriptively, using Beale rural-urban continuum
codes to distinguish “metropolitan counties by size and non-
metropolitan counties by degree of urbanization and proxim-
ity to metropolitan areas.”20 We also mapped the zip code of
residence into Dartmouth Atlas–based HRRs and hospital ser-
vice areas (HSAs). The 306 HRRs are aggregations of more than
3000 HSAs that distinguish geographic regions whose resi-
dents access the same hospital(s) and physicians.21 We rely prin-
cipally on models that use HSA (as so-called fixed effects in-
dicators), because each HSA defines a small geographic cluster
of persons who typically rely on the same hospital systems. In
a sensitivity analysis, we quantify the modest differences asso-
ciated with coding place of residence by county, HRR, or HSA.

ANALYSIS

We used STATA version 9.2 for all analyses, which are weighted
to adjust for oversampling of nonwhites.22 We summarized out-
come and covariate variables for all Medicare decedents and
compared them by race and ethnic group (using �2 and analy-
sis of variance to test for differences). We used regression to
estimate differences by race/ethnicity in total end-of-life ex-
penditures after accounting for differences in covariates. Mod-
els successively added covariate sets: age and sex only (model
B); underlying cause of death determined from death certifi-
cates and morbidity (using RRSs) in the 6 months before the
final 6 months (model C); geography (using HSAs, model D);
socioeconomic status (model E); hospice use (model F); and
use of the ICU and 10 intensive procedures during the end-of-
life period itself (model G). The order in which explanatory
variables are added affects the size of the contribution attrib-
uted to each. We first adjusted for pure patient characteristics
(age, sex, and medical problems) and then for geographic and
socioeconomic indicators. We included geography early in the
sequence to focus on differences by race among (otherwise simi-
lar) persons who face the same health care delivery systems.23

Finally, we examined differences in the use of specific ser-
vices only after all these factors that might otherwise con-
found associations between race and procedure use had been
accounted for. For example, to the extent that nonwhites use
more aggressive interventions because they have the same
utilization patterns as their white neighbors, we wanted that
to be attributed to geography. By entering utilization vari-
ables last, the estimated effects focus exclusively on cost dif-
ferences that arise because nonwhites have different utiliza-
tion patterns than their neighbors. We also explored the
effect of sequencing on the apparent importance of different
sets of variables.
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Because of large sample sizes, racial/ethnic differences are
almost always statistically significant at the P� .05 level. There-
fore, we only explicitly remark on it when race and ethnic dif-
ferences are not significant.

RESULTS

Among the 158 780 decedents, blacks and Hispanics were
younger than whites and more often lived in metropoli-
tan areas with a population of more than 1 million
(Table 1). The cause of death was similar across racial
groups. However, the site of death differed, with blacks
and Hispanics dying more often than whites in hospi-
tals and less often in nursing homes.

DO EXPENDITURES DIFFER BY RACE
AND ETHNICITY?

Black and Hispanic decedents have significantly higher
end-of-life Medicare Parts A and B expenditures than
whites (Table 2). White decedents average $20 166 in
the last 6 months of life; blacks, $26 704 (32% more);
and Hispanics, $31 702 (57% more). These racial dis-
parities persist within strata defined by age, sex, morbidity-
burden level, and cause and site of death. End-of-life ex-
penditures for blacks are significantly higher than for
whites in almost every state (Figure 1) and in cities as
well as rural areas (Table 2). Interestingly, several south-
eastern states have both the lowest overall spending and

Table 1. Characteristics of 2001 Medicare Decedents Within Racial/Ethnic Groupsa

Characteristic
Whites

(n=64 819)
Blacks

(n=58 182)
Hispanics

(n=13 634)
Other Minorities

(n=22 145)
All

(N=158 780)

Women, age, y, %
66-74 9 13 12 10 10
75-84 21 21 23 17 21
�85 26 22 18 29 26

Men, age, y, %
66-74 11 16 16 12 12
75-84 19 18 23 17 19
�85 13 10 9 15 12

Age, mean (SD), y 81.8 (8.0) 80.2 (8.4) 79.7 (7.3) 82.3 (8.5) 81.7 (8.0)
DCG prospective risk score �3, %b 14 18 21 16 14
DCG score, mean (SD) 1.7 (1.3) 1.7 (1.3) 1.8 (1.5) 1.8 (1.6) 1.8 (1.5)
Cause of death, %

Heart disease 36 37 36 34 36
Cancer 22 23 20 21 22
Stroke and brain diseases 13 11 11 13 13
Chronic obstructive pulmonary disease 6 4 4 5 6
Pneumonia and influenza 3 4 6 3 3
Diabetes 3 3 4 4 3
Chronic liver disease and cirrhosis 0.5 0.3 1.7 0.6 0.5
Injuries, homicide, or suicide 2 2 2 3 2
Other 15 17 15 16 15

Site of death, %
Hospital 38 46 52 45 39
Nursing home 31 21 17 25 31
Residence 21 19 20 19 21
Other 10 14 11 11 10

Urbanicity, county of residence, %c

Metropolitan �1 million 40 54 57 52 42
Metropolitan 250 000 to 1 million 21 17 23 21 21
Town �250 000 12 9 9 7 12
Nonmetropolitan, including rural 26 19 11 18 26

Median income quartile, residence zip code, %
Lowest 10 38 33 15 12
Second lowest 26 27 26 21 26
Third lowest 30 21 23 26 30
Highest 34 14 18 39 33

Medicaid buy-in, %
No 80 51 32 52 77
Yes 20 49 68 48 23

Hospice use, %
No 74 80 77 80 74
Yes 26 20 23 20 26

aThe All column lists the rates for all Medicare decedents (in 2001), obtained by adjusting for the stratified sampling. The similarity of each measure across
racial and ethnic cohorts was rejected (P� .05).

bA measure of total morbidity burden based on diagnoses in the billing data during the 6 months that precede the last 6 months of life and quantified using the
Diagnostic Cost Group (DCG) prospective relative risk score.

cAs indicated by the Beale urbanization score applied to county of residence in 2001.
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the smallest black-white differences in cost; cost dispari-
ties were largest in urban areas, where more minorities
live and end-of-life costs are also high for whites. Spe-
cifically, the average end-of-life expenditures in the larg-
est metropolitan areas are $24 700 for all races; in areas
with population numbering 250 000 to 1 million, they
are $18 700; and in rural areas, they are $17 100. Fi-
nally, these racial and ethnic cost differences occur in each
of the last 6 months of life (Figure 2).

HOW MUCH OF THE RACIAL AND ETHNIC
COST DISPARITY IS ACCOUNTED FOR BY

DIFFERENCES IN DEMOGRAPHICS, MORBIDITY,
GEOGRAPHY, AND SOCIOECONOMIC FACTORS?

In Table 3, we quantify the importance of various fac-
tors on these raw cost differences by sequentially con-
trolling first for demographic, health, and geographic vari-
ables. Model A shows the raw differences in costs for the

Table 2. Medicare Expenditures in the Last 6 Months of Life by Decedent Characteristics and Racial/Ethnic Groupa

Characteristic

Mean Expenses, �$1000

Whites Blacks Hispanics
Other

Minorities All

All 20.2 26.7 31.7 25.5 20.7

Women, age, y
66-74 26.7 32.9 38.0 32.8 27.3
75-84 21.8 28.5 34.9 28.6 22.3
�85 14.3 22.5 25.0 17.5 14.8

Men, age, y
66-74 24.4 27.5 33.2 31.6 24.9
75-84 22.6 26.3 31.1 30.6 23.0
�85 17.2 23.5 27.4 22.0 17.6

Diagnostic Cost Group score category
�1.0 17.2 20.5 26.1 21.0 17.5
1.0-3.0 19.6 26.8 30.9 24.1 20.1
�3.0 29.7 39.9 42.7 39.6 30.7

Cause of death
Heart disease 17.9 23.2 29.0 22.7 18.3
Cancer 23.8 27.5 32.3 29.3 24.2
Stroke and brain diseases 14.7 24.1 26.0 20.5 15.3
Chronic obstructive pulmonary

disease
23.5 32.7 38.7 30.2 23.9

Pneumonia and influenza 20.2 27.9 32.4 27.7 21.3
Diabetes 22.3 35.9 38.9 33.1 23.3
Chronic liver disease and cirrhosis 23.9 25.5 28.2 28.0 24.2
Injuries, homicide, or suicide 18.5 24.5 22.3 22.0 18.9
Other 23.1 32.0 39.0 27.1 23.8

Site of death
Hospital 28.0 34.8 40.4 35.7 28.7
Nursing home 15.8 24.6 27.8 18.7 16.2
Residence 14.9 15.7 19.1 15.4 15.0
Other 14.8 17.8 19.9 16.5 15.0

Urbanicity, county of residence
Metropolitan �1 million 23.8 31.7 36.7 31.7 24.7
Metropolitan 250 000 to 1 million 18.4 21.9 28.4 20.0 18.7
Town �250 000 17.9 21.1 22.6 18.0 18.0
Nonmetropolitan, including rural 17.0 19.8 20.4 17.1 17.1

Income quartile, residence zip code
median income

Lowest 20.4 27.9 34.1 27.0 22.0
Second lowest 18.9 25.2 28.7 23.1 19.4
Third lowest 19.2 25.7 32.1 24.9 19.6
Highest 21.9 27.9 31.1 26.5 22.2

Medicaid buy-in
No 20.7 27.0 27.7 22.1 21.0
Yes 17.9 26.4 33.6 29.2 19.7

Hospice use
No 19.8 26.9 32.9 26.0 20.5
Yes 21.1 25.9 27.7 23.3 21.3

aThe All column lists the rates for all Medicare decedents (in 2001), obtained by adjusting for stratified sampling. The similarity of each measure across racial
and ethnic cohorts was rejected (P� .05).
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last 6 months of life among the racial and ethnic groups.
Blacks’ costs are $6538 higher than whites’ costs; His-
panics’ costs are $11 536 higher, and other minorities’
costs are $5307 higher.

Model B controls for age and sex. These 2 factors re-
duce the cost differences between blacks and Hispanics
and whites by about 10%. Model C also controls for mor-
bidity burden and cause of death and reduces these dif-
ferences by another 7% to 9%, with nearly all of the re-
duction attributable to morbidity burden. Using the
Charlson index instead of the DCG morbidity measure
produced very similar reductions.

Additionally accounting for place of residence by in-
cluding HSAs in model D brings unexplained extra costs
down to only $2924 for blacks (together eliminating 55%
of the raw difference for blacks), $3705 (eliminating 68%
of the raw difference) for Hispanics, and $2103 (elimi-
nating 60%) for decedents of other races. Using either
HRR or county as the geographic unit instead of HSA in
model D yields similar findings. Adding socioeconomic
indicators (zip code, median income, and Medicaid buy-
in) yields very modest further reductions in cost differ-
ences by race and ethnicity (model E). In total, between
55% and 68% of the raw differences in end-of-life ex-
penditures between whites and the other 3 groups are
accounted for by differences in demographics, morbid-
ity, geography, and socioeconomic indicators, with ge-
ography contributing the largest part.

HOW MUCH OF THE REMAINING COST
DISPARITY IS ACCOUNTED FOR BY SPECIFIC

END-OF-LIFE INTERVENTIONS?

Most of the remaining racial and ethnic differences in end-
of-life costs can be attributed to differences in the use of
hospital-based, life-sustaining interventions (Table 4).
Blacks and Hispanics are significantly more likely to be
admitted to the ICU (32.5% for blacks, 39.6% for His-
panics, and 27.0% for whites). Minorities also receive sig-
nificantly more intensive procedures, such as resuscita-
tion and cardiac conversion (4.4% of blacks, 4.0% of
Hispanics, and 2.7% of whites), mechanical ventilation
(18.0% blacks, 21.0% Hispanics, and 11.6% whites), and
gastrostomy for artificial nutrition (10.5% blacks, 9.1%
Hispanics, and 4.1% whites). In contrast, whites are
slightly more likely to receive inpatient cancer chemo-
therapy (7.9%) than either blacks (7.6%) or Hispanics
(7.4%) and are more likely than blacks, but not Hispan-
ics, to receive cardiac catheterization, cardiac balloon
assistance devices, and pulmonary artery pressure
measurements.5,9

Hospice is used more frequently by whites (26%) than
blacks (20%) or Hispanics (23%) and is associated with
an average reduction in end-of-life expenditures of $784
per beneficiary overall (model F, Table 3). However, dif-
ferential hospice use has essentially no effect on racial
and ethnic differences in end-of-life costs (model F).

Finally, controlling for the use of all 10 life-
sustaining interventions, such as ICU admissions, ven-
tilators, and gastrostomies (model G), eliminates more
than half of the remaining differences between whites and
each of the other groups (Table 3). Of the original $6538

excess cost for black over white decedents, only $997
(15%) remains after this final adjustment, while for His-
panics, only $1902 (16%) of the original $11 536 in ex-
cess costs over whites remains “unexplained.” Most of
the life-sustaining interventions are associated with strik-
ingly higher total costs. For example, among otherwise
similar persons, those who use the ICU cost $12 000 more
than those who do not; the use of gastrostomy adds
$22 800, and mechanical ventilation adds $15 200.

COMMENT

This study of nearly 160 000 Medicare decedents and their
total Medicare (Parts A and B) costs in the last 6 months
of life shows substantial differences by race and ethnic-
ity. While there are differences in the magnitude of their
cost differences with whites, all 3 groups of nonwhite de-
cedents are similar to whites in their causes of death, but
they incur substantially higher Medicare expenditures.
In each group, before differences in specific services used
are considered, the largest part (between 38% and 58%
across the 3 nonwhite groups) of the total excess cost over
whites is explained by geography. After all other factors
are controlled for, the use of aggressive end-of-life in-
terventions, such as ICU care, ventilators, and gastros-
tomies, accounts for between 21% and 33% of the dif-
ference in total end-of-life costs. Differences in hospice
use contribute little to racial and ethnic differences in total
end-of-life costs, both because estimated savings from hos-
pice are small (less than $800) and because differences
in use by race are modest (20% for blacks, 23% for His-
panics, and 26% for whites).

Using a large and nationally representative sample that
linked Medicare data with cause-of-death data from the
National Death Index, this study confirms and extends
findings regarding black-white differences in costs at the
end of life. Raw costs of health care in the last 6 months
of life are 32% higher for black Medicare beneficiaries
than those for white decedents. Our findings contrast with
those of numerous non–end-of-life studies in which mi-
norities received fewer services and especially fewer tech-
nologically intensive interventions.1-10 Medicare expen-
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Figure 1. Comparison of black and white average Medicare expenditures
6 months before death, by state. Only the 24 states with at least 400 sample
sizes for each racial cohort are plotted.
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ditures for Hispanics were even higher: fully 57% higher
than for whites.

Because racial and ethnic differences in cause of death
are minimal, they do not contribute to racial differences
in end-of-life costs. However, geography is very impor-
tant, whether measured as HRR, HSA, or county of resi-
dence. Blacks and Hispanics are far more likely than whites
to live in large urban areas, where medical care in gen-
eral, and end-of-life care in particular, is more expen-
sive than in smaller cities and rural areas. In part, Medi-
care costs for black and Hispanic decedents are higher
because more of them live and die in higher-cost loca-
tions. However, even within the same geographic loca-
tions, black and Hispanic decedents have notably higher
end-of-life Medicare costs than their white neighbors. In
contrast to previous studies, our method of using indi-
cators for each geographic unit instead of area-level mea-
sures, such as county hospital beds and physician sup-
ply, adjusts not only for measured geographical factors
related to variations in practice patterns but also for un-
known, and therefore unmeasured, factors.2,23

Despite the cumulative importance of age, sex, cause of
death, geography, morbidity burden, and socioeconomic
status on decedent costs, 45% of the excess costs for blacks
and 32% of the excess costs for Hispanics are not ex-
plained by these factors. Most of this residual difference is
accounted for by more end-of-life ICU admissions and life-
sustaining interventions for nonwhites. Black Medicare de-
cedents are significantly more likely to receive resuscita-
tion, mechanical ventilation, and gastrostomy for artificial
feedings than are white decedents, even when they reside
in the same HSA or county.11 Hispanics are even more likely
than blacks to receive ICU care, mechanical ventilation, di-
alysis, and cardiac catheterization.

While black, Hispanic, and other minority decedents
receive more intensive life-sustaining interventions at the
end of life, blacks receive less cancer chemotherapy, car-

diac catheterization, and other aggressive cardiac inter-
ventions, such as balloon assistance devices, than whites.
The lower level of cardiac and oncologic interventions
for blacks may be because such interventions require ac-
cess to subspecialists—oncologists and cardiologists—
with whom blacks may have fewer prior relationships.
It is not clear why the same is not true for Hispanics. In-
deed, why blacks, Hispanics, and other minorities re-
ceive so much more of many intensive, life-sustaining in-
terventions now emerges as an important area for further
research.

Differences in the use of aggressive end-of-life inter-
ventions may reflect patient preferences.24-26 Some stud-
ies have found minorities to be (1) more reluctant than
whites to have do-not-resuscitate orders, (2) more likely
to prefer life-sustaining treatments at the end-of-life, and
(3) less likely to use hospice.27-35 Such differences in pref-
erences and use of high-technology interventions at the
end of life are in contrast with other life stages, in which
whites get more intensive interventions.10 Even if such
racial preferences are real, they are not a “first cause”;
they raise important policy issues.

Are health care resources for nonwhites misallocated
over a lifetime, with racial and ethnic minorities receiv-
ing fewer life-extending and life-enhancing interven-
tions than whites throughout their lives1-10 but more at
the end, when there is less opportunity to improve the
quantity and quality of life? Perhaps the use of aggres-
sive, hospital-based interventions at the end of life is a
well-considered preference. However, even if such in-
terventions are a choice, the decision to use them may
stem less from settled views than from distrust of the medi-
cal care system or from economic constraints.10 Non-
whites who receive timely, effective care throughout their
lives may find it easier to reject cardiac resuscitation, me-
chanical ventilation, and artificial nutrition at the end.36,37

We also know that blacks receive lower-quality primary
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Figure 2. Thirty-day Medicare expenditures for 2001 decedents, by months before death.
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care38,39 and fewer preventive services than whites.38-40 Per-
haps not having a usual source of care and an estab-
lished relationship with a physician does not allow for
an expression of preferences for less intensive treat-
ments at the end of life. Indeed, we found in this Medi-
care population that more primary care visits just be-
fore the last 6 months of life are associated with lower
costs and less hospital use at the end of life.41

This study has limitations. First, the Medicare claims
files contain few clinical descriptors. The findings may
not generalize to Medicare managed care, to patients with-
out Medicare coverage, or to patients who do not self-

identify as black or Hispanic. Previous work has indi-
cated that sensitivity of Medicare data in identifying
minorities is good for blacks but less so for Hispanics.42

But specificity (the proportion of identified minorities cor-
rectly classified) is high for both. The Hispanic effect that
we found on end-of-life costs pertains directly only to
mainland Hispanics identified as such in Medicare’s da-
tabase. Percentage reductions in racial and ethnic ex-
penditure differences attributed to individual covariates
are only rough guides to their relative importance, es-
pecially because how a variable affects a model depends
on what other factors have previously been accounted

Table 3. Models Examining Racial/Ethnic Differences in Total Medicare Expenditures Per Capita in the Last 6 Months of Lifea

Variable
Model A,
Race Only

Model B,
A �

Age and Sex

Model C,
B � Cause of

Death �
Illness Burden

Model D,
C � HSA

Effect
Model E,
D � SES

Model F,
E � Hospice

Model G,
F � Medical
Interventions

Reference, constant 20 166 14 462 4901 6178 6243 6455 2488
Race

White 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference]
Black 6538 5840 5395 2924 3068 3031 997
Hispanic 11 536 10 504 9524 3705 4282 4278 1902
Other 5307 5613 5203 2103 2477 2454 717

Women, age, y
66-74 12 258 11 427 11 777 11 640 11 607 4156
75-84 7438 6922 6973 6839 6813 2075
�85 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference]

Men, age, y
66-74 9690 9358 9865 9543 9478 2716
75-84 7959 7115 7538 7177 7131 1691
�85 2783 1687 2022 1717 1695 −231*

Cause of death
Stroke and brain diseases 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference]
Heart disease 1915 1051 941 856 110*
Cancer, all 5333 4790 4555 4797 4178
Chronic obstructive pulmonary disease 5586 5345 5294 5278 4135
Pneumonia and influenza 1048 1203 1182 1110 1145
Diabetes 7891 6937 6943 6814 3494
Chronic liver disease and cirrhosis 4021 3541 3443 3531 2683
Unintentional injuries, homicide, suicide, etc 3371 3489 3310 3176 1585
Other 7503 7292 7269 7213 4264

DCG risk score 3731 3327 3393 3410 2907
Geography, HSA
Income quartile, residence zip code

median income
Lowest 1851 1831 772
Second lowest 997 982 251*
Third lowest 171* 162* −287*
Highest 1 [Reference] 1 [Reference] 1 [Reference]

Medicaid buy-in −1963 −1984 −616
Enrolled for hospice in last 6 mo −784 3470
End-of-life interventions

ICU 12 094
Resuscitation, cardiac conversion −5501
Ventilation 15 208
Gastrostomy 22 827
Vascular transfusion 11 023
Dialysis 13 072
Chemotherapy 7039
Cardiac catheterization 20 377
Cadiac assistance device 7470
PAP, wedge 2927
Antibiotic 12 360

Abbreviations: DCG, Diagnostic Cost Group; HSA, hospital service area; ICU, intensive care unit; PAP, pulmonary artery pressure; SES, socioeconomic status.
aAll coefficients are significant at P� .05 except values with an asterisk.
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for. Nonetheless, the primacy of “geography” and “ag-
gressive interventions” in accounting for differences in
end-of-life costs is a robust finding. Medicare expendi-
tures do not capture all health care expenditures, espe-
cially pharmaceuticals and long-term nursing home costs,
which may displace some hospital care. Medicare data
also do not capture the resources expended by private
or government supplemental insurers or financial or in-
kind support from families.43 Importantly, we had no di-
rect data on patient preferences for the various interven-
tions at the end of life. While the models control for most
other variables known to influence medical service use—
age, sex, race, geography, cause of death, and morbidity
burden—patient preference, overt or covert racism in how
the same providers treat patients, and differences in which
providers and systems of care are accessed might all con-
tribute to these differences in health care system use at
the end of life.

In conclusion, blacks and Hispanics die of similar
causes, but the costs involved in their last 6 months of
life are substantially higher than those of whites. Al-
though 40% to 60% of these excess differences are asso-
ciated with geography, ie, living in high–medical-
expenditure areas, substantial differences remain, even
after adjustment for many patient characteristics in ad-
dition to geographic variables. Strikingly higher rates of
use of intensive end-of-life treatments such as ICU and
ventilators account for most of these residual differ-
ences. Therefore, at life’s end, minorities often receive
more expensive but not necessarily life-enhancing care.
It is unclear how much of this was actively sought, or
the extent to which racial and ethnic differences are prin-
cipally driven by how choices are presented or how they
are “heard.” These would be fruitful questions for fu-
ture research.
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Perceived Racial Discrimination in Health Care:
A Comparison of Veterans Affairs and Other Patients
Leslie R.M. Hausmann, PhD, Kwonho Jeong, BA, James E. Bost, PhD, Nancy R. Kressin, PhD, and Said A. Ibrahim, MD, MPH

Amidst national efforts to understand and
eliminate pervasive racial and ethnic health
disparities,1,2 research has documented the del-
eterious effects of perceived racial or ethnic
discrimination on the health of patients. There is
strong and consistent evidence that patients who
perceive racial or ethnic discrimination are at
greater risk for poor health, as defined by a host
of health outcomes (e.g., mortality, depression,
self-assessed health status) and health-related
behaviors (e.g., smoking, substance abuse).1–7

Moreover, racial or ethnic discrimination that
occurs specifically within health care settings is
associated with poorer health status, lower pa-
tient satisfaction with care, and, in some cases,
less health care utilization.3,8–15

To support the development of targeted
interventions to reduce instances of discrimi-
nation and minimize the negative consequences
of perceived discrimination for those most at
risk, it is necessary to identify vulnerable patient
populations or health care settings in which
patients are more likely to perceive discrimina-
tion. A higher prevalence of perceived racial
discrimination in health care settings has al-
ready been found in some patient populations,
such as racial/ethnic minorities and those who
have limited economic resources.3,12,16–19

We examined rates of perceived discrimina-
tion for another patient population: military
veterans. Veterans are a minority population
(about 10% of US adults20) with unique
health care needs.Notonly do those serving in the
military face substantial physical and psycholog-
ical challenges that put their health at risk, but
those who have served also become part of a
culture of veterans that can shape the way they
interact with the health care system.21–23 One
way to gauge whether the health care system
adequately adapts to the needs of this patient
population is to compare reports of perceived
discrimination in health care among veterans and
nonveterans.

We also compared the prevalence of per-
ceived racial discrimination in health care

among veterans who received health care
from the Veterans Affairs (VA) health care
system with veterans who received care out-
side of this system. Unique features of the VA
health care system make it an interesting
setting in which to examine rates of perceived
discrimination. The VA patient population
includes a disproportionate number of pa-
tients who belong to racial and socioeconomic
groups that are at increased risk of experi-
encing discrimination.24,25 This might suggest
that perceived racial discrimination would be
more prevalent among VA patients than among
others. However, the VA has undertaken sub-
stantial efforts in recent years to improve its
delivery of health care, including addressing
potential racial/ethnic disparities in care.26–28

These changes have yielded extraordinary im-
provements across a variety of quality indica-
tors,29 making the VA a model health care
system both nationally and internationally.30–32

These developments might suggest that patients
in the VA health care system would be less likely
than would other patients to perceive racial
discrimination. We explored potential differ-
ences in perceived racial discrimination among

VA and other patient populations with data from
a national survey.

METHODS

We used data from the Behavioral Risk
Factor Surveillance System (BRFSS), a national
telephone survey conducted annually to mon-
itor health conditions and risk behaviors of
US adults.33 It uses state-level sampling plans
and data weights to obtain a sample that repre-
sents the population of households with tele-
phones within each state. Complete BRFSS
data files are publicly available on the BRFSS
Web site.33 We analyzed 2004 BRFSS data from
the District of Columbia and states (Arkansas,
Colorado, Delaware, Mississippi, Rhode Island,
South Carolina, andWisconsin) that administered
the optional Reactions to Race module, which
included a question about whether respondents
perceived racial discrimination while seeking
health care in the past 12 months.

Measures

The outcome of interest was perceived
racial discrimination in health care, which

Objectives. We compared rates of perceived racial discrimination in health

care settings for veteran and nonveteran patients and for veterans who used the

Veterans Affairs health care system and those who did not.

Methods. Data were drawn from the 2004 Behavioral Risk Factor Surveillance

System. We used logistic regression to examine whether perceived racial dis-

crimination in health care was associated with veteran status or use of Veterans

Affairs health care, after adjusting for patient characteristics.

Results. In this sample of 35902 people, rates of perceived discrimination were

equal for veterans and nonveterans (3.4% and 3.5%, respectively; crude odds ratio

[OR]=1.00; 95% confidence interval [CI]=0.77, 1.28; adjusted OR=0.92; 95% CI=0.66,

1.28). Among veterans (n=3420), perceived discrimination was more prevalent

among patients who used Veterans Affairs facilities than among those who did not

(5.4% vs 2.7%; OR=2.08; 95% CI=1.04, 4.18). However, this difference was not

significant afteradjustment for patientcharacteristics (OR=1.30; 95% CI=0.54, 3.13).

Conclusions. Perceived racial discrimination in health care was equally prev-

alent among veterans and nonveterans and among veterans who used the

Veterans Affairs health care system and those who did not. (Am J Public Health.

2009;99:XXX–XXX. doi:10.2105/AJPH.2008.150730)
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was assessed with the following item:
‘‘Within the past 12 months when seeking
health care, do you feel your experiences
were worse than, the same as, or better than
for people of other races?’’ Possible responses
were worse than other races; the same as
other races; better than other races; worse than
some races, better than others; and only en-
countered people of the same race. We excluded
the latter 2 responses from our analyses be-
cause relatively few people chose these re-
sponses (0.3% each) and they did not unam-
biguously indicate the presence or absence of
discrimination. ‘‘Worse than other races’’ re-
sponses were coded as having experienced
discrimination. Responses of ‘‘the same as other
races’’ and ‘‘better than other races’’ were
coded as not having experienced discrimination.

Theprimary predictorswere veteran status and
whether veteran respondents used VA medical
facilities in the past12 months. Veteran status was
assessed with the yes or no item, ‘‘Have you ever
served on active duty in the United States Armed
Forces, either in the regular military or in a
National Guard or military reserve unit?’’ Re-
spondents who answered yes were asked whether
they were currently on active duty or in a National
Guard or reserve unit, retired from military ser-
vice,medicallydischarged frommilitary service, or
discharged from military service. To assess VA
health careutilization, veterans were asked, ‘‘In the
last12 months have you received some or all of
your health care from VA facilities?’’ Possible
answers were yes, all; yes, some; and no VA health
care received. Analyses of VA health care utiliza-
tion included the subsample of veteran patients
who reported receiving all or noneof theirmedical
care from VA facilities; those who received some
care from the VA (n=422) were excluded be-
cause we could not determine whether health care
discrimination reportedby thesepatientsoccurred
in VA or non-VA settings. Respondents who were
on active duty or in a National Guard or reserve
unit were also excluded from these analyses
because they were not eligible to receive health
care at VA medical facilities.

The following patient variables served as
covariates in multivariable models: self-
reported racial/ethnic group, racial salience
(how often respondents thought about their
race), gender, age, annual household income,
highest educational attainment, health care cov-
erage, affordability of medical care, health status,

TABLE 1—Sample Characteristics of Veterans and Nonveterans: Behavioral Risk Factor

Surveillance System, 2004

Veterans, % Nonveterans, % P

Race/ethnicity <.001

White 84.5 79.3

Hispanic 3.1 6.4

African American 12.4 14.3

Racial saliencea .45

£ 1/mo 82.3 81.8

1/wk 7.1 6.8

‡ 1/d 10.5 11.4

Gender <.001

Women 6.9 59.4

Men 93.1 40.6

Age, y <.001

18–24 4.5 15.4

25–34 9.3 19.4

35–44 13.9 21.2

45–54 17.2 19.2

55–64 22.6 11.3

‡ 65 32.5 13.5

Income, $ <.001

< 15 000 6.2 11.3

15 000–24 999 16.1 18.2

25 000–34 999 15.5 15.0

35 000–49 999 20.6 17.1

> 50 000 41.6 38.5

Education <.001

< High school 6.2 11.6

High school graduate 31.2 32.6

Some college 29.1 25.6

College degree 33.5 30.2

Health care coverage <.001

Yes 90.8 84.1

No 9.2 15.9

Cost of medical care

prohibitive in past 12 mo

<.001

No 91.3 86.0

Yes 8.7 14.0

Health status <.001

Excellent, very good, or good 82.1 85.0

Fair or poor 17.9 15.0

State <.001

Arkansas 13.0 12.0

Colorado 20.3 20.3

Delaware 4.1 3.7

District of Columbia 2.0 2.8

Mississippi 11.4 12.9

Continued
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and state of residence. Race/ethnicity was cate-
gorized as White, African American, Hispanic,
other (Asian, Native Hawaiian, Pacific Islander,
American Indian, or Alaska Native), or multiple
(more than 1 racial/ethnic group). Other and
multiple racial/ethnic groups were excluded
from the analyses because of the relatively small
size of these groups (3.2% and1.4% of respon-
dents, respectively) and because their heteroge-
neity made drawing conclusions difficult.

Racial salience was included because it has
been shown to be positively associated with
perceptions of racial discrimination.3 It was
assessed by the item, ‘‘How often do you think
about your race?’’ Possible responses were never,
once a year, once a month, once a week, once a
day, once an hour, and constantly. Responses
were collapsed into 3 categories: once a month
or less, once a week, and once a day or more.
Health care coverage was assessed with the yes
or no item, ‘‘Do you have any kind of health care
coverage, including health insurance, prepaid
plans such as HMOs, or government plans such
as Medicare?’’ Affordability of medical care was
assessed with the yes or no item, ‘‘Was there a
time in the past 12 months when you needed
to see a doctor but could not because of the
cost?’’ Self-reported health status was assessed
with the item, ‘‘Would you say that in general
your health is excellent, very good, good, fair, or
poor?’’ Responses were dichotomized into ex-
cellent, very good, or good versus fair or poor.

Statistical Analyses

We summarized respondent characteristics
for veterans and nonveterans and compared
themusing thec2 test.Weused logistic regression
models to estimate the crude association between
veteran status and the prevalence of perceived
racial discrimination, and to estimate the associa-
tion after adjusting for respondent characteristics.

We conducted similar analyses on the sub-
sample of veteran respondents, with VA health

care utilization as the primary predictor. Specif-
ically, we compared respondent characteristics
for those who used VA medical facilities with

those who did not. We then used logistic re-
gression models to estimate the crude and ad-
justed associations between VA utilization and
perceived racial discrimination.

To explore whether the associations be-
tween veteran status or VA utilization and
perceived racial discrimination varied across
racial/ethnic groups, we ran additional
models to test for interactions between race/
ethnicity and veteran status, as well as be-
tween race/ethnicity and VA utilization. These
interactions were not significant and are not
reported here.

TABLE 1—Continued

Rhode Island 4.5 5.1

District of Columbia 22.4 18.2

Wisconsin 22.3 25.0

Note. Percentages were based on weighted data. For veterans, unweighted n = 5 233; weighted n = 2 363 540. For
nonveterans, unweighted n = 30 669; weighted n = 13 502 210.
aDefined as frequency of thoughts about one’s own race.

TABLE 2—Sample Characteristics of Veterans Who Used the Veterans Affairs (VA) Health

Care System and Veterans Who Did Not: Behavioral Risk Factor Surveillance System, 2004

VA Users, % VA Nonusers, % P

Race/ethnicity <.001

White 73.2 87.8

Hispanic 3.9 2.2

African American 22.9 10.0

Racial saliencea .12

£ 1/mo 79.6 83.5

1/wk 6.3 7.0

‡ 1/d 14.1 9.5

Gender .85

Women 6.2 6.4

Men 93.8 93.6

Age, y .02

18–24 2.6 1.6

25–34 4.7 7.8

35–44 10.3 13.8

45–54 23.4 18.4

55–64 30.9 24.8

‡ 65 28.2 33.6

Income, $ <.001

< 15 000 20.4 4.9

15 000–24 999 28.5 14.2

25 000–34 999 20.9 14.2

35 000–49 999 14.4 20.6

> 50 000 15.8 46.2

Education <.001

< High school 11.6 5.7

High school graduate 36.1 30.4

Some college 33.3 27.9

College degree 19.0 36.1

Health care coverage <.001

Yes 81.9 91.5

No 18.1 8.5

Continued
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State was included as a control variable in all
adjusted models. In all analyses, we incorporated
the BRFSS weighting and design variables into
the models with Stata/IC version 10.0 for Win-
dows (StataCorp LP, College Station, TX).

RESULTS

The study sample included 35902 respon-
dents, who represented 15865750 people
when data were weighted to reflect state popu-
lations. Veterans and nonveterans differed sig-
nificantly (P<.001) on almost all background
characteristics (Table 1). For example, veterans
were more likely than were nonveterans to be
White (84.5% versus 79.3%) and male (93.1%
versus 40.6%) and to have health care coverage
(90.8% versus 84.1%). Veterans were also sig-
nificantly older: 32.5% of veterans and 13.5%
of nonveterans were older than 65 years.

Analyses comparing veteran VA health care
users and nonusers included a subsample of
3420 respondents, who represented 1547552
people when data weights were applied (Table
2). VA users and nonusers differed significantly
(P<.04) on the majority of background char-
acteristics. VA users were more likely than
were nonusers to be African American (22.9%
versus 10.0%), Hispanic (3.9% versus 2.2%),
and middle aged (23.4% versus 18.4% were
aged 45–54 years, and 30.9% versus 24.8%

were aged 55–64 years). VA users also dif-
fered significantly from nonusers on several
variables indicative of socioeconomic status.
VA users had lower incomes than did nonusers
(20.4% versus 4.9% had annual incomes be-
low $15000), were less educated (11.6% versus
5.7% did not finish high school), were less
likely to have health care coverage (81.9%
versus 91.5%), and were more likely to report
having to forgo medical care because of cost
(12.0% versus 8.6%). VA users were also more
likely than were nonusers to report fair or poor
health status (37.8% versus 16.1%).

Perceived racial discrimination in health care
was reported by 3.4% of veterans and 3.5%
of nonveterans. This difference was not statis-
tically significant in an unadjusted analysis
(odds ratio [OR]=1.00; 95% confidence inter-
val [CI]=0.77,1.28) or in a multivariable model
that adjusted for respondent characteristics
(OR=0.92; 95% CI=0.66, 1.28; Table 3). In
the adjusted model, higher odds of perceived
discrimination were significantly associated with
African American race, greater racial salience,
male gender, younger age, an annual income of
less than $15000, having a high school diploma,
having to forgo medical care because of cost,
and fair or poor health status (Table 3).

In the veterans subsample, reports of per-
ceived racial discrimination in health care were
significantly more common among VA users

than nonusers (5.4% versus 2.7%; P<.03). In a
model that did not take into account additional
respondent characteristics, veterans who re-
ceived health care from the VA were 2.08 (95%
CI=1.04, 4.18) times as likely to report per-
ceived racial discrimination as veterans who
received health care from non-VA facilities (Ta-
ble 4). After we controlled for respondent char-
acteristics, however, the likelihood of reporting
perceived discrimination was not significantly
different for VA users and nonusers (OR=1.30;
95% CI=0.54, 3.13). In the adjusted analysis,
higher odds of perceived discrimination were
significantly associated with African American
race, greater racial salience (thinking about race
once a day or more), age (25–34 years), an
annual income of less than $15000, and fair or
poor health status (Table 4).

DISCUSSION

We used data from a national survey to ex-
amine whether rates of perceived racial discrim-
ination in health care varied across different
patient populations and health care settings. Spe-
cifically, we compared the prevalence of per-
ceived discrimination among veterans and non-
veterans and among veterans who received care
in VA and non-VA health care systems. We found
that rates of perceived racial discrimination in
health care were low overall and did not differ for
veterans and nonveterans. To our knowledge, this
is the first study to compare rates of perceived
racial discrimination in health care for veterans
and nonveterans. Our findings suggest that, de-
spite the unique experiences and health care
needs of veterans, those who have served in the
military are not more likely to perceive racial
discrimination in health care settings.

We also found that, in the subsample of
veterans who were eligible to receive health
care from VA medical facilities, veterans who
received all of their care in the VA system were
twice as likely to report perceptions of racial
discrimination in the health care setting than
were veterans who received their care outside
of the VA system. This difference, however,
was eliminated after we controlled for differ-
ences in patient characteristics, such as race,
indicators of socioeconomic status, access to
health care, and health status.

Our findings are consistent with 2 previous
studies that found no differences in rates of

TABLE 2—Continued

Cost of medical care prohibitive in past 12 mo .04

No 88.0 91.4

Yes 12.0 8.6

Health status <.001

Excellent, very good, or good 62.2 83.9

Fair or poor 37.8 16.1

State <.001

Arkansas 18.2 11.8

Colorado 14.0 21.5

Delaware 3.5 4.4

District of Columbia 3.4 1.7

Mississippi 15.9 10.4

Rhode Island 4.2 4.5

South Carolina 26.8 21.3

Wisconsin 14.0 24.5

Note. Percentages were based on weighted data. For VA users, unweighted n = 362; weighted n = 140 672. For VA nonusers,
unweighted n = 3 058; weighted n = 1 406 880.
aDefined as frequency of thoughts about one’s own race.
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perceived racial discrimination in health care
between VA users and nonusers.13,34 The issue
of perceived racial discrimination among vet-
erans received national attention when a report
was released in 2007 indicating that more than
50% of African American veterans could recall a
situation in which they experienced discrimina-
tion wherever they received health care services,
in either VA or non-VA facilities.34 Although the
overall rate of perceived discrimination docu-
mented in that study was much higher than in
our study, that report found no differences in
perceived discrimination between veterans who
received care at VA facilities and those who did
not. The earlier report was greatly limited by its
reliance on a small convenience sample of 141
African American veterans within a single geo-
graphic location.

Another study examined the prevalence
of racial discrimination in health care among
patients drawn from university, community,
and VA clinics.13 Although examining the prev-
alence of discrimination across different health
care settings was not the focus of the study,
the authors reported that the prevalence of per-
ceived racial discrimination was not significantly
different among those recruited from VA clinics
than among those from university or community
clinics. That study was limited by its inclusion of
patients from only 3 VA facilities and 2 non-VA
health care systems; it also did not account for the
possibility that patients received care from more
than1health care system.

Our study, which used data from a national
survey and included respondents from
several states, provided more robust evidence
that the prevalence of racial discrimination in
health care settings does not differ between
veterans and nonveterans or between patients
who receive care at VA facilities and those
who do not, once differences in characteristics
of VA users and nonusers are taken into
account. Although we found significantly
higher odds of perceived discrimination among
VA users than among nonusers in unadjusted
analyses, this difference was likely attributable
to the higher prevalence of patient character-
istics that put patients at higher risk of dis-
crimination (e.g., minority race and lower so-
cioeconomic status) among VA users rather
than to systemic differences between VA and
non-VA health care settings that increased the
likelihood of discriminatory experiences. The

TABLE 3—Crude and Adjusted Odds Ratios (ORs) of Perceived Racial Discrimination in

Health Care Among Veterans and Nonveterans: Behavioral Risk Factor Surveillance

System, 2004

Reported Discrimination, % Crude ORa (95% CI) Adjusted ORb (95% CI)

Veteran status

Veteran 3.4 1.00 (0.77, 1.28) 0.92 (0.66, 1.28)

Nonveteran (Ref) 3.5 1.00 1.00

Race/ethnicity

White (Ref) 2.0 1.00 1.00

Hispanic 5.2 2.73 (1.88, 3.98) 1.11 (0.66, 1.85)

African American 10.9 6.02 (5.03, 7.21) 3.27 (2.50, 4.28)

Racial saliencec

£ Once a mo (Ref) 2.4 1.00 1.00

Once a wk 4.2 1.83 (1.36, 2.47) 1.48 (1.03, 2.12)

‡ Once a d 10.6 4.93 (4.06, 5.97) 2.55 (1.96, 3.32)

Gender

Women (Ref) 3.1 1.00 1.00

Men 3.8 1.22 (1.03, 1.44) 1.34 (1.09, 1.66)

Age, y

18–24 3.7 2.30 (1.59, 3.31) 1.69 (1.04 2.75)

25–34 4.1 2.55 (1.86, 3.50) 2.06 (1.35, 3.14)

35–44 3.4 2.08 (1.54, 2.82) 1.81 (1.22, 2.70)

45–54 4.0 2.48 (1.84, 3.32) 2.03 (1.37, 3.01)

55–64 3.5 2.17 (1.59, 2.96) 1.97 (1.33, 2.93)

‡ 65 (Ref) 1.6 1.00 1.00

Income, $

< 15 000 8.9 5.63 (4.30, 7.36) 1.80 (1.21, 2.69)

15 000–24 999 5.7 3.45 (2.64, 4.50) 1.40 (0.99, 1.98)

25 000–34 999 2.8 1.68 (1.23, 2.29) 1.01 (0.69, 1.46)

35 000–49 999 3.0 1.75 (1.28, 2.38) 1.16 (0.82, 1.63)

> 50 000 (Ref) 1.7 1.00 1.00

Education

< High school 5.6 2.81 (2.13, 3.71) 1.12 (0.74, 1.70)

High school graduate 4.6 2.29 (1.83, 2.87) 1.53 (1.15, 2.03)

Some college 3.0 1.46 (1.13, 1.89) 0.99 (0.73, 1.35)

College degree (Ref) 2.1 1.00 1.00

Health care coverage

Yes (Ref) 2.7 1.00 1.00

No 7.9 3.08 (2.56, 3.72) 1.18 (0.92, 1.51)

Cost of medical care prohibitive in past 12 mo

No 2.1 6.32 (5.32, 7.52) 3.64 (2.86, 4.63)

Yes (Ref) 12.2 1.00 1.00

Health status

Excellent, very good, or good (Ref) 2.8 1.00 1.00

Fair or poor 7.6 2.90 (2.45, 3.44) 1.76 (1.39, 2.24)

Note. CI = confidence interval.
aUnadjusted ORs reflect the bivariate associations between perceived discrimination and each variable (weighted
n = 13 374 133).
bAdjusted ORs reflect the association between perceived discrimination and each variable, after adjustment for all the other
variables. State was included as an additional covariate in the adjusted model (weighted n = 11 036 142).
cDefined as frequency of thoughts about one’s own race.
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VA should keep the special nature of its patient
population in mind when seeking to promote
equity and fairness in the health care it pro-
vides for veterans.

Our study had several limitations. Because
only a subset of states administered the Reac-
tions to Race module that we analyzed, our
sample was not representative of the entire US
population. Furthermore, although the study
sample was representative of the states from
which respondents were drawn, it was not
representative of veterans within those states.
The findings may therefore not be generaliz-
able to the entire population of US veterans,
nor was it possible to assess potential nation-
wide geographic differences in perceived dis-
crimination with the available BRFSS data.

Another limitation was that the BRFSS survey
only assessed perceived racial discrimination in
health care. It is possible that other types of
perceived discrimination are more common in VA
than in non-VA settings. For example, 1 study
found that gender discrimination in health care
was more commonly reported among women
recruited from VA facilities than among those
recruited from non-VA facilities.13 It is also possi-
ble that veterans who receive care in non-VA
settings may be more likely to perceive discrim-
ination related to their veteran status than are
those who receive care in the VA, but we could
not examine this possibility within this data set.

Finally, our focus on discrimination in VA and
non-VA settings represented a crude attempt to
examine whether discrimination varied across
different types of health care settings; infor-
mation that would allow a more in-depth ex-
ploration of features of specific settings or
facilities in which discrimination was perceived
most often was not available. Future studies
should examine whether rates of perceived
discrimination are associated with additional
features of health care settings, such as location,
size, or the proportion of racial/ethnic minority
or female providers.

Our study used the best available data to
explore whether rates of perceived racial discrim-
ination in health care varied among veterans and
nonveterans and among veterans treated in VA
and non-VA settings. Our findings of significant
differences in unadjusted rates of perceived dis-
crimination between veterans treated in VA set-
tings and those treated in other settings suggest
that the VA serves a special patient population that

TABLE 4—Crude and Adjusted Odds Ratios (ORs) of Perceived Racial Discrimination in

Health Care Among Veterans Affairs (VA) Health Care System Users and Nonusers:

Behavioral Risk Factor Surveillance System, 2004

Reported Discrimination, % Crude ORa (95% CI) Adjusted ORb (95% CI)

VA health care utilization

VA user 5.4 2.08 (1.04, 4.18) 1.30 (0.54, 3.13)

VA nonuser (Ref) 2.7 1.00 1.00

Race/ethnicity

White (Ref) 1.6 1.00 1.00

Hispanic 3.0 1.93 (0.48, 7.73) 1.43 (0.25, 8.23)

African American 13.0 9.23 (5.26, 16.20) 4.33 (1.70, 11.0)

Racial saliencec

£ Once a mo (Ref) 2.0 1.00 1.00

Once a wk 4.1 2.11 (0.80, 5.56) 1.43 (0.30, 6.67)

‡ Once a d 11.5 6.46 (3.67, 11.39) 2.57 (1.02, 6.49)

Gender

Women (Ref) 3.1 1.00 1.00

Men 3.1 0.98 (0.42, 2.29) 2.10 (0.56, 7.90)

Age, y

18–24 7.3 4.70 (0.59, 37.45) . . .

25–34 6.8 4.31 (1.69, 10.98) 4.21 (1.12, 15.9)

35–44 3.1 1.88 (0.85, 4.18) 1.81 (0.66, 4.96)

45–54 3.3 2.05 (1.02, 4.12) 1.90 (0.72, 4.99)

55–64 3.2 1.96 (1.03, 3.73) 1.93 (0.77, 4.85)

‡ 65 (Ref) 1.7 1.00 1.00

Income, $

< 15 000 9.0 6.40 (2.77, 14.78) 3.55 (1.26, 10.0)

15 000–24 999 4.3 2.93 (1.32, 6.47) 1.33 (0.47, 3.76)

25 000–34 999 3.4 2.28 (1.00, 5.20) 1.81 (0.70, 4.68)

35 000–49 999 2.6 1.71 (0.72, 4.09) 1.21 (0.45, 3.25)

> 50 000 (Ref) 1.5 1.00 1.00

Education

< High school 2.9 1.56 (0.55, 4.44) 0.83 (0.17, 3.96)

High school graduate 4.2 2.33 (1.22, 4.44) 1.83 (0.78, 4.29)

Some college 3.3 1.82 (0.91, 3.65) 1.26 (0.49, 3.24)

College degree (Ref) 1.9 1.00 1.00

Health care coverage

Yes (Ref) 2.6 1.00 1.00

No 8.5 3.55 (1.79, 7.01) 0.85 (0.37, 1.93)

Cost of medical care prohibitive in past 12 mo

No (Ref) 2.4 1.00 1.00

Yes 9.9 4.44 (2.47, 7.99) 1.82 (0.77, 4.33)

Health status

Excellent, very good, or good (Ref) 2.4 1.00 1.00

Fair or poor 6.2 2.64 (1.61, 4.34) 1.66 (0.81, 3.38)

Note. CI = confidence interval. Ellipsis indicates too few respondents with complete data to estimate in adjusted model.
aUnadjusted ORs reflect the bivariate associations between perceived discrimination and each variable (weighted
n = 1 727 967).
bAdjusted ORs reflect the association between perceived discrimination and each variable, after adjustment for all the other
variables. State was included as an additional covariate in the adjusted model (weighted n = 1 293 909).
cDefined as frequency of thoughts about one’s own race.
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may be more vulnerable to experiences of dis-
crimination. However, rates of perceived racial
discrimination among veterans treated in VA
and non-VA settings were similar once differ-
ences in characteristics of the patients served in
these settings were taken into account. This
suggests that the VA is doing as well as other
health careproviders in thewaypatients perceive
they are treated while obtaining health care. j
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A B S T R A C T

Objective: To determine whether or not limited caregiver health literacy is associated with adherence to

a daily multi-vitamin with iron regimen in infants.

Methods: 110 caregiver/infant dyads were enrolled in a prospective study to assess the relationship

between caregiver health literacy and adherence to a daily multi-vitamin with iron regimen for infants.

Households were contacted biweekly over a 3-month period. Adherence was based upon caregiver

report. High adherence, our primary outcome, was defined as the administration of the multi-vitamin

with iron on 5–7 days over the past week.

Results: As measured by the Short Test of Functional Health Literacy in Adults (S-TOFHLA), 18% of

caregivers had limited health literacy skills. Caregivers with limited health literacy skills were more

likely to have higher adherence than caregivers with adequate health literacy, after adjusting for a

number of possible confounding variables (AOR = 2.13; 95% 1.20–3.78).

Conclusion: Caregivers with limited health literacy were twice as likely to report high adherence to a daily

multi-vitamin with iron regimen in infants as caregivers with adequate health literacy in adjusted analysis.

Practice implications: Health literacy may exert a differential influence on adherence depending upon

the complexity of the desired health behavior.

� 2009 Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

Over the past decade, there has been growing interest in the
relationship between literacy and health outcomes. Health literacy
is defined as ‘‘the degree to which individuals have the capacity to
obtain, process, and understand basic health information and
services needed to make appropriate health decisions’’ [1]. Limited
health literacy has been associated with poverty, limited educa-
tion, minority status, immigration, and older age [2]. In a nationally
representative household survey of 19,000 adults, it was estimated
that 36% of the U.S. adult population have limited health literacy
skills [2].

A 2004 report by the Institute of Medicine (IOM) concluded that
adults with limited health literacy have less knowledge of disease
self-management and health-promoting behaviors, report poorer
Abbreviations: GEE, generalized estimating equations; IOM, Institute of Medicine;

S-TOFHLA, Short Test of Functional Health Literacy in Adults.
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E-mail address: lynn.hironaka@bmc.org (L.K. Hironaka).
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doi:10.1016/j.pec.2009.03.016
health status, are less likely to use preventive services, are more
likely to be hospitalized, and have worse health outcomes for
certain chronic conditions [1]. It has been hypothesized that the
relationship between health literacy and medication adherence
may mediate the effect on specific health outcomes. However,
several adult studies assessing the relationship between health
literacy and adherence have produced varied results [3–9]. Some
studies suggest worse adherence among individuals with limited
health literacy [9]; others report no association [7] or even better
adherence [4].

Few studies have assessed the relationship between caregiver
health literacy and child health outcomes. Limited caregiver
literacy skills have been associated with poorer pediatric outcomes
in asthma and diabetes [10,11]; however, few data are available
regarding caregiver health literacy and medication adherence in
children. As part of a larger randomized controlled trial, we had the
opportunity to assess the impact of caregiver health literacy on
adherence to a daily multi-vitamin with iron regimen in infants.

Reducing iron deficiency among vulnerable populations is one
of the objectives of Healthy People 2010 [12], with toddlers being
one of the sub-populations of particular concern. Based upon
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Fig. 1. Flowchart for study enrollment.
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NHANES IV data (1999–2002), the prevalence of iron deficiency
among U.S. children aged 1–3 years is estimated to be 8% [13].
Children in lower socioeconomic and minority groups have
disproportionately high rates of iron deficiency [14], with some
studies reporting rates of almost 20% [15,16]. Iron deficiency
anemia has been associated with lower cognitive test scores in
numerous studies [17,18] and several studies have demonstrated a
persistence of poorer cognitive outcomes at school-age and
adolescence [17,19,20].

Both limited health literacy and iron deficiency are associated
with many of the same risk factors such as poverty, lower parental
education, and minority status [2,17]. Iron deficiency anemia in
infants has been found to be negatively associated with both level
of maternal knowledge of anemia and adherence to iron
supplementation [21]; this provides theoretical support for an
association between caregiver health literacy and adherence to
iron supplementation in infants. This study sought to determine
whether or not limited caregiver health literacy was associated
with adherence to a daily multi-vitamin with iron regimen in
infants. It was hypothesized that infants of caregivers with limited
health literacy skills would demonstrate poorer adherence to a
daily multi-vitamin with iron supplement than infants of
caregivers with adequate health literacy skills.

2. Methods

This study assessed the association between caregiver health
literacy and adherence to a daily multi-vitamin with iron regimen
in infants as part of a randomized controlled trial designed to
compare levels of adherence among two different multi-vitamin
with iron formulations. Adherence was based upon caregiver
report and was collected bi-weekly over a 3-month study period.
At each follow-up visit, caregivers were asked, ‘‘On how many days

in the past week did you give (child’s name) the drops/sprinkles?’’
Approval and monitoring for this study was provided through

the Boston University Medical Center Institutional Review Board.
Caregivers provided written informed consent for themselves and
their infant.

2.1. Sample

As part of the larger randomized controlled trial, caregivers of
healthy infants, aged 5–7 months, were recruited during their 6-
month well child visits at two urban pediatric primary care clinics.
Caregiver/infant dyads were randomized to receive one of two
formulations of a daily multi-vitamin with iron supplement –
either a commonly used liquid formulation or a ‘‘sprinkles’’
formulation which is mixed into a baby’s solid food. Interviews
were conducted in English or Spanish, depending on caregiver
preference. Exclusion criteria included a history of conditions
associated with iron deficiency or anemia, use of vitamin or iron
supplements within the month prior to enrollment, prematurity,
multiple gestations, or low birthweight (<2500 g).

Enrollment for the prospective trial began in June 2005 and
continued until March 2006. Of the 150 families who were enrolled
in the randomized controlled trial, 40 did not complete the health
literacy screen; of these 14 (35%) had completed the study prior to
June 2005 when literacy screening was introduced, 20 (50%) were
lost to follow-up or withdrew prior to completing the health
literacy screen, and six (15%) had missing health literacy data. The
cohort for the current analysis included data from the remaining
110 families (Fig. 1).

There were no significant differences between the 110
caregivers who completed the health literacy screen and 40
who did not on the following caregiver variables: age, gender,
education level, race/ethnicity, and child’s health insurance type.
However, compared to caregivers who did not complete the health
literacy screen, those who completed the screen were more likely
to be born outside of the U.S. (66% vs. 44%; p = 0.01).

2.2. Data collection

Baseline data including demographic information, dietary
history, and anthropomorphic measurements were collected via
a closed-ended orally administered survey. Bilingual research
assistants also provided caregivers with oral and written
instructions on how to administer the multi-vitamin with iron
supplement. Written instructions were provided in English
and Spanish and were written at less than a 5th grade reading
level.

Research assistants contacted caregivers on a biweekly basis
over a 3-month period between their child’s 6-month and 9-month
well-child visits, for a total of six possible assessment points.
Contact with caregivers alternated between telephone calls and
home visits. A closed-ended survey was orally administered to the
caregiver at each point of contact and included questions regarding
the infant’s adherence to the multi-vitamin and iron regimen, ease
of administration, and side effects. Attempts were made to collect
all survey information from a single caregiver, but this was not
always possible. The health literacy screen was administered in-
person during one of the home visits or at the 9-month well child
check-up, depending on when the research assistants had more
time. Families received an additional supply of drops or sprinkles
packets during the home visits. A closed-ended survey was
administered to caregivers at the end of the study to inquire about
any concerns regarding the use of the multi-vitamin with iron
supplements.

2.3. Measures

Health literacy, the primary independent variable, was
measured using the Short Test of Functional Health Literacy in
Adults (S-TOFHLA), a 36-item reading comprehension test [22].
The S-TOFHLA consists of two medically related passages with
keywords missing. Utilizing a modified Cloze procedure, subjects
select the appropriate word for each omitted word from a list of
four choices. The S-TOHFLA has good internal consistency
(Cronbach’s a = 0.97) and is well correlated with the Rapid
Estimate of Adult Literacy in Medicine (Spearman correlation
0.81) and the full Test of Functional Health Literacy in Adults
(Spearman correlation 0.91), two other measures of health literacy
[23]. It is available in English and Spanish. S-TOFHLA scores are
categorized as ‘‘adequate’’, ‘‘marginal’’, and ‘‘inadequate’’, based
upon standardized cut-off values [22,23]. Prior to analysis, limited

health literacy was defined as scores in the ‘‘marginal’’ or
‘‘inadequate’’ range; adequate health literacy was defined as scores
in the ‘‘adequate’’ range.



Table 1
Sociodemographic characteristics according to health literacy level.

Sociodemographic variables Total

(n = 110)

Adequate

health

literacy

(n = 90)

Limited

health

literacy

(n = 20)

P-values

Caregiver age (years) 30.2 (6.55) 30.1 (6.67) 30.2 (6.17) 0.97

Caregiver female 91.8% 91.1% 95.0% 0.57

Caregiver with less than High

School Degree

17.3% 15.6% 25.0% 0.31

Caregiver born outside of US 66.4% 61.1% 90.0% 0.01

Spanish S-TOFHLA 14.6% 14.4% 15.0% 0.95

Health insurance – public 86.4% 87.8% 80.0% 0.36

Sprinkles 48.2% 50.0% 40.0% 0.42

Child’s race 0.76

Black 48.2% 46.7% 55.0%

Hispanic 30.0% 32.2% 20.0%

Other 17.3% 16.7% 20.0%

White 4.6% 4.4% 5.0%

Fig. 2. Percent of visits with high adherence by caregiver literacy.
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Adherence, our primary outcome, was measured by caregiver
report and defined as high adherence (yes vs. no) for administra-
tion of the multi-vitamin with iron supplement on 5–7 days of the
preceding week [24].

Other independent covariates were evaluated for inclusion in
multivariate models based upon theoretical evidence of possible
confounding. These included caregiver age (years), caregiver
gender (female or male), caregiver country of birth (US or non-
US), language of S-TOFHLA administration (English or Spanish),
child’s health insurance (public or private), child’s race/ethnicity
(Black, Hispanic, White/other), duration of time in the study
(interview number), caregiver concerns regarding the multi-
vitamins (yes or no), side effects (dark stools, constipation, stained
teeth, diarrhea, vomiting, or abdominal pain), and randomized
assignment to drops or sprinkles.

2.4. Analyses

Bivariate chi-square tests of independence and differences of
means t-tests were utilized to compare socio-demographic
variables with caregiver health literacy levels. As each family
contributed between one and six assessments of adherence,
generalized estimating equations (GEE) with an exchangeable
variance-covariance matrix was used in all analyses of adherence
[25]. GEE regression adjusts for a variable number of observations
per subject as well as for the correlation between observations
contributed by a single subject. First, to evaluate the association
between health literacy and high adherence, a simple GEE logistic
regression model was performed. An evaluation of a potential
interaction between health literacy and interview number was not
found to be significant, so an interaction term was not included in
the following model.

A GEE multiple logistic regression was used to evaluate the
association between high adherence and caregiver health literacy,
adjusted for possible confounders. Caregiver age, gender, language
of S-TOFHLA administration, insurance type, and interview
number were excluded from the final model because they were
determined not to be confounders. Caregiver country of birth was
highly concordant with health literacy and was not included in the
final model. The final model contained the following variables:
health literacy, randomization assignment, race/ethnicity, and,
caregiver education. Additional analyses were then performed to
assess the possibility of confounding by caregiver concerns
regarding the multi-vitamin supplements (yes vs. no) and by
the presence of specific side effects.

Although attempts were made to collect all follow-up inter-
view data from the primary caregiver enrolled in the study, this
was not always feasible given the involvement of multiple
caregivers. Of the 110 families enrolled in the study, multiple
caregivers provided follow-up information in 11 families (10%). A
sensitivity analysis was performed on the multiple logistic
regression model limiting our sample to data collected from
the caregiver who completed the baseline data collection and S-
TOFHLA. This restricted analysis included 394 of the 574
observations.

All statistical tests for association were performed at the 0.05
significance level. Statistical analyses were performed using SAS,
version 9.1 (SAS Institute Inc., Cary, NC, 2002–2003).

3. Results

Limited health literacy was observed in 20 of 110 caregivers
(18%). Over 90% of the caregivers were women. For the limited
health literacy group, 60% completed all six assessment points; for
the adequate health literacy group, 70% completed all six
assessment points. There was no statistically significant difference
in the number of missed assessment points between the two
health literacy groups (p = 0.29).

Caregivers with limited health literacy were more likely to be
born outside of the U.S. than caregivers with adequate health
literacy (90% vs. 61%, respectively, p = 0.01). Caregiver health
literacy had no statistically significant associations with caregiver
age, gender, language of S-TOFHLA administration, type of health
insurance, race/ethnicity, or randomization assignment (drops vs.
sprinkles) (Table 1).

High adherence was reported in 32.7% (188) of the 574
observations. Contrary to the study hypothesis, caregivers with
limited health literacy were more likely to report high adherence
than caregivers with adequate health literacy on unadjusted
analysis (OR = 2.18, 95% CI 1.23–3.88). Caregivers with limited
health literacy reported using multi-vitamins with iron on an
average of 3.7 days per week compared to caregivers with
adequate health literacy who reported using them on an average
of 2.4 days per week. Caregivers with limited health literacy
consistently reported higher adherence at each assessment point
(Fig. 2).

Results from the multiple logistic regression (Table 2) con-
tinued to demonstrate increased odds of high adherence among
caregivers with limited health literacy skills (AOR = 2.13; 95%
1.20–3.78). The sensitivity analysis revealed a similar trend in all
results. There were no differences in terms of race/ethnicity, health
literacy, education, being born in the US, randomization assign-
ment, or insurance type between this subgroup and the larger
group including data from multiple caregivers. The odds of high
adherence among caregivers with limited health literacy skills was
somewhat reduced (AOR = 1.88; 95% 0.96–3.67).



Table 2
Adjusted odds ratios for high adherence to multi-vitamins and iron.

Variables Adjusted

odds ratio

95% CI P-values

Limited health literacy vs. adequate

health literacy

2.13 1.20–3.78 0.01

Randomization: drops vs. sprinkles 1.35 0.82–2.21 0.23

Hispanic vs. White/other 1.03 0.53–2.01 0.93

Black vs. White/other 1.00 0.52–1.94 0.99

Caregiver with less than High

School Degree

0.89 0.50–1.59 0.69

L.K. Hironaka et al. / Patient Education and Counseling 75 (2009) 376–380 379
To determine whether side effects confounded the relationship
between health literacy and adherence, each side effect covariate
was added to the model. There were no significant changes in the
AOR for health literacy. A similar analysis was performed to
determine whether caregiver’s concerns about the multi-vitamin
with iron affected the results. When caregiver concern was added
to the model, the magnitude of the association between limited
health literacy and high adherence increased (AOR = 2.4, 95% CI
1.37–4.20).

4. Discussion and conclusion

4.1. Discussion

This study evaluated the relationship between parental health
literacy and adherence of infants to a daily multi-vitamin with iron
regimen. In a cohort of 110 participants, 18% of participating
caregivers demonstrated limited health literacy skills. Contrary to
the study hypothesis, in adjusted analysis, caregivers with limited
health literacy were twice as likely to report high adherence to a
daily multi-vitamin with iron regimen in infants as caregivers with
adequate health literacy skills (AOR = 2.13; 95% 1.20–3.78). This
relationship was maintained when variables for side effects and
concerns about the multi-vitamin with iron were included in the
model.

This study adds to the literature by assessing the relationship
between caregiver health literacy and medication adherence in
pediatric patients. Although previous studies have evaluated the
role of caregiver health literacy and pediatric outcomes in the areas
of asthma [7], Type 1 diabetes [8], child health care utilization [26],
and adherence to recommendations following an acute care visit
[27], few studies have assessed the relationship between caregiver
health literacy and pediatric medication adherence.

There are several limitations to this study. First of all, adherence
was based upon caregiver report of multi-vitamin use over the past
7 days. There was not another measurement or biomarker for
multi-vitamin with iron intake. In a sample with higher literacy
skills, self-report via questionnaires or diaries may have yielded
improved results [28]. However, given the focus on health literacy,
it was necessary for all caregiver reported data to be collected via
interview. An additional limitation relates to the fact that in 11 of
the 110 families, more than one caregiver provided data on
adherence. To evaluate the possibility that this introduced bias, we
conducted a sensitivity analysis, which was consistent with our
main findings. Moreover, as part of the study protocol, caregivers
were asked biweekly about adherence to a multi-vitamin with iron
regimen. The most likely effect of frequent contact by researchers
would be an overall increase in adherence and reporting of
adherence. While unlikely, it is possible that frequent contact
would differentially influence caregivers with limited health
literacy. It is also possible that weakly associated covariates in
combination could exert a significant impact on our findings.
However, based upon our analyses, there was not adequate
justification to include other covariates in the model. The presence
of unmeasured confounding could have also affected the results.
Finally the S-TOFHLA, the measurement of health literacy skills,
assessed reading comprehension but did not assess numeracy
skills. Use of a more comprehensive measure of health literacy
might have revealed different results.

The overall rate of limited health literacy in this study was
significantly lower than other estimates [2,29]. In contrast to
results from the 2003 National Assessment of Adult Literacy
(NAAL) and other studies, this study observed no association
between health literacy and demographic variables such as the
level of caregiver education or type of health insurance [1,2,29].
The lack of statistically significant associations may have been due
to sample size limitations or lack of variability within a possible
confounding variable.

These results must be viewed in the context of a growing
literature assessing the complex relationship between health
literacy, medication adherence, and disease outcomes. Studies of
medication adherence have produced variable results [3–9]. It has
been suggested that the relationship between health literacy and
adherence may vary depending upon the complexity of the
treatment regimen, the amount of self-monitoring required, and
even the degree of disease severity [30]. In this study, the daily
administration of vitamins was relatively simple. Factors such as
self-efficacy and social stigma have also been shown to mediate the
relationship between health literacy and medication adherence
[5,31]. At a systemic level, the complexities of the medical system,
the culture of medical care, and the growing literacy-based
demands placed on a patient may have substantial effects on the
individual or family with limited health literacy skills – the impact
of which could be mitigated by a health care system that is
designed to promote patient education and self-care management
[32,33].

Overall, relatively few caregivers reported high adherence
regardless of their health literacy status. As important as it is to
consider the factors that promoted improved adherence in the
limited health literacy group, it is equally important to consider
which factors contributed to poorer adherence in the adequate
health literacy group. In this example, it is possible that improving
adherence will be less dependent upon leveling the field between
those with limited and adequate health literacy than on utilizing a
different approach to promoting health behavior change.

4.2. Conclusions

The relationship between health literacy and medication
adherence is likely complex. Limited literacy often coexists with
other social vulnerabilities [33], and the relationships between
these various social vulnerabilities may explain some of the
variability represented in the health literacy and medication
adherence research. As health literacy research moves forward, it
will be important to gain a greater understanding of these complex
interrelationships and how to target interventions at both the
individual and community level to improve health outcomes [33].

4.3. Practice implications

Health literacy may exert a differential influence on adherence
depending upon the complexity of the desired health behavior.
Future interventions to promote adherence should consider the
critical points where health literacy may influence these desired
behaviors.
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Antithrombotic Prophylaxis in Elderly
Patients with Atrial Fibrillation
Elaine M. Hylek, M.D., M.P.H.1

ABSTRACT

The burden of atrial fibrillation (AF) worldwide is projected to increase substan-
tially over the next few decades in part due to an aging population. AF increases the risk of
stroke approximately fivefold. The population-attributable risk for stroke by age is
considerable: 1.5% for those individuals 50 to 59 years of age compared with 23.5% for
those �80 years of age. Vitamin K antagonists (VKAs) like warfarin have been shown to
greatly reduce the risk of stroke. However, despite their proven efficacy, VKAs remain
underused, particularly among elderly patients with AF. The preponderance of evidence
from randomized trials and observational studies attests to higher bleeding rates among
elderly individuals with AF. Antiplatelet therapy is not effective for stroke prevention in
AF and is also associated with significant bleeding risk. Strategies to optimize the
effectiveness of VKAs and improve their safety profiles among elderly patients in clinical
practice are direly needed. An understanding of the pathological changes that predispose to
hemorrhage, hazards of polypharmacy, and factors that contribute to variability in dose
response will facilitate a more informed use of these medications in clinical care.

KEYWORDS: Atrial fibrillation, stroke, anticoagulant therapy, vitamin K antagonist,

warfarin

The prevalence of atrial fibrillation (AF) is
projected to increase markedly over the next few
decades. In the United States, the prevalence of AF is
expected to exceed 10 million individuals by 2030.1

Older age is a potent risk factor for AF. Approximately
10% of individuals �80 years of age have AF.2 The
morbidity and mortality related to AF is well recog-
nized. In aggregate, AF increases the risk of stroke
approximately fivefold. The population-attributable
risk for stroke by age is considerable: 1.5% for those
individuals 50 to 59 years of age compared with 23.5%
for those �80 years of age.3,4 Vitamin K antagonists
(VKAs) have been shown to greatly reduce the risk of
stroke.5 However, despite their proven efficacy, VKAs
remain underused, particularly among elderly patients
with AF.

WARFARIN USE AMONG ELDERLY
INDIVIDUALS WITH ATRIAL FIBRILLATION
Multiple studies attest to the underuse of VKA among
elderly individuals with AF. The Stockholm Cohort
Study on Atrial Fibrillation reported that 54% of indi-
viduals without contraindications were prescribed war-
farin at hospital discharge. The investigators found a
marked decrease in use of warfarin among individuals
>80 years of age.6 Strikingly similar results were re-
ported from a study conducted in the United States of 21
teaching, 13 community, and 4 Veterans Administration
hospitals during the same time period. Among patients
with AF and no obvious contraindication, warfarin use at
discharge was 54%. Age �80 years and perceived bleed-
ing risk were negative predictors of warfarin use.7 The
Euro Heart Survey also showed that age >75 years was a
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negative predictor of VKA use for stroke prevention in
AF.8

Understanding the discrepancy between consen-
sus recommendations and clinical practice is critical to
optimizing stroke prevention in AF. Aggregate rates of
major hemorrhage among participants of randomized
trials and observational cohorts have been reassuringly
low. However, a full accounting of inclusion and ex-
clusion criteria and end-point definitions is critical for an
informed interpretation of these data. Because the val-
idity of a randomized controlled trial is threatened by
nonadherence, loss to follow-up, dropouts, and treat-
ment crossovers, trials tend to enroll less sick and more
compliant individuals with lower bleeding risk to best
ensure internal validity. These realities prompt concerns
about the comparability of trial populations and patients
cared for in routine practice.9 In addition, in contrast to
early AF trials, more recent trials have preferentially
enrolled patients already taking VKA. This is an addi-
tional source of bias because these patients tend to be less
acutely ill and have already demonstrated an ability to
tolerate anticoagulant therapy. Observational cohort
studies are also vulnerable to this bias. Inception cohort
studies of patients newly taking VKA are time intensive
due to their reliance on incident cases. It is also challeng-
ing from a logistical perspective to identify and track an
individual from the time of the first dose.

MAJOR HEMORRHAGE AMONG ELDERLY
INDIVIDUALS WITH ATRIAL FIBRILLATION
The preponderance of evidence from randomized trials
and observational studies supports higher bleeding rates
among elderly individuals with AF.10,11 To interpret
published rates, it is important to determine the defini-
tion of major hemorrhage and whether or not there was
adequate representation of the age group in question.
Thresholds to classify a bleeding episode as major vary
widely. Less subjective definitions require evidence of red
blood cell transfusion or change in hemoglobin, but the
hemoglobin criterion ranges from a 2 g/dL decrease to a
5 g/dL decrease.12,13 Definitions that use hospitalization
as a sole criterion tend to bias toward higher bleeding
event rates in the elderly population. Uniform reporting
of hemorrhage is critical to better discern drug safety
profiles across different patient subgroups. To determine
the degree of selection bias among study participants, it is
important to discern the proportion of patients enrolled
from the denominator population of potentially eligible
subjects. This percentage, in addition to the absolute
number, helps to define the external validity of the study
population. The spectrum of aging spans the youngest
old to the frailest old, and baseline risk varies considerably
across these patient strata.14 Biological age is not neces-
sarily reflected by chronological age, and for this reason,
there is no strict age cutoff for use of VKA.

Figure 1 Cumulative incidence of major bleeding among patients age <80 years of age and �80 years (n¼ 472). Numbers

below graph are the number of patients without bleeding who continued on warfarin at that time point (p¼ 0.009, log-rank test).

(Reprinted with permission from Hylek EM, Evans-Molina C, Shea C, Henault LE, Regan S. Major hemorrhage and tolerability of

warfarin in the first year of therapy among elderly patients with atrial fibrillation. Circulation 2007;115:2689–2696).
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In the AFFIRM trial (Atrial Fibrillation Follow-
up Investigation of Rhythm Management), the risk of
major hemorrhage increased by �5% per year of age.15

More recently, elderly patients were found to be at
greatest risk for bleeding complications in the Amadeus
trial that compared VKA to idraparinux, a once-weekly
injectable factor Xa inhibitor.16 Higher rates of major
hemorrhage were also reported among patients�80 years
of age newly taking warfarin for AF (Fig. 1).17 This
inception cohort study confirmed the first 90 days to be
the most risk-prone period and highlighted the paradox
of warfarin discontinuation among patients at the highest
risk for stroke. Of patients who were �80 years of age,
26% stopped warfarin within the first year for perceived
safety concerns (Fig. 2).

PREDISPOSING FACTORS FOR MAJOR
HEMORRHAGE
The etiology of hemorrhage in older individuals is
multifactorial. Pathological changes associated with
aging render patients susceptible and these biological
effects in conjunction with increased vulnerability to
polypharmacy and increased rates of invasive procedures
underlie much of the bleeding that is experienced in
clinical practice. Hemorrhage may herald the presence of

an occult pathological lesion that is amenable to inter-
vention. Vascular ectasias are particularly problematic
because the bleeding is often recurrent and definitive
treatment elusive.

Gastrointestinal Hemorrhage

The rate of lower gastrointestinal bleeding increases
precipitously with age by an estimated 200-fold from
the third to the ninth decade.18 The differential
diagnosis differs from that of younger individuals and
most commonly includes diverticulosis, ischemic col-
itis, malignancy, and vascular ectasias. Approximately
70% of acute upper gastrointestinal bleeding occurs
among individuals >60 years of age. Peptic ulcer
disease remains the most common etiology among
both young and old adults. Antiplatelet and anti-
inflammatory drugs are potent risk factors for gastro-
intestinal hemorrhage. In addition, there is a differ-
ential detrimental effect of aspirin by age with men age
�80 years the most prone to gastric mucosal compli-
cations.19 To the extent that indications for antiplatelet
and/or anti-inflammatory agents increase with age,
particularly percutaneous coronary interventions and
osteoarthritis, these readily available medications con-
stitute a salient example of the hazardous sequelae of

Figure 2 Risk of stopping warfarin in the first year on the basis of perceived safety concerns by age. Numbers below graph

are the number of patients on warfarin at that time point (p¼ 0.001, log-rank test). (Reprinted with permission from Hylek EM,

Evans-Molina C, Shea C, Henault LE, Regan S. Major hemorrhage and tolerability of warfarin in the first year of therapy among

elderly patients with atrial fibrillation. Circulation 2007;115:2689–2696).
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polypharmacy among individuals in the older age
group.

Intracranial Hemorrhage

Older age is also a potent risk factor for intracranial
hemorrhage.20 Leukoaraiosis, also termed white matter
disease, is a chronic subcortical vasculopathy that was
found to be an independent predictor of anticoagulant-
related intracranial hemorrhage (hazard ratio, 2.7; 95%
confidence interval [CI], 1.4 to 5.3) in the Stroke
Prevention In Reversible Ischemia Trial (SPIRIT),
in addition to age and anticoagulation intensity.21

The prevalence of cerebral amyloid angiopathy and
leukoaraiosis increase with age and heightens the risk
of intracerebral hemorrhage.22,23

The contribution of fall risk to intracranial hem-
orrhage is controversial and a challenging area to study.
Underlying mechanisms for the increased propensity for
falls among elderly individuals have been well de-
scribed.24 Polypharmacy is often implicated because
specific medications like a-blockers or tricyclic antide-
pressants or combinations of these medications with
nodal agents, diuretics, or vasodilators may cause ortho-
static hypotension and exacerbate underlying autonomic
dysfunction. Impaired balance may also be attributable
to sarcopenia, decreased proprioception, or loss of visual
acuity. Perhaps the most definitive study to date, Gage
and colleagues reported rates of intracranial hemorrhage
among Medicare beneficiaries deemed to be high fall risk
through physician documentation of ‘‘frequent falls,’’
‘‘history of falls,’’ ‘‘multiple falls,’’ or ‘‘tendency for falls’’
in the medical record.25 Longitudinal follow-up of this
AF cohort revealed intracranial hemorrhage rates of
2.8% (95% CI, 1.9–4.1) among high-fall-risk patients
versus 1.1% (95% CI, 1.0–1.3) for those individuals
without this designation. Of note, rates of ischemic
stroke were 13.7% versus 6.9%, respectively, supporting
use of anticoagulant therapy in the presence of multiple
stroke risk factors.

OPTIMAL CHOICE OF ANTITHROMBOTIC
THERAPY AMONG ELDERLY INDIVIDUALS
WITH ATRIAL FIBRILLATION
Current guidelines recommend VKA for individuals
with a history of prior stroke or transient ischemic attack
and for those patients with two or more of the following
risk factors: �age 75 years, hypertension, diabetes mel-
litus, heart failure, or left ventricular dysfunction.26 Un-
treated, the estimated risk of stroke in the presence of
two of these risk factors is 4% (95% CI, 3.1 to 5.1) per
year and increases by �50% with each additional risk
factor.27 Randomized trials have definitely shown that
aspirin, including dual antiplatelet therapy, is not effec-
tive for high-risk patients compared with VKA.28 The

rate of vascular events among AF patients randomized to
aspirin plus clopidogrel was 5.64% per year versus 3.63%
for patients randomized to VKA in the Atrial Fibrilla-
tion Clopidogrel Trial with Irbesartan for Prevention of
Vascular Events (ACTIVE-W) trial.29 Rates of major
hemorrhage were not significantly different in the two
groups: 2.4% versus 2.2%, respectively. More recently,
the Birmingham Atrial Fibrillation Treatment of the
Aged (BAFTA) study found warfarin to be superior to
aspirin in the prevention of stroke (1.8% versus 3.8% per
year) among patients age �75 years for whom there was
clinical pretrial uncertainty about which of the two
treatments should be used. As found in ACTIVE-W,
rates of major hemorrhage in both arms were similar
(1.9% versus 2.2% per year), effectively dispelling the
notion that antiplatelet therapy is innocuous and safer
than warfarin.30 Based on the available evidence, there is
a limited, if any, role for aspirin therapy for stroke
prevention in AF.

STRATEGIES TO REDUCE RISK OF MAJOR
HEMORRHAGE AMONG ELDERLY
PATIENTS WITH ATRIAL FIBRILLATION
Older patients are at the highest risk of stroke, and AF-
related strokes are associated with a 30-day mortality of
24%.4,31 Given the morbidity and mortality, it is imper-
ative that strategies to minimize hemorrhagic complica-
tions be implemented. Attentive management of
hypertension with goals of �130/80 mm Hg decrease
the risk of both ischemic and hemorrhagic stroke.32

Hazardous drug combinations of VKA plus aspirin
should be avoided, when possible, because the risk of
gastrointestinal hemorrhage increases dramatically (ad-
justed relative risk, 6.48; 95% CI, 4.25 to 9.87).33

Aspirin also increases the risk of intracranial hemor-
rhage.34 For elderly patients on VKA, choice of coronary
stent, bare metal versus drug eluting, should incorporate
bleeding risk parameters to minimize exposure to dual
antiplatelet therapy.35 Addition of proton pump inhib-
itors as prophylaxis in this setting has recently been
questioned because these agents may decrease the effec-
tiveness of clopidogrel.36,37

Warfarin dose requirements decline with age.38

Older age is also associated with a slower rate of recovery
following an episode of excessive anticoagulation.39

Hospitalization induces changes in diet and medications,
and discharge transitions are often fraught with frag-
mentation. For all of these reasons, the initiation period
of VKA confers the highest risk of serious bleeding, and
vigilant monitoring of anticoagulation intensity is para-
mount. A recent analysis casts doubt on the overall cost
effectiveness of genotype-guided warfarin dosing to off-
set this risk of early adverse events.40 Timely dose
adjustment and frequent testing during the first month
of VKA therapy is absolutely essential to optimize
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patient safety. In addition, although paracetamol (acet-
aminophen) is the preferred antipyretic and pain reliever
of choice, it is known to potentiate the anticoagulant
effect of VKA with protracted use of larger doses.41 The
touted mechanism is interference with enzymes of the
vitamin K cycle. Decompensated heart failure, liver
disease, chemotherapy, and amiodarone are other
powerful potentiators of warfarin’s effect.42

Assessment of patient fall risk should be con-
ducted and interventions implemented to minimize this
risk. Soft tissue injuries and excessive bruising often
precipitate cessation of warfarin therapy. If postural
hypotension persists despite medication adjustment,
other remedial measures need to be instituted like
compression stockings or mineralocorticoid therapy.
Cognitive dysfunction is not a contraindication to anti-
coagulant therapy providing reliable dosing can be
achieved with the assistance of a caregiver or other
structured medication dispensing plan.

FUTURE DIRECTIONS
Risk stratification among patients with AF remains
suboptimal.43 Whether or not inclusion of biomarker,
echocardiographic, and genetic data will improve dis-
crimination awaits large population-based studies. Valid
prediction models for intracranial hemorrhage are direly
needed, but the rarity of this outcome will continue to
challenge this directive. Cerebral microbleeds as de-
tected by gradient-echo magnetic resonance imaging
show promise as a possible marker for intracerebral
bleeding on anticoagulant therapy.44,45 Critical ques-
tions that will ensue include overall cost effectiveness of
this approach and performance threshold of a cutoff
score that would justify withholding antithrombotic
therapy in high-risk patients with AF.

Whether or not newer anticoagulant drugs with
different molecular targets, wider therapeutic windows,
shorter half-lives, and less dietary and drug interactions
will be safer in elderly patients with AF awaits the
conclusion of ongoing clinical trials and subsequent
validation in large population-based studies.

REFERENCES

1. Miyasaka Y, Barnes ME, Gersh BJ, et al. Secular trends in
incidence of atrial fibrillation in Olmsted County, Minnesota,
1980 to 2000, and implications on the projections for future
prevalence. Circulation 2006;114(2):119–125

2. Wolf PA, Abbott RD, Kannel WB. Atrial fibrillation as an
independent risk factor for stroke: the Framingham Study.
Stroke 1991;22(8):983–988

3. Benjamin EJ, Wolf PA, D’Agostino RB, Silbershatz H,
Kannel WB, Levy D. Impact of atrial fibrillation on the risk of
death: the Framingham Heart Study. Circulation 1998;98(10):
946–952

4. Lin HJ, Wolf PA, Kelly-Hayes M, et al. Stroke severity in
atrial fibrillation. The Framingham Study. Stroke 1996;
27(10):1760–1764

5. Atrial Fibrillation Investigators. Risk factors for stroke and
efficacy of antithrombotic therapy in atrial fibrillation.
Analysis of pooled data from five randomized controlled
trials. Arch Intern Med 1994;154(13):1449–1457

6. Friberg L, Hammar N, Ringh M, Pettersson H, Rosenqvist
M. Stroke prophylaxis in atrial fibrillation: who gets it and
who does not? Report from the Stockholm Cohort-study on
Atrial Fibrillation (SCAF-study) Eur Heart J 2006;27(16):
1954–1964

7. Waldo AL, Becker RC, Tapson VF, Colgan KJ; NABOR
Steering Committee. Hospitalized patients with atrial
fibrillation and a high risk of stroke are not being provided
with adequate anticoagulation. J Am Coll Cardiol 2005;
46(9):1729–1736

8. Nieuwlaat R, Capucci A, Lip GY, et al; Euro Heart Survey
Investigators. Antithrombotic treatment in real-life atrial
fibrillation patients: a report from the Euro Heart Survey on
Atrial Fibrillation. Eur Heart J 2006;27(24):3018–3026

9. Van Spall HG, Toren A, Kiss A, Fowler RA. Eligibility
criteria of randomized controlled trials published in high-
impact general medical journals: a systematic sampling
review. JAMA 2007;297(11):1233–1240

10. van der Meer FJ, Rosendaal FR, Vandenbroucke JP, Briët E.
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By human nature we focus more intently upon the harm that 
we may cause by doing too much than the harm that we 
may allow by doing too little (1, 2). It is well known that 

while vitamin K antagonists (VKA) are highly effective in pre-
venting thromboembolic events, their use can also lead to serious 
haemorrhagic complications (3–7), some of which may be dis-
abling or fatal. This very real risk is almost certainly part of the 
reason why VKA are underutilized in many patients with atrial 
fibrillation (8). Heightened fear of haemorrhage also evokes a 
heightened avoidance of elevated International Normalised 
Ratio (INR) as evidenced by the fact that, in most studies, pa-
tients spend more time below than above the target INR range 
(9–14). The research literature also reflects this tendency to 
focus on overanticoagulation, with previous studies contributing 
to a much greater understanding of the causes of high INR than 
low INR. This tendency may also reflect a difference in perceiv-
ed risk: the daily risk of an adverse event is almost certainly 
greater when the INR is high (15) than when it is low (16). Never-
theless, subtherapeutic anticoagulation is associated with more 
frequent and more severe strokes and represents a more impor-
tant phenomenon than our limited understanding of it might sug-
gest (17). 

 In this issue, Rombouts et al. (18) report their findings on the 
frequency of low INR and risk factors for low INR among pa-
tients cared for by the Leiden Thrombosis Service. Of 13,443 pa-
tients initiating VKA therapy, 7,419 met the study eligibility 
criteria for stability defined as four consecutive INR deter-
minations within the target range. Within four weeks of this 
stable period, 12% of patients had a subtherapeutic INR, a pro-
portion that approximately doubled by eight weeks, and reached 
50% after 40 weeks. Use of acenocoumarol (22% of the cohort) 
doubled the risk of a subtherapeutic INR compared to phenpro-
coumon and shortened the time to occurrence. The median time 
to first low INR was 13 weeks versus 51 weeks, respectively. 

Higher target intensity and use of VKA therapy for prophylaxis 
of venous thromboembolism (VTE) were also associated with 
increased risk. The authors additionally found that 30% of low 
INR episodes were preceded by an invasive procedure, haemor-
rhage, or elevated INR.  

 This study highlights the common occurrence of subthera-
peutic INR levels and provides a clear estimate of the incidence 
of low INR in a meticulously constructed inception cohort of pa-
tients deemed stable on anticoagulant therapy. Nearly one-fourth 
of patients in this study experienced a low INR within two 
months of a period marked by stability (four consecutive INR de-
terminations in the target range). It is notable that 45% of the in-
itial cohort never achieved stable INR which emphasises the 
challenges inherent to VKA and the gross underestimate of low 
INR that occurs in routine practice. Importantly, the authors also 
found that nearly one-third of low INR episodes resulted from 
clinically justified interventions to minimise risk of haem-
orrhage, and therefore, reflective of informed clinical care rather 
than substandard anticoagulation management.  

 In this study, acenocoumarol was associated with a twofold 
increase in risk for low INR (adjusted hazard ratio [HR] 2.14) 
compared to phenprocoumon. Fihn et al. had previously reported 
more time in the therapeutic range with phenprocoumon com-
pared to acenocoumarol, and phenprocoumon has been shown to 
exhibit less INR variability over a 24-hour period (19, 20). Poten-
tial mechanisms for these observations include differences in 
pharmacokinetics (the half-life of acenocoumarol is 8–11 hours 
versus 5–6 days for phenprocoumon), pharmacogenetics, and 
timing of blood sample collection in relation to dose. Phenpro-
coumon is less affected by CYP2C9 polymorphisms compared 
to other VKA (21).  

 Extrapolating from time-in-range analyses and known ef-
fects on INR variability, the authors suggest preferential use of 
phenprocoumon in clinical practice. However, the study was not 
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designed to assess differences in clinical outcomes (two throm-
boembolic events occurred) and published data are conflicting 
on the overall safety of phenprocoumon compared to acenocou-
marol. Widely disparate results range from increased major 
bleeding with phenprocoumon to an isolated increase only in 
minor bleeding, to no difference in bleeding, and to decreased 
bleeding compared to acenocoumarol (10, 22–24). Without de-
finitive data on efficacy and safety, treatment recommendations 
based on surrogate endpoints should be interpreted with caution. 

 As acknowledged by the authors, the retrospective design of 
the study prohibited a detailed assessment of other potential risk 
factors for low INR, particularly medication adherence and die-
tary change. The authors invoke non-adherence due to patient 
perception of risk as a potential explanation for the differential 
rates of low INR by indication for therapy. After adjustment for 
covariates, patients receiving a VKA for thromboprophylaxis 
had the highest rate of first low INR (HR 1.88), followed by sec-
ondary prevention of VTE (HR 1.36), atrial fibrillation (refer-

ence category), and mechanical heart valves (HR 0.69). A more 
comprehensive accounting of the reasons for unintentional low 
INR values in routine practice is needed to facilitate interven-
tions to improve time in the therapeutic range.  

 Understanding the precipitants of low INR is long overdue, 
and from that standpoint alone, this study is an important con-
tribution. However, many pivotal issues regarding thromboem-
bolism and low INR remain unexplored. Is risk affected by the 
length of the subtherapeutic period? What is the association be-
tween low INR, factor VIIa and molecular markers of thrombin 
activation? What ultimately drives thrombus formation and em-
bolisation? Is the risk of low INR modified by the clinical con-
text? Do concomitant medications attenuate or magnify the risk 
of low INR and what is the effect of temporal changes in throm-
bogenicity? Answers to these questions will provide important 
insights to fundamental mechanisms. In the interim, optimiz-
ation of anticoagulant therapy as guided by innovative investi-
gation such as that by Rombouts et al. remains a pressing need.  
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Background: Emergency department visits and rehospitalization are
common after hospital discharge.

Objective: To test the effects of an intervention designed to min-
imize hospital utilization after discharge.

Design: Randomized trial using block randomization of 6 and 8.
Randomly arranged index cards were placed in opaque envelopes
labeled consecutively with study numbers, and participants were
assigned a study group by revealing the index card.

Setting: General medical service at an urban, academic, safety-net
hospital.

Patients: 749 English-speaking hospitalized adults (mean age, 49.9
years).

Intervention: A nurse discharge advocate worked with patients
during their hospital stay to arrange follow-up appointments, con-
firm medication reconciliation, and conduct patient education with
an individualized instruction booklet that was sent to their primary
care provider. A clinical pharmacist called patients 2 to 4 days after
discharge to reinforce the discharge plan and review medications.
Participants and providers were not blinded to treatment assign-
ment.

Measurements: Primary outcomes were emergency department
visits and hospitalizations within 30 days of discharge. Secondary

outcomes were self-reported preparedness for discharge and fre-
quency of primary care providers’ follow-up within 30 days of
discharge. Research staff doing follow-up were blinded to study
group assignment.

Results: Participants in the intervention group (n � 370) had a
lower rate of hospital utilization than those receiving usual care
(n � 368) (0.314 vs. 0.451 visit per person per month; incidence
rate ratio, 0.695 [95% CI, 0.515 to 0.937]; P � 0.009). The inter-
vention was most effective among participants with hospital utili-
zation in the 6 months before index admission (P � 0.014). Ad-
verse events were not assessed; these data were collected but are
still being analyzed.

Limitation: This was a single-center study in which not all poten-
tially eligible patients could be enrolled, and outcome assessment
sometimes relied on participant report.

Conclusion: A package of discharge services reduced hospital uti-
lization within 30 days of discharge.

Funding: Agency for Healthcare Research and Quality and National
Heart, Lung, and Blood Institute, National Institutes of Health.
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One in 5 hospitalizations is complicated by postdis-
charge adverse events (1, 2), some of which may lead

to preventable emergency department visits or readmis-
sions. Despite this finding, hospital discharge procedures
have not been standardized (3). In addition, the declining
presence of primary care providers (PCPs) in hospitals has
not been adequately accompanied by systems to ensure
that patient data are transferred to subsequent caregivers
(4, 5). For example, discharge summaries frequently lack
critical data and are not sent to the PCP in a timely fashion
(6, 7), resulting in outpatient clinicians being unaware of
test results that were pending at discharge (8) and evalua-

tions that were scheduled to be done after discharge not
being completed (9). Similarly, patients are often left un-
prepared at discharge; many do not understand their dis-
charge medications and cannot recall their chief diagnoses
(10). With more than 32 million adult discharges in the
United States each year (11), these deficiencies in the tran-
sition of care increase illness, unnecessary hospital utiliza-
tion, and cost.

Some peridischarge interventions have shown a reduc-
tion in hospital readmission rates and cost (12–14), emer-
gency department visits (15), and postdischarge adverse
events (16), whereas some have shown little or no effect
(17–20). Peridischarge interventions have also shown im-
proved PCP follow-up and outpatient work-ups (21) and
higher patient satisfaction (15). Most of these studies have
focused on specific diagnoses (14, 22, 23) or highly se-
lected populations, such as geriatric adults (12, 13, 19, 24).
Some have focused on specific aspects of the discharge,
such as increasing access to primary care follow-up (25),
connecting with transitional nursing services (26), or im-
proving patients’ ability to advocate for themselves after
discharge (12). To date, no study has evaluated a standard-
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ized discharge intervention that includes patient education,
comprehensive discharge planning, and postdischarge tele-
phone reinforcement in a general medical population.

In 2004, we began an in-depth examination of hospi-
tal discharge, for which we designed a package of services
to minimize discharge failures—a process called reengi-
neered discharge (RED) (Table 1) (3, 27). We did a ran-
domized, controlled trial to evaluate the clinical effect of
implementing RED among patients admitted to a general
medical service.

METHODS

Setting and Participants
We conducted a 2-group, randomized, controlled trial

of English-speaking patients 18 years of age or older who
were admitted to the medical teaching service of Boston
Medical Center, Boston, Massachusetts—a large, urban,
safety-net hospital with an ethnically diverse patient pop-
ulation. Patients had to have a telephone, be able to com-
prehend study details and the consent process in English,
and have plans to be discharged to a U.S. community. We
did not enroll patients if they were admitted from a skilled
nursing facility or other hospital, transferred to a different
hospital service before enrollment, admitted for a planned
hospitalization, were on hospital precautions or suicide
watch, or were deaf or blind. Boston University’s institu-
tional review board approved all study activities.

Randomization
Each morning, a list of admitted patients was reviewed

for initial eligibility (hospital location, age, date and time
of admission, and previous enrollment). Last names of po-
tential participants were ranked by using a random-num-
ber sequence to determine the order in which to approach
patients for enrollment. A trained research assistant then

approached each patient and further determined eligibility
according to inclusion and exclusion criteria (Figure 1).

By using block randomization (28) with varying block
sizes of 6 and 8, we randomly arranged index cards indi-
cating either the usual care or intervention group. We
placed the cards in opaque envelopes labeled consecutively
with study numbers. We assigned eligible participants who
consented to enrollment to a study group by revealing the
concealed index card. This process continued until 2 par-
ticipants were enrolled each day of the week (or 3 partici-
pants if the first 2 participants were randomly assigned to
the usual care group). This protocol ensured that research
assistants could not selectively choose potential participants
for enrollment or predict assignment. Participants ran-
domly assigned to usual care received no further interven-
tion. There were 40 participants in the usual care group
and 38 in the intervention group who were enrolled but no
longer met inclusion criteria at discharge (most commonly
because they were discharged to a nursing facility). Because
the primary analysis was by intention to treat, we included
these participants in the analysis, with the exception of
those who died before index discharge, requested to be
removed, or were previously enrolled (Figure 1).

Interventions
Nurse discharge advocates (DAs) carried out all aspects

of the in-hospital intervention. We hired 6 part-time DAs
to work with intervention participants to ensure coverage
by 1 DA 7 days a week, 5 hours a day. We trained all DAs
to deliver the RED intervention by using a manual con-
taining detailed scripts, observation of relevant clinical in-
teractions, and simulated practice sessions. The primary
goals of the DA were to coordinate the discharge plan with
the hospital team and educate and prepare the participant
for discharge. At admission, the DA completed the RED
intervention components outlined in Table 1. Additional
information about the DA training manual is published
elsewhere (3) and can be found on our Web site (www.bu
.edu/fammed/projectred/index.html).

With information collected from the hospital team
and the participant, the DA created the after-hospital care
plan (AHCP), which contained medical provider contact
information, dates for appointments and tests, an appoint-
ment calendar, a color-coded medication schedule, a list of
tests with pending results at discharge, an illustrated de-
scription of the discharge diagnosis, and information about
what to do if a problem arises. Information for the AHCP
was manually entered into a Microsoft Word (Microsoft,
Redmond, Washington) template, printed, and spiral-
bound to produce an individualized, color booklet de-
signed to be accessible to individuals with limited health
literacy. By using scripts from the training manual, the DA
used a teach-back methodology (29) to review the contents
of the AHCP with the participant. On the day of dis-
charge, the AHCP and discharge summary were faxed to
the PCP.

Context

Emergency department visits and rehospitalizations are
common after hospital discharge.

Contribution

This trial demonstrated that a nurse discharge advocate
and clinical pharmacist working together to coordinate
hospital discharge, educate patients, and reconcile medica-
tions led to fewer follow-up emergency visits and rehospi-
talizations than usual care alone.

Caution

The trial was conducted at a single center, and not all
eligible patients were enrolled.

Implication

A systematic approach to hospital discharges can reduce
unnecessary health service use.

—The Editors
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A clinical pharmacist telephoned the participants 2 to
4 days after the index discharge to reinforce the discharge
plan by using a scripted interview. The pharmacist had
access to the AHCP and hospital discharge summary and,
over several days, made at least 3 attempts to reach each
participant. The pharmacist asked participants to bring
their medications to the telephone to review them and
address medication-related problems; the pharmacist com-
municated these issues to the PCP or DA.

Outcomes Measures and Follow-up
At the time of recruitment, research assistants collected

baseline data, including sociodemographic characteristics;
the Short Form-12 Health Survey, Version 2 (30); the
depression subscale from the Patient Health Question-
naire-9 (31); and the Rapid Estimate of Adult Literacy in
Medicine (32). We calculated the Charlson Comorbidity
Index score by using primary and secondary diagnoses re-
corded on the index admission discharge summary (33).
We determined the number of hospital admissions and
emergency department visits in the 6 months before index
admission through medical record review (Boston Medical
Center hospital utilization) and participant report (all
other hospital utilization).

The primary end point was the rate of hospital utili-
zation—the total number of emergency department visits
and readmissions per participant within 30 days of the
index discharge. Any emergency department visit in which
a participant was subsequently hospitalized was counted as
a readmission. Secondary end points were self-reported
preparedness for discharge, rate of primary care follow-up
visits, and knowledge of discharge diagnosis. We collected
outcome data by review of the hospital’s electronic medical
records (EMRs) and by contacting participants by tele-
phone 30 days after discharge. We obtained dates of sub-
sequent emergency department visits and readmissions at
Boston Medical Center from the EMRs and collected those
at other hospitals through participant report. For partici-
pants who could not be reached within 60 days after dis-
charge, we assumed that they were alive and relied on hos-
pital EMRs for primary outcomes. Research staff doing
follow-up telephone calls and reviewing hospital records
were blinded to study group assignment. Discharge advo-
cates and pharmacists recorded time spent working with
each participant.

Statistical Analyses
On the basis of unpublished pilot data from the gen-

eral medical service at Boston Medical Center from July
2003 to June 2004, we estimated that with a readmission
incidence rate of 0.197 visit per person per month and an
emergency department visit incidence rate of 0.17 visit per
person per month (combined hospital utilization rate of
0.367 visit per person per month), we needed to enroll 750
participants to detect an incidence rate reduction of 0.25
visit per person per month in the primary outcome and
achieve 80% power, with a 2-sided � level of 0.05.

Table 1. Components of Reengineered Hospital Discharge

In-hospital component (discharge advocate)
1. Educate patient about relevant diagnoses throughout hospital stay.
2. Make appointments for clinician follow-up and postdischarge testing.
Solicit input from patient about convenient date(s) and time(s) for

appointments.
Coordinate appointments with physicians, testing, and other services.
Discuss reason for and importance of physician appointments.
Confirm that patient knows location and transportation plan and review

barriers to keeping appointments.
3. Discuss with patient any pending in-hospital tests or studies completed

and who will follow-up with results.
4. Organize postdischarge services.
Be sure patient understands the importance of such services.
Make appointments at times convenient for patient.
Discuss the details about how to receive each service.

5. Confirm medication plan.
Reconcile the discharge medication regimen.
Explain what medications to take, emphasizing any changes in the

regimen.
Review each medication’s purpose, how to take it correctly, and

important side effects.
Be sure the patient has a realistic plan about how to obtain medications.

6. Reconcile the discharge plan with national guidelines and critical
pathways.

7. Review appropriate steps for what to do if a problem arises.
Instruct how to contact the primary care provider (or coverage) by

providing contact numbers for evenings and weekends.
Instruct on what constitutes an emergency and what to do in the case of

an emergency.
8. Transmit discharge summary to physicians and services accepting

responsibility of patient’s care that contains the following:
Reason for hospitalization with specific principal diagnosis.
Important findings.
Procedures done and care, treatment, and services provided to patient.
Patient’s condition at discharge.
Complete and reconciled medication list (including allergies).
List of acute medical issues, tests, and studies for which confirmed

results are pending at the time of discharge and require follow-up.
Information about input from consultative services, including

rehabilitation therapy.
When creating this document, the original source documents—

laboratory, radiology, operative reports, and medication
administration records—should be in the transcriber’s immediate
possession and be visible when it is necessary to transcribe
information from 1 document to another.

9. Assess the degree of understanding by asking the patient to explain in
his or her own words the details of the plan.

May require contacting family members who will share in the caregiving
responsibilities.

After-hospital care plan
10. Give the patient a written discharge plan at the time of discharge that

contains the following:
Reason for hospitalization (discharge diagnosis and significant comorbid

conditions).
Discharge medication list (how and when to take each medication and

how to obtain medication).
Contact information and picture of primary care provider and discharge

advocate.
Information for follow-up primary care, specialty care, and outpatient

test appointments.
Calendar, labeled with scheduled appointments and tests.
Information for tests and studies for which confirmed results are not

available at the time of discharge.

Pharmacist postdischarge telephone component
11. Call the patient to reinforce discharge plan, review medications, and

solve problems.
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For outcome data, we followed each participant for 30
days after index discharge. We measured person-time in
months, making total person-months equal to the number
of participants in each study group. We used the Poisson
test and proportions test to test for significance of primary
outcomes and secondary outcomes, respectively. We con-
ducted a sensitivity analysis and excluded outliers with
high subsequent hospital utilization.

We generated cumulative hazard curves for time to
multiple events (emergency department visits and readmis-
sions) and compared them by using a log-rank test. We
measured the time-to-event from the index discharge date.
This method corresponds to the Wei, Lin, and Weissfeld
(34) marginal data model for ordered multiple events,
which allows each event to have a separate underlying haz-
ard (35).

We did subgroup analysis with Poisson regression by
using total hospital utilization number per participant as
the dependent variable. We determined subgroups a priori
and included depression diagnosis (36), previous hospital
utilization (37), health literacy level (38), sex, and age. To
evaluate potential interactions between these variables and
the intervention, we included interaction terms in the Pois-
son regression. We used 2-sided significance tests. We con-
sidered P values less than 0.05 to be statistically significant.
All data were analyzed with S-Plus, version 8.0 (Insightful,
Seattle, Washington), and Intercooled Stata, version 10
(StataCorp, College Station, Texas).

Role of the Funding Source
The Agency for Healthcare Research and Quality and

the National Heart, Lung, and Blood Institute, National

Figure 1. Study flow diagram.

Admitted to medical service (n = 5489)
Assessed for eligibility (n = 3873)
Research staff unavailable (n = 1616)

Excluded (n = 3124)
Did not meet inclusion criteria: 1049*
Previously enrolled: 120
Declined to participate: 527
Participants unavailable: 474
Reached maximum participants 

enrolled/d: 954

30-day outcome assessment
Reached for telephone interview (n = 308)
Analyzed outcomes using medical record (n = 368)
Excluded from outcome analysis (n = 8)

Participant request: 5
Died before index discharge: 2
Previously enrolled: 1

30-day outcome assessment
Reached for telephone interview (n = 307)
Analyzed outcomes using medical record (n = 370)
Excluded from outcome analysis (n = 3)

Participant request: 2
Died before index discharge: 1

Received usual care (n = 376)
Did not meet eligibility criteria at discharge (n = 40)†

Received in-hospital intervention (n = 335)
Did not meet eligibility criteria at discharge (n = 38)‡
Received reinforcement telephone call  (n = 228)§

Allocated to usual care (n = 376) Allocated to intervention (n = 373)

Enrolled and randomly
assigned (n = 749)

* Patients did not meet inclusion criteria if they were admitted from or planned discharge to an institutional setting (n � 74), planned hospitalization
(n � 3) or discharge to a non-U.S. community (n � 5), were transferred to different hospital service (n � 8), did not speak English (n � 371) or have
a telephone (n � 71), were on hospital precautions (n � 274) or suicide watch with a sitter (n � 10), were unable to consent (n � 181), had sickle cell
disease as the admitting diagnosis (n � 38), had privacy status (n � 8), were deaf or blind (n � 2), or other (n � 4).
† Usual care participants did not meet eligibility criteria if they were discharged to a nursing facility (n � 28), were transferred to another hospital service
(n � 1), were previously enrolled (n � 1), died during index admission (n � 2), requested to be removed (n � 5), or other (n � 3).
‡ Intervention participants did not meet eligibility criteria if they were discharged to a nursing facility (n � 21), were transferred to another hospital
service (n � 6), died during index admission (n � 1), requested to be removed (n � 2), or other (n � 8).
§ 107 intervention participants did not receive a reinforcement call because they could not be reached by telephone (n � 93), they were readmitted the
same or next day (n � 2), there was no staffing coverage (n � 8), or other (n � 4).
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Institutes of Health, funded this work. The funding
sources had no role in the design and conduct of the study;
collection, management, analysis, and interpretation of the
data; or preparation, review, and approval of the manu-
script.

RESULTS

Study Sample
During the study period from 3 January 2006 to 18

October 2007, we admitted 5489 patients and assessed
3873 for eligibility (Figure 1). Because of a lack of avail-
able research staff, we did not assess 1616 patients. Of
those assessed for eligibility, 1049 did not meet eligibility
criteria, 120 were previously enrolled, 527 declined to par-
ticipate, 474 were unavailable in their hospital room at the
time of enrollment, and 954 were not approached because
the maximum number of enrolled participants was reached
that day. We enrolled and randomly assigned 749 partici-
pants: 376 in the usual care group and 373 in the inter-
vention group (Figure 1). For primary and secondary out-
come analyses, we excluded 11 participants on the basis of
participant request (n � 7), death before index discharge
(n � 3), and previous enrollment (n � 1), which left 368
in the usual care group and 370 in the intervention group.
Baseline demographic and clinical characteristics were sim-
ilar across study groups (Table 2).

Process Measures
In the intervention group, we discharged 346 of 370

(94%) participants with a primary care appointment, 306
(83%) left with an AHCP, 197 (53%) had their medica-
tions reconciled with the ambulatory EMR and had their
updated medication list included in their AHCP, and 336
(91%) had their discharge information sent to their PCP
within 24 hours after discharge. The pharmacist reached
228 (62%) of the intervention participants a median of 4
days (interquartile range [IQR], 3 to 6 days) after discharge
and completed medication review with 195 (53%) inter-
vention participants. The pharmacist found that 126 of
195 (65%) intervention participants who completed med-
ication review had at least 1 medication problem and 103
(53%) needed corrective action by the pharmacist, such as
contacting the participant’s PCP.

In the usual care group, we discharged 127 of 368
(35%) participants with a primary care appointment; data
on medication reconciliation and discharge summary
transfer to the PCP were unavailable.

Outcome Follow-up
We obtained participant-reported outcome data by

telephone for 615 of 738 (83%) participants a median of
32 days (IQR, 30 to 36 days) after discharge. We reached
similar proportions of intervention (307 [83%]) and usual
care (307 [83%]) group participants (P � 0.87). Likewise,
similar proportions of intervention (12 [3%]) and usual
care (7 [2%]) group participants reported hospital utiliza-

tion at hospitals other than Boston Medical Center (P �
0.36).

Hospital Utilization
In the intervention group, 56 (15.1%) participants

had 1 hospital utilization and 24 (6.5%) had more than 1
hospital utilization. These 80 (21.6%) participants had
116 hospital utilizations (61 emergency department visits
and 55 readmissions) during 370 person-months of fol-
low-up (0.314 visit per person per month). In the usual
care group, 69 (18.8%) participants had 1 hospital utiliza-
tion and 30 (8.1%) had more than 1 hospital utilization.
These 99 (26.9%) participants had 166 visits (90 emer-
gency department visits and 76 readmissions) during 368
person-months of follow-up (0.451 visit per person per
month) (Table 3). Intervention participants had a lower
rate of hospital utilization than usual care participants (in-
cidence rate ratio, 0.695 [95% CI, 0.515 to 0.937]); P �
0.009). After we repeated the analysis excluding 1 usual
care participant with more than 8 hospital utilizations, hos-
pital utilization between study groups remained statistically
significant (P � 0.028). Approximately 30% of partici-
pants in each study group with any subsequent hospital
utilization had more than 1 subsequent hospital utilization.

Figure 2 shows the cumulative hazard curves compar-
ing hospital utilization in the 2 groups over the 30 days
after discharge (P � 0.004).

Subgroup analyses revealed that the intervention was
more effective at reducing hospital utilization for partici-
pants with greater hospital utilization in the previous 6
months (P for interaction � 0.014).

Secondary Outcomes
Participants receiving the intervention could identify

their index discharge diagnosis (242 [79%] vs. 217 [70%]
participants; P � 0.017) and PCP name (292 [95%] vs.
275 [89%] participants; P � 0.007) more often than usual
care participants. Intervention participants also reported a
higher PCP follow-up rate than usual care participants
(190 [62%]) vs. 135 [44%]; P � 0.001). Intervention
group participants reported being more prepared for dis-
charge at 30 days (Table 3). Each component of the
AHCP tool was highly rated by intervention participants
(Appendix Table, available at www.annals.org).

Time Spent Providing Intervention
The DA spent a median of 42.5 minutes (IQR, 30 to

60 minutes) speaking directly with each participant, both
collecting participant information and teaching the AHCP
booklet. The DA made a median of 3 attempts (IQR, 2 to
5 attempts) per participant to call or page interns. An ad-
ditional estimated 45 minutes was spent reviewing the par-
ticipant’s EMR, communicating with the medical team,
and preparing the AHCP. Therefore, total DA time was
estimated to be 87.5 minutes per participant. Estimated
weekly DA time (following 14 participants per week) was
20.4 hours or approximately 0.5 full-time equivalent.

The pharmacist postdischarge telephone calls took a
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median of 14 minutes (IQR, 10 to 19 minutes), with 10 (6
to 18) additional minutes spent on call preparation, missed
calls, and resolving problems identified during calls. It took
the pharmacist a median of 2 attempts (IQR, 1 to 3 at-
tempts) to reach participants by telephone. Median total
pharmacist time was approximately 26 minutes (IQR, 18
to 36 minutes) per participant. Estimated weekly pharma-

cist time (following 14 participants per week) was 6.1
hours or approximately 0.15 full-time equivalent.

Outcome Cost Analysis
The actual cost of emergency department visits totaled

$21 389 for the usual care group and $11 285 for the in-
tervention group. The actual cost of hospital visits totaled

Table 2. Baseline Participant Characteristics*

Characteristic Usual Care Group
(n � 376)

Intervention Group
(n � 373)

Men, n (%) 176 (47) 195 (52)
Mean age, (SD), y 49.6 (15.3) 50.1 (15.1)
Race, n (%)

White non-Hispanic 103 (27) 106 (28)
Black non-Hispanic 197 (52) 191 (51)
Hispanic 38 (10) 38 (10)
Other race or mixed race 38 (10) 38 (10)

Annual personal income, n (%)
�$10 000 119 (32) 118 (32)
$10 000–$19 999 61 (16) 73 (20)
$20 000–$49 999 74 (20) 58 (16)
�$50 000 24 (6.4) 19 (5.1)

Health insurance, n (%)
Private 64 (17) 58 (16)
Medicaid 184 (49) 174 (47)
Medicare 49 (13) 51 (14)
Free Care† 72 (19) 86 (23)

Education level, n (%)
Less than high school 33 (8.8) 22 (5.9)
Some high school 69 (18) 66 (18)
High school graduate or GED 131 (35) 151 (40)
Some college 94 (25) 84 (23)
4-year college graduate or higher 45 (12) 48 (13)

Health literacy level, n (%)‡
Grade 3 or below 56 (15) 58 (16)
Grade 4 to 6 37 (9.8) 39 (10)
Grade 7 to 8 119 (32) 110 (29)
Grade 9 or above 154 (41) 153 (41)

Current employment status, n (%)
Full-time 96 (26) 83 (22)
Part-time 40 (11) 48 (13)
Retired 65 (17) 69 (18)
Disabled 88 (23) 78 (21)
Unemployed 68 (18) 75 (20)
Other 16 (4.3) 16 (4.2)

Homeless in past 3 mo, n (%) 40 (11) 35 (9.4)
Mean previous hospital admissions (SD), n§ 0.71 (1.4) 0.64 (1.1)
Mean previous emergency department visits (SD), n§ 1.0 (1.8) 0.86 (1.6)
Mean length of stay (SD), d 2.6 (3.0) 2.8 (3.4)
PCP at enrollment, n (%) 303 (81) 299 (80)
Mean Charlson Comorbidity Index score (SD)� 1.2 (2.0) 1.2 (1.8)
Mean Physical Component Summary score (SD)¶ 40.7 (7.4) 40.1 (7.3)
Mean Mental Component Summary score (SD)¶ 46.3 (9.8) 46.7 (9.3)
Major depressive disorder, n (%)** 52 (14) 69 (18)
Minor depressive disorder, n (%)** 60 (16) 58 (16)

PCP � primary care provider; REALM � Rapid Estimate for Adult Literacy in Medicine.
* Not all column percentages sum to 100% because of missing values.
† Free Care is a Massachusetts state program for uninsured patients.
‡ Health literacy categories correspond to total REALM scores (32) of grade 3 or below (REALM score, 0–18), grade 4 to 6 (REALM score, 19–44), grade 7 to 8 (REALM
score, 45–60), and grade 9 or above (REALM score, 61–66).
§ Previous hospital admissions and emergency department visits include those that occurred within 6 mo before index admission.
� The Charlson Comorbidity Index (33) score reflects the cumulative increased likelihood of 1-year mortality. The higher the score, the more severe the comorbid condition.
A 35% increase in risk for death is reflected in a 1-point increase in weights. The minimum score is zero; there is no maximum score.
¶ From the Short Form-12 Health Survey (30). The Physical Component Summary score range is 0–100. Mean score for U.S. population is 50 (SD, 10). Higher scores
suggest greater physical functional status. The Mental Component Summary score range is 0–100. Mean score for U.S. population is 50 (SD, 10). Higher scores suggest
greater mental functional status.
** Determined by using the Patient Health Questionnaire-9, a 9-item, 4-point Likert scale, standard scoring algorithm to screen for major and minor depression (31).
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$412 544 for the usual care group and $268 942 for the
intervention group. Follow-up PCP appointments were
given an estimated cost of $55, on the basis of costs from
an average hospital follow-up visit at Boston Medical Cen-
ter. The estimated cost of primary care outpatient visits
within 30 days after discharge totaled $8906 for 44% of
368 usual care participants and $12 617 for 62% of 370
intervention participants. The difference between study
groups in total cost (combining actual hospital utilization
cost and estimated outpatient cost) for 738 participants
was $149 995—an average of $412 per person who re-
ceived the intervention. This represents a 33.9% lower ob-
served cost for the intervention group.

DISCUSSION

The RED intervention decreased hospital utilization
(combined emergency department visits and readmissions)
within 30 days of discharge by about 30% among patients
on a general medical service of an urban, academic medical
center. More intervention group participants reported see-
ing their PCP for follow-up within 30 days and reported
higher levels of preparedness for discharge. In addition, the
intervention was successful in reducing hospital utilization
among participants who frequently used hospital services.
These data support implementation of a comprehensive
program for hospital discharge among similar hospitals.

Our intervention includes patient-centered education,
comprehensive discharge planning, and postdischarge rein-

Table 3. Primary and Secondary Outcomes

Variable Usual Care Group Intervention Group P Value

Primary outcomes <30 d after index hospitalization
Patients, n 368 370 –
Hospital utilizations, n (visits/patient/mo)* 166 (0.451) 116 (0.314) 0.009

IRR (95% CI) 1.0 0.695 (0.515–0.937) –
Emergency department visits, n (visits/patient/mo) 90 (0.245) 61 (0.165) 0.014

IRR (95% CI) 1.0 0.674 (0.476–0.955) –
Readmissions, n (visits/patient/mo) 76 (0.207) 55 (0.149) 0.090

IRR (95% CI) 1.0 0.720 (0.445–1.164) –

Secondary outcomes†
Patients, n 308 307 –
Able to identify discharge diagnosis, n (%) 217 (70) 242 (79) 0.017
Able to identify PCP name, n (%) 275 (89) 292 (95) 0.007
Visited PCP, n (%) 135 (44) 190 (62) �0.001

How well were your questions answered before you left
the hospital?‡

108 (62) 129 (77) 0.002

How well did you understand your appointments after
you left the hospital?‡

219 (79) 254 (86) 0.025

How well did you understand how to take your medications
after leaving the hospital?‡

233 (83) 264 (89) 0.049

How well did you understand your main problem or diagnosis
when you left the hospital?‡

167 (57) 198 (66) 0.014

How prepared were you to leave the hospital?‡ 163 (55) 197 (65) 0.013

IRR � incidence rate ratio; PCP � primary care provider.
* Defined as the sum of emergency department visits plus rehospitalizations. An emergency department visit that leads to a rehospitalization is counted only as a
rehospitalization.
† Denominators were participants who were reached at the 30-day follow-up phone call and those who answered questions.
‡ Questions were answered on a 5-point Likert scale. The percentage reflects participants who responded with either of the top 2 categories on the scale (“very prepared” or
“prepared”).

Figure 2. Cumulative hazard rate of hospital utilization for
30 days after index hospital discharge.
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* The denominators for the events were 433 for usual care and 397 for
intervention. This represents the number of discharges for each group,
which includes index discharges and discharges from all subsequent ad-
missions. At each discharge, the participant is returned to the risk pool.
The denominator is thus constant during the entire 30 days.
† Two events for the usual care group and 6 events for the intervention
group were removed from this analysis because the date of admission was
missing.
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forcement and is practical and easily applied to general
medical patients. The RED intervention has 3 core ele-
ments: the DA, the AHCP, and the follow-up telephone
call by those of the pharmacist. Because these elements
were bundled, we could not clearly determine the degree
that each part contributed to the effects demonstrated. No
previous studies have evaluated this trio of interventions
together, although the roles of the DA and the pharmacist
build on previous literature (12, 15, 16, 19). For example,
peridischarge nursing support services have been shown to
improve discharge for patients with heart failure (14, 23,
39, 40). Coleman and colleagues (12) used a nurse “tran-
sition coach” to demonstrate reduced readmissions at 30
and 90 days among elderly patients. Naylor and coworkers
(13, 19) found that nurse specialists involved during and
after discharge also effectively reduced acute readmissions.

Several studies have analyzed pharmacist interventions.
Dudas and colleagues (15) randomly assigned patients to
receive a telephone call by a pharmacist after discharge and
demonstrated fewer emergency department visits. Schnip-
per and coworkers (16) used pharmacist counseling before
and after discharge and showed reductions in preventable
adverse drug events and medication-related readmissions
and emergency department visits. Al-Rashed and col-
leagues (41) found that predischarge pharmacist-based
counseling for elderly patients followed by a postdischarge
home visit resulted in fewer unplanned primary care visits
and fewer readmissions.

The techniques used to teach the AHCP, its content,
and its format (for example, pictures, color, and large font)
were informed by the literature on limited health literacy
(42, 43). Overall, the intervention improved patient com-
prehension of key elements of self-care: 30 days after dis-
charge, intervention participants were better able to iden-
tify their primary diagnosis and reported better
understanding of their diagnosis, medications, and ap-
pointments. The content, format, and teaching of dis-
charge preparation tools deserve further attention because
few studies have assessed the effect of patient education on
subsequent hospital utilization.

Because intervention group participants were more
likely to report seeing their PCPs after discharge and we
transmitted discharge information to PCPs promptly after
discharge, the intervention optimized the chance that
PCPs could identify and address outstanding issues. In ad-
dition, the pharmacist follow-up telephone call identified
any problems that a patient was having after discharge and
relayed those issues to the PCP. Previous studies have sug-
gested that improved access to community-based follow-up
alone may not be enough to reduce hospital readmissions
(18, 25). We provide evidence that when combined with
other elements of RED, improving PCP follow-up may
help reduce hospital utilization.

Implementing this discharge intervention required
about 1.5 hours of nursing time and 30 minutes of phar-
macist time per participant. Because some of the DA ac-

tivities were redundant with those of existing hospital per-
sonnel, implementation of the RED intervention using
existing hospital staff would require less time per patient.
Also, because information was manually entered to create
each AHCP, hospital information technology solutions
could be developed to make this process more efficient.
Despite this, we demonstrated hospital utilization cost sav-
ings averaging $412 per discharge. These figures do not
include the cost of the intervention, which involved 0.5
full-time equivalent for a nurse and 0.15 full-time equiva-
lent for a clinical pharmacist. If adopted broadly, this in-
tervention could produce substantial effects on health care
financing (44). However, an important challenge for pro-
grams like RED is that health providers, who are best sit-
uated to implement such a program, may have no financial
incentive to do so. Hospitals serving capitation-based pa-
tient populations may benefit financially from reducing
unneeded rehospitalization. Under the fee-for-service
scheme, the payer will benefit even after paying the full
cost of the intervention. Hospitals will also benefit from
decreasing the rehospitalization rate as an important qual-
ity-improvement target, and investment in strategies
proven to work will be attractive to payers. The National
Quality Forum is reviewing new metrics of quality care
surrounding readmission rates (45), and programs like
RED may be used to improve health care organizations’
quality ratings.

Our study has limitations. Because of staffing limita-
tions, we were only able to enroll 2 to 3 participants per
day, and we could not enroll participants on some week-
ends and holidays. Because of the nature of our urban,
underserved patient population and exclusion of patients
coming from nursing homes, the study sample was
younger and had fewer comorbid conditions than those in
other studies; thus, our results may not be generalizable to
all patient groups. Also, we relied on participant self-report
for outcomes that we could not gather from EMRs, nota-
bly data on PCP follow-up and visits at hospitals other
than Boston Medical Center. Previous studies have sug-
gested that patient reports of emergency department and
hospital use correlate well with electronic records from 6
months to 1 year (46, 47). Ritter and colleagues (48) dem-
onstrated that patients tended to underreport outpatient
visits over 6 months compared with electronic charts and
found no demographic or health-related predictors of un-
derreporting. In our case, recall bias should be expected to
be nondifferential because our study was randomized, we
reached both study groups equally, and outcome assessors
were blinded to study assignment. We assumed that study
participants not reached by telephone for an outcome as-
sessment were alive for 30 days after the index discharge,
and we relied on hospital EMRs to gather primary out-
comes. Therefore, we did not capture deaths or hospital
utilizations at institutions other than Boston Medical Cen-
ter for this limited number of participants. For the cost
analysis, we could not determine a generalizable cost for
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the intervention because costs vary widely by institution
and location. Similarly, we could not estimate the down-
stream cost implications of avoided emergency department
visits and readmissions. Still, we present the actual costs for
3 important types of directly related medical utilization.
The cost of hospital utilization and outpatient visits also
cannot be easily generalized. Our goal is to provide the
direct comparison that can be made for these key costs
between study groups, and we observed a 33.9% reduction
in these costs.

In summary, the RED program successfully reduced
hospital utilization, improved patient self-perceived prepa-
ration for discharge, and increased PCP follow-up. In
2007, the National Quality Forum Consensus Standards
Maintenance committee identified hospital discharge as a
critical area for improvement. The resulting National
Quality Forum “Safe Practice” was based largely on the
principles of the RED program (49). Our study provides
data supporting the implementation of the discharge stan-
dards promoted by the National Quality Forum.
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Appendix Table. Evaluation of the AHCP by Intervention
Participants 30 Days After Discharge

Question Participant
Response, n (%)*

In the past 4 weeks, how often did you refer
to your AHCP?†

Daily 31 (12)
Frequently 39 (14)
Occasionally 75 (28)
Once or twice 78 (29)
Never 21 (7.8)

How useful was the AHCP booklet?†
Extremely useful 46 (17)
Very useful 92 (34)
Moderately useful 50 (19)
A little bit useful 40 (15)
Not at all useful 10 (3.7)

What was the most helpful part of the AHCP?†
RED medication schedule 51 (19)
Appointment page 41 (15)
Medical provider contact information 26 (9.7)
Appointment calendar 24 (8.9)
Diagnosis information 29 (11)
Other 29 (11)

How helpful was the RED medication
calendar?‡

Extremely helpful 26 (17)
Very helpful 46 (30)
Moderately helpful 15 (9.7)
A little bit helpful 10 (6.5)
Not at all helpful 4 (2.6)

AHCP � after-hospital care plan; RED � reengineered discharge.
* Not all percentages sum to 100% because of missing values (participants did not
answer the question—they either declined or ended the call early).
† The denominator was intervention participants who were reached for the 30-day
follow-up telephone call and received an AHCP (n � 269).
‡ The denominator was intervention participants who were reached for the 30-day
follow-up telephone call and received an RED medication calendar in their AHCP
(n � 155).
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Cost-Effectiveness of Screening for Unhealthy Alcohol

Use with %Carbohydrate Deficient Transferrin:

Results From a Literature-Based Decision Analytic

Computer Model

Alok Kapoor, Kevin L. Kraemer, Kenneth J. Smith, Mark S. Roberts, and Richard Saitz

Background: The %carbohydrate deficient transferrin (%CDT) test offers objective evidence of
unhealthy alcohol use but its cost-effectiveness in primary care conditions is unknown.

Methods: Using a decision tree and Markov model, we performed a literature-based cost-
effectiveness analysis of 4 strategies for detecting unhealthy alcohol use in adult primary care
patients: (i) Questionnaire Only, using a validated 3-item alcohol questionnaire; (ii) %CDT Only;
(iii) Questionnaire followed by %CDT (Questionnaire-%CDT) if the questionnaire is negative;
and (iv) No Screening. For those patients screening positive, clinicians performed more detailed
assessment to characterize unhealthy use and determine therapy. We estimated costs using Medi-
care reimbursement and the Medical Expenditure Panel Survey. We determined sensitivity, speci-
ficity, prevalence of disease, and mortality from the medical literature. In the base case, we
calculated the incremental cost-effectiveness ratio (ICER) in 2006 dollars per quality-adjusted life
year ($ ⁄QALY) for a 50-year-old cohort.

Results: In the base case, the ICER for the Questionnaire-%CDT strategy was $15,500 ⁄QALY
compared with the Questionnaire Only strategy. Other strategies were dominated. When the
prevalence of unhealthy alcohol use exceeded 15% and screening age was <60 years, the
Questionnaire-%CDT strategy costs less than $50,000 ⁄QALY compared to the Questionnaire
Only strategy.

Conclusions: Adding %CDT to questionnaire-based screening for unhealthy alcohol use was
cost-effective in our literature-based decision analytic model set in typical primary care conditions.
Screening with %CDT should be considered for adults up to the age of 60 when the prevalence
of unhealthy alcohol use is 15% or more and screening questionnaires are negative.

Key Words: Carbohydrate Deficient Transferring, Alcohol Use, Primary Care.

T HE UNITED STATES Preventive Services Task Force
(USPSTF) recommends screening for unhealthy alcohol

use, including at-risk drinking, problem drinking, alcohol
abuse, and alcohol dependence (U.S. Preventive Services Task
Force, 2004). The National Institute on Alcohol Abuse and
Alcoholism (NIAAA) defines at-risk drinking as >14 drinks

per week or 5 or more drinks on a single occasion for men
and >7 drinks per week or 4 or more drinks on a single occa-
sion for women or those aged over 65 (National Institute of
Alcohol and Alcoholism, 2005). Among the multiple question-
naires available to screen for unhealthy alcohol use, AUDIT-
Consumption (AUDIT-C) offers a 3-item inventory of the
quantity and frequency of unhealthy alcohol use (Fiellin et al.,
2000). It is generally sensitive (81 to 94%) and specific (82 to
86%) but can be subjected to inaccurate or untruthful
responses.(Bradley et al., 2003, 2007; Gordon et al., 2001).
Serum biomarkers such as the %carbohydrate deficient

transferrin (%CDT) test can provide objective evidence of
unhealthy alcohol use. Heavy daily consumption of alcohol
for 2 weeks or more triggers a positive test. Studies have
found that %CDT has high specificity (77 to 100%) but vari-
able sensitivity (10 to 85%) (Berner et al., 2006; Koch et al.,
2004; Miller and Anton, 2004). Performance estimates vary
depending on whether the goal of screening is to detect very
heavy drinking (>60 to 80 g of ethanol or more than 5 to 7
drinks per day) or the at-risk amounts defined above.
%CDT has been widely used in Europe (Miller and Anton,

2004) and the United States Food and Drug Administration
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approved a %CDT assay in 2001 for detecting chronic heavy
alcohol consumption (Food and Drug Administration, 2007).
Although %CDT has the advantage of being an objective
test, it has a low positive predictive value if used as the sole
screening tool (Aertgeerts et al., 2001) and is expensive
(Coulton et al., 2006). Nevertheless, multiple experts have
suggested that alcohol biomarkers like %CDT can be useful
in clinical settings including primary care (Miller et al., 2006).
There are few published data about who should be tested with
%CDT, how %CDT should be integrated with question-
naires such as AUDIT-C, and for which patient groups
%CDT screening is most cost-effective.
Decision analysis is a systematic explicit, quantitative way

of making decisions in health care that can lead to both
enhanced decisions and better outcomes for patients (Hunink
et al., 2001). In its most basic form, the modeler builds a deci-
sion tree and inputs the probability and value of each out-
come derived from some combination of original data and
the published medical literature. The modeler then associates
costs and effects with each outcome. Cost-effectiveness may
then be calculated as the cost divided by the benefit, the latter
being expressed in disease-specific units such as the number of
strokes averted, quality-adjusted life years (QALYs) gained,
or in monetary units itself. When monetary units are used to

calculate benefit, the analysis is termed a cost-benefit analysis.
Dillie and colleagues (2005) assessed the cost-benefit of
%CDT screening in primary care but focused on diabetic and
hypertensive patients and did not assess the value of adding
%CDT to established screening questionnaires. We con-
ducted a comprehensive, literature-based decision analysis
computer model to evaluate the cost-effectiveness of %CDT
testing both alone and combined with questionnaire to screen
for unhealthy alcohol use in primary care.

METHODS

Framework and Decision Model

We conducted our analysis following the recommendations of the
Panel on Cost-Effectiveness in Health and Medicine (Panel on Cost-
Effectiveness), (Russell et al., 1996; Siegel et al., 1996; Weinstein
et al., 1996). We adopted a societal perspective, including costs and
effects incurred both by patients receiving care and institutions pro-
viding care. The target population included adult men and women
(ages 18 to 100 years) in primary care. The time horizon, or period
over which costs and effects were aggregated, was from screening
until death or age 100 years.
We modeled 4 strategies for detecting unhealthy alcohol use in pri-

mary care using TreeAge Pro 2007 Suite software (TreeAge Software
Inc., Williamstown, MA). The 4 strategies were: (i) Questionnaire
Only, using AUDIT-C; (ii) %CDT only; (iii) Questionnaire followed

Fig. 1. Decision tree of four strategies to screen for unhealthy alcohol use in primary care. (A) A clinician can screen a primary care patient once for
unhealthy alcohol by one of four strategies. (B) Once a patient tests positive by a screening test, he or she moves into the full assessment phase. In the full
assessment, clinicians ask questions to determine if the test result is a true or false positive and determine if there is an alcohol disorder. Then, there is a
probability that the clinician delivers a treatment (brief intervention for at-risk drinking or abuse) or refers to specialty alcohol treatment for alcohol depen-
dence. Finally, there is a chance that the treatment succeeds, placing the unhealthy drinker into a safer health state. Patients then enter the Markov model
in one of six health states (see Fig. 2).
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by %CDT (Questionnaire-%CDT) if the questionnaire is negative;
and (iv) No Screening (case-finding only in which the clinician does
not screen but discovers unhealthy use through the course of caring
for a patient; Fig. 1). The Questionnaire Only strategy models current
guidelines from national organizations including the USPSTF and
NIAAA. The Questionnaire-%CDT strategy allows direct assess-
ment of the cost-effectiveness of adding%CDT to the current recom-
mended questionnaire-based screening strategy.
The initial part of the decision model simulated one-time screening,

assessment, and intervention for the spectrum of unhealthy alcohol
use, including at-risk drinking, alcohol abuse, and dependence. For
AUDIT-C, we considered a score of ‡5 (out of a possible 12 points)
positive for a man and ‡2 positive for a woman (Bradley et al., 2003,
2007; Gordon et al., 2001). The cut-off for %CDT was 2.6% as rec-
ommended by the manufacturers (Axis Shield ASA, Oslo, Norway;
Berner et al., 2006). We assumed all screen-positive patients com-
pleted a full clinical assessment (i.e., the gold standard) for unhealthy
alcohol use. Following this assessment, we modeled the probability
that a patient would receive a brief intervention and the probability
that a delivered intervention was successful. For alcohol dependence,
we also modeled the probability that a patient would receive formal
alcohol treatment which includes a course of cognitive behavioral (or
similarly effective) therapy. If brief intervention were successful, a
patient with at-risk drinking or alcohol abuse converted to safe
drinking. If formal alcohol treatment worked, a patient with alcohol
dependence converted to a recovery state. Such conversions are also
possible in untreated groups. This ‘‘screening effect’’ is a beneficial
reduction in drinking that occurs from the mere detection and verifi-
cation of disease. Because we are uncertain if this effect would occur
in real world (as opposed to research) conditions, we only applied
this effect to the No Screening strategy in the base case, biasing the
analysis against screening strategies.

Patients finished the initial alcohol screening and intervention part
of the model in 1 of 6 mutually exclusive alcohol-related health states
(Fig. 2). We then used a Markov model to track the transitions
among these 6 health states from the time of screening ⁄ intervention
until death.
The time frame of the first part of the model (Fig. 1) is the time it

takes for screening, assessment, and treatment to occur (i.e., ranging
from a single clinic visit for an individual who screens negative or
screens positive and receives brief intervention at the screening visit,
and up to multiple visits for an individual who is alcohol-dependent
and receives alcohol treatment). The ‘‘time frame’’ of the second part
of the model, the Markov model (Fig. 2), is from the time immedi-
ately after screening ⁄assessment ⁄ intervention until death or the age
of 100 years.

Probabilities and Health State Utilities

For each probability estimate we searched Medline (1950 to spring
2007), spoke with experts, and consulted the documents of authori-
ties such as the Centers for Disease Control and Prevention. For each
parameter, we chose the highest quality evidence available but when
there was uncertainty about the true value among equally good data,
we made a conservative choice that biased against %CDT screening.
For %CDT performance, we included data from a study of primary
care patients in Germany screened for at-risk drinking (Berner et al.,
2006). There was no such study from a population in the U.S.
Because research on %CDT has mostly involved testing for very
heavy alcohol use (e.g., >80 g ethanol or 6 drinks ⁄day for a man
and >40 g ethanol or 3 drinks ⁄day for a woman), we also calculated
the cost-effectiveness of %CDT testing using discrete diagnostic per-
formance estimates for detecting very heavy drinkers compared with
the remaining unhealthy drinking population. For these %CDT per-
formance estimates, we used a large, multi-center international trial
of patients from a range of recruitment settings (not primary care;
Holder, 1998) (Table 1).
For efficacy of brief intervention, we used estimates from a 5 to

10 minute brief intervention trial (Ockene et al., 1999). We operation-
alized efficacy with 2 variables for the transition from the at risk
drinking or abuse state to safe state. The transition rate in the group
receiving screening and brief intervention was 39%. The same transi-
tion in the group receiving screening alone was 28% indicating a net
effect of 11%.
We derived health state transition probabilities from 2 well-

established longitudinal studies conducted in the U.S. (Kerr et al.,
2002; Schuckit et al., 2001). To calculate survival, we consulted the
published literature (Arias, 2006; Dawson, 2000). To calculate
quality-adjusted survival, we multiplied survival by health state
utilities previously measured by our group (Kraemer et al., 2005).
Utilities represent a degree of preference for 1 health state (scored
between 0 and 1) versus a perfect health state (utility of 1).

Costs

We calculated initial costs for screening and treatment in 2006
U.S. dollars. Our estimates for screening costs represent current
Medicare reimbursement for physician time and lab testing (Centers
for Medicare & Medicaid, 2006a,b). To aggregate direct health care
costs in the future, we used data from the Medical Expenditure Panel
Survey (MEPS) (Agency for Healthcare Research and Quality,
2004). We also did not include cost incurred to people injured by the
index patient nor productivity gains for treated patients experiencing
improved health. For alcohol dependence and abuse, we assigned a
multiplier to the baseline annual costs provided by MEPS. There are
conflicting reports about the costs for at-risk drinking and so we
assumed at-risk drinking had no effect on direct health care costs
(multiplier = 1.0; Dillie et al., 2005; Holder, 1998; Mertens et al.,
2005).

Fig. 2. Markov model of health states defined by alcohol consumption
(Non-Drinker, Safe Drinker, At-Risk Drinker) or the presence of an alcohol
diagnosis (Alcohol Abuse, Alcohol Dependence, Alcohol Dependence in
Recovery).
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Table 1. Parameter List, Baseline Estimate, Range for Sensitivity Analysis, and Comment

Parameter Baseline Range Comments ⁄ citations

Probabilities
Demographics

Initial age of cohort 50 18–80 Implies all individuals at the same initial age
Prevalence of unhealthy drinking (%) Includes at-risk drinkers, alcohol abuse, and

alcohol dependence; prevalence; values are
a weighted average assuming 50% of
cohort are male (Manwell et al., 1998)

50-year-old cohort 22 10–40
25-year-old cohort 28 15–45
75-year-old cohort 6 1–20

Prevalence of abuse (%) 11 7–15 Prevalence for the base case, 50-year-old patient
Prevalence of at-risk drinking (%) 4 2–10
Prevalence of dependence (%) 8 4–12

Test performance and prevalence
Sensitivity of AUDIT-C questionnaire in women 81 50–99 Sensitivity and specificity to detect >7

drinks ⁄ wk or 4 or more drinks ⁄ day ± DSM
IV disorder at a specificity of 86%
(Bradley et al., 2003)

Specificity of AUDIT-C questionnaire in women 86 50–100

Sensitivity of AUDIT-C questionnaire in men 94 50–99 Sensitivity and specificity to detect >16
drinks ⁄ wk (Gordon et al., 2001)Specificity of AUDIT-C questionnaire in men 82 50–100

Sensitivity of %CDT (men and women combined) 34 10–99 Sensitivity and specificity to detect individuals
at-risk or more unhealthy drinking
(reference standard AUDIT > 8)
(Berner et al., 2006)

Specificity of %CDT (men and women combined) 94 50–100

% delivery, treatment, and screening effects
Delivery of brief intervention (BI) (%)

At-risk 39 0–59 Probability of BI delivery by primary care
provider after positive screen by
questionnaire or %CDT; in the source
publication (Burman et al., 2004), the
10-item AUDIT was used to categorize
disease severity

Abuse 59 39–71
Dependence 71 59–100

% individuals with dependence who follow up for
alcohol treatment after brief intervention or
usual care

40 10–90 Preliminary data from our own work for
receipt of ‘‘alcohol assistance’’ (ASAP Study
Clinical Trials Identifier NCT00183105) after
brief intervention or usual care. (Note: In the
model, 0% of alcohol dependents reduce
their drinking after brief intervention alone;
alcohol dependents must proceed to alcohol
treatment before any benefit occurs)

% at-risk drinkers or drinkers with alcohol abuse
achieving low risk drinking after brief intervention

39 0–75 Percentage transitioning from at-risk or
alcohol abuse to low risk drinking
(e.g., within guidelines ⁄ suggested limits)
after BI (Ockene et al., 1999)

% dependent drinkers achieving low risk drinking
after alcohol treatment

41 0–80 Percentage transitioning from dependence to
recovery after alcohol treatment
(Project MATCH authors, 1997)

Screening effect parameters (%) Percentage transitioning from an unhealthy
to healthy state after detection but without
treatment; in the base case, the screening
effects only applied to the No Screening
strategy but was explored in sensitivity
analyses.

Abuse or at-risk to safe 28 0–50 From control arm of a randomized controlled
trial for BI (Ockene et al., 1999)

Dependence to recovery 14 0–50 No trial data for this parameter found; 1 year
spontaneous probability of transition
used (Schuckit et al., 2001)

Percent follow up of a positive %CDT result 50 10–90 Composite probability that provider notifies
patient and patient returns for full
assessment

Percent refusal of %CDT 0 0–100 Assumed this value is zero;
refusal implies no change in cost-effectiveness

Utilities
Nondrinker (age <65) 0.91 0.74–1.00 For all unhealthy states, we used standard

gamble utilities measured in the
community (Kraemer et al., 2005). For the
utility of individuals with age > 65 in Nondrinker
or Safe state, we used a generic, published
utility for the well elderly (Gold et al., 1998)
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Markov Model Calibration

Transitions out of the Nondrinker state or into dependence
become infrequent after the third decade of life. To calibrate tran-
sition rates for the above health states, we performed 1,000 model
simulations starting with the previously mentioned transition rates.
From the simulations, we calculated the proportion transitioning

out of abstinence over a lifetime in 4 age and gender strata for
which there was published information available (Adams and
Schoenborn, 2006). Similarly, we calculated the proportions transi-
tioning into dependence in these strata and compared these values
to the published information (Dawson et al., 2005). In both cases
the published data reflects the ‘‘background’’ rate of discovery,
treatment, and transition to safer health states (either Safe,

Table 1. (Continued)

Parameter Baseline Range Comments ⁄ citations

Safe drinker (age <65) 0.86 0.74–100
Nondrinker or safe drinker (age 65 or more) 0.84 0.74–1.00
At-risk drinker (all ages) 0.80 0.74–1.00
Abuse drinker (all ages) 0.74 0.65–0.80
Dependent drinker (all ages) 0.65 0.40–0.80
Recovery (all ages) 0.81 0.74–0.86

Hazard ratios
Nondrinker 1 1 Hazard ratio (of dying) for drinking state

compared with nondrinker reference
state (Dawson, 2000)

Safe drinker 0.8 0.33–2.00
At-risk 0.92 0.50–4.00
Abuse drinker 1.07 0.50–1.00
Dependent drinker 1.42 0.50–5.00
Recovery 1.18 0.50–4.00

Costs
Initial costs (in $US)

Questionnaire 3 0–50 CPT 99203 - 1 of 30 minutes assuming
physician billed by time (Centers for
Medicare & Medicaid, 2006b)

%CDT 38 20–150 Medicare reimbursement CPT 82373 +
venipuncture + 0.5 hour wages = $25
(Centers for Medicare & Medicaid,
2006a)+ $3 (Centers for Medicare &
Medicaid, 2006a) + $9.50 (Bureau of
Labor Statistics, 2005)

Full assessment following positive questionnaire
or case-finding

33 0–250 CPT 99203 - 10 of 30 minutes assuming
physician billed based on time (Centers for
Medicare & Medicaid, 2006b)

Full assessment following positive %CDT 128 0–250 Follow-up visit (CPT 99213) + 3 hours
wage + daily travel for patient (Centers for
Medicare & Medicaid, 2006b)

Brief intervention following positive questionnaire
or case-finding

26 0–200 CPT 99203 – 7.5 of 30 minutes (Centers for
Medicare & Medicaid, 2006b)

Brief intervention following positive %CDT 0 0–200 No additional cost after new visit cost
which permits 15–25 minutes of provider
time

Cost of alcohol dependence treatment 1,077 200–10,000 Includes provider costs as discussed by
Cisler and colleagues (1998) + lost wages for 6
sessions, total 18 hours (Bureau of Labor
Statistics, 2005) + 6 days of travel

Cost of hourly wages lost for patient 19 5–30 National mean wage adjusted for inflation
(Bureau of Labor Statistics, 2005)

Cost of daily travel paid by patient 15 0–30 Estimated by authors

Future costs (in $US) Mean annual cost including out of pocket
and third party disbursements for
individuals without alcohol disorder (only
listed for men) (Agency for Healthcare
Research and Quality, 2004)

Age 18–44 1,942 500–4,710
Ages 45–64 4,710 1,942–9657
Age 65 and over 9,657 4,710–20,00

Future cost multipliers
Dependent drinker 2 1–3 Implies that future annual cost

will be twice that of nondrinkers for each
year lived with the disorder (Blose and
Holder, 1991; Holder, 1998)

Abuse 1.5 0.5–2 Implies that future annual cost will be 1.5
fold that of nondrinkers (estimated by
authors)

Recovery, at-risk, safe 1.0 1.0–2.0 Implies that future annual cost will be the
same as that of nondrinkers (estimated by
authors)
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Abstinent, or Recovery depending on the starting point) and rep-
resents the natural history of unhealthy alcohol diagnosis and
treatment prior to availability of %CDT screening. We then
repeated simulations, each time adjusting transition rates until the
proportions approximated the published data. We did not find
information about the age of transition for other health states and
used the published (uncalibrated) rates in those cases.

Analysis

We calculated the incremental cost-effectiveness ratio (ICER) as
the difference in costs between the least expensive strategy and the
next least expensive strategy divided by the difference in their effec-
tiveness (measured both in unadjusted life years and QALYs). The
ratio is expressed as how much additionally it costs (in dollars) to
achieve an additional QALY. Policy makers are interested in the
ICER value because it accounts for the fact that there was a less
expensive option when making a selection from competing programs
(Hunink et al., 2001). Interpreting the results of cost-effectiveness
analysis can be problematic, making it difficult to decide whether to
adopt a diagnostic test or treatment. The threshold for adoption
in the Unites States is thought to be somewhere between
$20,000 ⁄QALY and $100,000 ⁄QALY, with a threshold of
$50,000 ⁄QALY frequently proposed (Bell et al., 2006). In the base
case, we examined the cost-effectiveness in a hypothetical cohort of
50 year olds. We then repeated this analysis in 25 year olds and
75 year olds. We discounted all future health costs and QALYs by
3%.
We conducted 1-way and selected 2-way sensitivity analyses to

assess the influence of uncertainty in individual parameter values on
the ICER for the Questionnaire-%CDT strategy compared with the
Questionnaire Only strategy. We also performed probabilistic sensi-
tivity analysis (a process that involves specifying distributions for
model input parameters and then sampling simultaneously from
these distributions to assess the joint effect of input parameter uncer-
tainty).

RESULTS

Model predicted proportions of transition out of the non-
drinker state and of dependence onset calibrated well, falling
within 2% of published probabilities (Table A1). The base-
case model results for cost, effectiveness, and ICER are
shown in Table 2. The No Screening and %CDT Only strate-
gies were both more costly and less effective than (i.e., they
were dominated by) the other strategies in the base case and
the other scenarios described in Table 2. In the base case
50-year-old cohort, the Questionnaire-%CDT strategy cost
$15,500 ⁄QALY compared with the Questionnaire Only strat-
egy. The ICER for the same comparison in a 25-year-old

cohort was substantially lower at $3,380 ⁄QALY and in a 75-
year-old cohort was substantially higher at $243,000 ⁄QALY
(Table 3).

Sensitivity Analyses

The baseline ICER estimate was sensitive to the percentage
of at-risk drinkers or drinkers with alcohol abuse achieving
safe drinking levels after brief intervention, questionnaire and
%CDT sensitivity, age at screening, prevalence of unhealthy
alcohol use, and the follow-up rate of positive %CDT results
(Fig. 3). The Questionnaire-%CDT strategy dominated the
Questionnaire Only strategy when questionnaire sensitivity
was less than 76% or %CDT sensitivity was greater than
64%. In order for the ICER to cross the $50,000 ⁄QALY
threshold, the % at-risk drinkers or drinkers with alcohol
abuse achieving low risk drinking after brief intervention
would have to drop from 39% to 17%, the sensitivity of
%CDT would have to drop from 34% to 17%, or follow-up
after ordering the %CDT test would have to drop from 50%
to 23%. In the analysis that looked at the effect of using dis-
crete %CDT diagnostic performance data for very heavy
alcohol use, the ICER for the Questionnaire-%CDT strategy
increased to $27,800 ⁄QALY and the %CDT only strategy
was still dominated.

Table 3. Incremental Cost-Effectiveness Ratio for Questionnaire-%CDT
Strategy Versus Questionnaire Only as a Function of Age, Use of Life

Years, Patient Costs Inclusion, and Screening Effects

Age
ICER

($ ⁄ QALY)
ICER

($ ⁄ LY)

ICER without
patient costs

included
($ ⁄ QALY)

ICER with
screening

effects included
in intervention

strategiesa

25 3,380 18,200 Dominatesb Dominates
50 15,500 58,600 5,030 2,290
75 243,000 441,000 164,000 128,000

ICER, incremental cost-effectiveness ratio; QALY, quality-adjusted
life year; LY, life year.

aScreening effect pertains to the transition from unhealthy to healthy
state after positive screening but without formal intervention. In the
base case, we applied this effect only to the No Screening strategy. In
sensitivity analysis, we applied this to all strategies.

bDominates implies that the Questionnaire-%CDT strategy cost less
and gained more QALYs compared with the Questionnaire Only
strategy.

Table 2. Cost and Effectiveness of 4 Strategies for Alcohol Screening in a Cohort of 50-Year-Old Primary Care Patients

Strategy Cost (in $)
Incremental
cost (in $)

Effectiveness
(in QALYs)

Incremental
effectiveness (in QALYs) ICER (in $ ⁄ QALY)

Questionnaire Only 143,568 16.013
%CDT Only 144,104 523 15.984 )0.031 (Dominateda)
Questionnaire-%CDT 143,581 13 16.014 0.001 15,500
No Screening 143,780 199 15.999 )0.015 (Dominated)

ICER, incremental cost-effectiveness ratio; QALY, quality-adjusted life year.
aDominated implies this strategy cost more and is less effective.
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In a 2-way sensitivity analysis varying age and prevalence
of unhealthy alcohol use (Fig. 4), the ICER for
Questionnaire-%CDT remains below a $50,000 ⁄QALY

threshold if unhealthy alcohol use is ‡15% and screening age
is £60. The Questionnaire Only strategy dominated the No
Screening strategy in virtually all age cohorts. Probabilistic
sensitivity analysis indicates that at the $50,000 ⁄QALY
threshold, the Questionnaire-%CDT strategy was favored in
64% of the simulations compared to the Questionnaire Only
which was favored 35% of the time (Fig. 5).

DISCUSSION

Our analysis indicates that adding %CDT to questionnaire
based one-time screening is cost-effective in typical primary
care conditions. In 50 year olds, the Questionnaire-%CDT
strategy costs $15,500 per QALY gained when compared to
the Questionnaire Only strategy. Compared with the Ques-
tionnaire Only strategy, the Questionnaire-%CDT strategy
was favored at a threshold of $50,000 ⁄QALY when the prev-
alence of unhealthy alcohol use exceeded 15% and the age at
screening was <60 years. The Questionnaire Only strategy
dominated the No Screening strategy in virtually all age
cohorts. Screening with the %CDT test alone was not cost-
effective.
We provide evidence for intensifying screening to detect

unhealthy alcohol use in primary care by adding a %CDT
test when questionnaire screening is negative. Our analysis

Fig. 3. Tornado diagram of one-way sensitivity analyses on important model parameters. The horizontal bars indicate the incremental cost-effectiveness
ratio (ICER) of the Questionnaire-%CDT strategy compared with the Questionnaire Only strategy. Values in parentheses for each variable represent the
range over which sensitivity analysis was performed as shown in Table 1. If the Questionnaire-%CDT strategy the Questionnaire Only strategy, then one
end of the range is replaced by the value at which dominance occurs and is shown by an asterisk; the vertical line represents the ICER using the baseline
value. An asterisk denotes the value for which the Questionnaire-%CDT strategy dominates the Questionnaire Only strategy. ICER, incremental cost-
effectiveness ratio; QALY, quality adjusted life year.

Fig. 4. Two-way sensitivity analysis on the incremental cost-effectiveness
ratio (ICER) as a function of the prevalence of unhealthy alcohol use and
age at screening. The $ ⁄ QALY values indicate the ICER range for the
Questionnaire-%CDT strategy compared to Questionnaire Only strategy at
specific combinations. QALY, quality adjusted life year.
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differs from a cost-benefit analysis conducted by Dillie and
colleagues (2005) which suggested that adding%CDT to phy-
sician interview is cost saving, meaning that it achieved better
outcome at a lower cost. We found that adding %CDT to
questionnaire screening was cost-effective (achieved better
outcome but at a higher, though generally acceptable, cost)
but not cost-saving. Some people informally summarize such
interventions as ‘‘good value.’’ Unlike the previous analysis,
we accounted for incomplete follow-up of %CDT, potential
need for a second visit to address the positive result, and poor
provider performance in delivering treatment (Burman et al.,
2004; Saitz et al., 2003). Our analysis also included the long
term cost and effects of screening with %CDT and included
patient time costs and out of pocket expenses (i.e., the societal
perspective). The base case ICER value of $15,500 ⁄QALY
compares favorably with the cost-effectiveness of other cur-
rently accepted screening programs—e.g. one-time HIV
screening ($33,000 ⁄QALY) (Paltiel et al., 2006) or colonos-
copy every 10 years compared with annual fecal occult blood
testing or no screening ($12,000 to 18,000 ⁄ life year; Pignone
et al., 2002).
Our conclusion also differed from Coulton and colleagues

(2006) who found the cost per patient screened was 20-fold
greater for %CDT compared with questionnaire based
screening in Welsh males. This group did not, however, ana-
lyze the incremental cost-effectiveness of adding %CDT to
questionnaire-based screening as in the current study and did
not account for potential downstream costs saved, mortality
avoided, and quality of life improved.
There are several limitations to this work. There is no single

estimate for the prevalence of unhealthy alcohol use in pri-
mary care. Prevalence varies by gender, race, ethnicity, geog-
raphy, and duration but has been reported in multiple studies
(Manwell et al., 1998; Taj et al., 1998) to be more than 20%
using the current NIAAA definition we adopted for our anal-
ysis. We chose prevalence estimates from a study by Manwell
and colleagues (1998) in which 21,282 patients in Wisconsin

were screened for unhealthy alcohol use. That study reported
a 90-day prevalence of unhealthy alcohol use of 23%, com-
bined for all ages and both genders. The study included one
of the largest U.S. primary care samples available and it pro-
vided data about the spectrum of unhealthy alcohol use. Our
sensitivity analysis suggests the Questionnaire-%CDT strat-
egy would still be cost-effective (at the $50,000 ⁄QALY thresh-
old) in a lower prevalence scenario when the age at screening
is less than 60 years.
There is also no single way to administer brief intervention

and therefore no single estimate for the transition rate from
at-risk drinking to safe drinking levels. We believe our choice
for the value of the transition rate (i.e., 39%) after brief inter-
vention was conservative. Other studies such as Project Treat
(Fleming et al., 1997) using a longer initial BI and incorporat-
ing follow-up contacts have described the effect to be larger
but we believe a one-time, 5 to 10 minute intervention was
the one most likely to resemble how physicians actually con-
duct brief intervention. Comparisons with other brief inter-
vention trials such as those included in a recent systematic
review (Beich et al., 2003) are limited by exclusion of subjects
with lower levels of risky alcohol.
Another limitation of the Markov modeling technique we

used is that the transition probabilities depend only on the
current state and not on the history of past states. For exam-
ple, individuals in the at-risk drinking state in a given 1-year
cycle had the same probability of transitioning into other
states regardless of their drinking state in prior cycles. We did
not have information about the rate of transition from safe to
at-risk drinking for an individual with a prior history of at-
risk drinking compared with someone without this history.
We obtained information about transitions in drinking behav-
ior from a study by Kerr and colleagues (2002) based on the
National Health Nutrition Examination Survey. Transition
rates provided by Kerr and colleagues represent the rate of
transitions at the aggregate level. This includes individuals
with and without a prior history of at-risk drinking. We

Fig. 5. Percentage of simulations for which four strategies to screen for unhealthy alcohol use are cost-effective in a 50-year-old cohort of primary care
patients. QALY, quality adjusted life year.
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therefore believe that the transition rates we used are an accu-
rate representation of the transitions from safe to at-risk
drinking, at the aggregate level. For individuals with a history
of alcohol dependence, this ‘‘amnestic’’ property of Markov
models was mitigated by the high rate of relapse built into the
Recovery state.
Other limitations include absence of conditional diagnostic

test performance data for %CDT (i.e., the sensitivity and
specificity in a population already having tested negative by
questionnaire). We believe biomarker screening has a diag-
nostic performance that is independent from questionnaire
performance. Our estimate for %CDT performance to detect
unhealthy alcohol use was a conservative choice from the
limited trials set in general primary care. Had we chosen to
use discrete diagnostic performance data for detecting very
heavy drinkers, as in the previously mentioned sensitivity
analysis, the economic implications would not have changed
substantially.
We also did not have information about the effectiveness

of brief intervention or alcohol treatment in a group testing
negative by questionnaire. Brief intervention is likely to be less
successful in a group testing negative by questionnaire. Such
individuals may be feigning low risk use or they may be infre-
quent risky drinkers, and in either case less likely to change,
although the exact magnitude of the differential effectiveness
is not known.
We did not have information about the clinical effect of

ordering a blood test in patients denying unhealthy alcohol
use. Patients who take offense from being asked to confirm
their reported drinking behavior with %CDT may decide
not to discuss their alcohol use or other medical problems as
freely with their provider. They may even decide to sever
relations with this provider. We believed the frequency of
these untoward consequences would be low and therefore
did not model any costs for the deterioration or discontinua-
tion in the patient–provider relationship. We feel the decision
to not to model these costs, however, was still a conservative
choice given that mention of objective corroboration of a
person’s report with %CDT will likely prime an admission
of unhealthy use for a large percentage of primary care
patients, thereby obviating the need and cost for the test. In
addition, at least 1 study suggests that the use of %CDT can
provide motivation for some patients to reduce their alcohol
use (Fleming et al., 2004). The exact direction of the bias
imposed by our balanced modeling assumptions (i.e., that all
patients who screened negative by the questionnaire would
undergo the blood test and that no patient would voluntarily
disclose their drinking status upon broaching the issue of bi-
omarker screening) is unknown and represents area for
future inquiry.
Lastly, we did not model all possible consequences of a

false-positive %CDT result. There is no consensus for the
workup of elevated %CDT results and false-positive results
may occur in patients underreporting alcohol use (i.e., the
gold standard interviews used to assess performance are
imperfect). Future research should assess %CDT perfor-

mance and treatment effectiveness in a cohort testing negative
by questionnaire, patient and provider acceptability of the
Questionnaire-%CDT strategy, and the implications of false-
positive %CDT results.
In conclusion, adding %CDT to questionnaire based

one-time screening for unhealthy alcohol use was cost-effec-
tive in typical primary care conditions and, at minimum,
clinicians should screen all patients with a questionnaire.
Some clinicians may consider ordering %CDT after a nega-
tive screening questionnaire for adults up to age 60 when
the prevalence of unhealthy alcohol use is 15% or more.
However, despite its cost-effectiveness, issues around effec-
tiveness of brief intervention in a questionnaire negative
group, patient acceptability of blood testing in this same
group, and management of false-positive results should be
better studied before we can recommend widespread use of
%CDT.

APPENDIX

Table A1. Predicted versus published proportions for tran-
sition out of nondrinker state and transition into dependence
in 4 age and gender strata

Stratum

Proportion transitioning
out of nondrinker

statea

Proportion transitioning
into dependence in the
future compared with
the total ever being

dependentb

Model
predicted
proportion

Published
proportion

Model
predicted
proportion

Published
proportion

25-year-old men 0.56 0.55 0.33 0.33
25-year-old women 0.35 0.37
50-year-old men 0.05 0.06 0.06 0.05
50-year-old women 0 0

aAnalysis adjusting for gender as published in the National House-
hold Interview Survey (Adams and Schoenborn, 2006).

bAnalysis unadjusted for gender as published in the National
Epidemiologic Survey of Alcohol Related Conditions (Dawson et al.,
2005).
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Medical respite programs offer medical, nursing, and other care as
well as accommodation for homeless persons discharged from acute
hospital stays. They represent a community-based adaptation of
urban health systems to the specific needs of homeless persons. This
article examines whether post-hospital discharge to a homeless
medical respite program was associated with a reduced chance of
90-day readmission compared to other disposition options. Adjust-
ing for imbalances in patient characteristics using propensity scores,
respite patients were the only group that was significantly less likely
to be readmitted within 90 days compared to those released to Own
Care. Respite programs merit attention as a potentially efficacious
service for homeless persons leaving the hospital.

KEYWORDS discharge planning, health services, homeless, read-
mission, retrospective studies

The homeless, estimated to number 744,000 at a single point in time (National
Alliance to End Homelessness, 2007), are subject to poor health status and
excess mortality (Levy & O’Connell, 2004), and are also more likely to report
being unable to obtain needed health care (Kushel, Vittingoff, & Haas, 2001).
Homeless individuals experience high rates of hospitalization and prolonged
length of stay relative to housed persons, and face distinct challenges for
complete medical recovery after an acute medical hospitalization (Levy et al.,
2004). Neither shelters, which often require vacating the premises during day-
light hours, nor the streets support adherence to post-hospital medical recom-
mendations (e.g., elevating an infected leg, administering insulin, adhering to a
diet, or seeing a doctor). Lack of appropriate post-hospital disposition options
for homeless inpatients may lead to unexpected hospital readmissions, espe-
cially for homeless persons with no safe place to heal. The videotaped incident
of a 63-year-old homeless woman transported via taxi from a suburban hospi-
tal to Los Angeles’s skid row, and released to the street in gown and slippers,
pricks the conscience, but national publicity regarding this common commu-
nity challenge is rare (Winton & DiMassa, 2006).

In response to this challenge, 48 communities across the United States
and Canada have adopted homeless medical respite programs; Boston, in
particular, has offered respite care and 24-hour accommodations for home-
less persons for nearly two decades. Nationally, respite services vary accord-
ing to local needs and funding, but typically include a bed, meals,
transportation to appointments, and care by a wide range of clinicians famil-
iar with caring for homeless persons (Buchanan, Doblin, Sai, & Garcia, 2006).
Respite programs exemplify a more general principle of customizing clinical
practice and systems of care to respond to the unique needs and life circum-
stances of persons experiencing homelessness.
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Although respite programs could be justified on the basis of pragmatic
necessity alone, their continued operation and financial support remains
tenuous, as medical respite care for homeless individuals, unlike hospice
care, is not a recognized or reimbursed category of service among major
health payers such as Medicare and Medicaid. Hospitals and health plan
administrators considering proposals for respite programs would like to
see evidence of efficacy in either reducing costs, improving health outcomes,
or at the very least, reducing the demand for scarce acute hospital beds. To
date, both financial and logistic barriers have precluded the use of a random-
ized controlled trial to study medical respite care, and observational data cur-
rently provide the only evidence relating to these questions.

Observational data from a Chicago respite program suggested that
discharge from a county hospital to a local respite program was associated
with significantly fewer days of hospital care during the subsequent
12 months, compared to persons referred to respite but not accepted due
to lack of space (Buchanan et al., 2006). Chicago’s respite accepted only
patients of low medical acuity, and thus excluded individuals requiring
24-hour nursing supervision or onsite physician services. By contrast,
Boston’s respite program provides 24-hour nursing supervision, daily visits
by nurse practitioners or physician assistants, onsite physician supervision,
in-house dental and psychiatric care, and case management. Equipped for
patients in more substantial need, the program has helped free up acute
inpatient services in local hospitals since 1985.

Because of high local need, Boston’s respite unit has typically run above
90% capacity. As a result, some hospitalized homeless patients have been dis-
charged from the safety net hospital back to their customary living environ-
ments (e.g., streets and shelters), and to other care settings such as private
nursing homes and a publicly funded recuperative hospital. The latter
options are similar to approaches used in communities where no home-
less-customized respite program exists, and therefore provide a natural com-
parison that could complement the study reported by Buchanan et al. (2006).
In this report of data collected over 3 years in Boston, we compared 90-day
hospital readmission among patients discharged to respite versus other set-
tings, adjusting for differences in patient characteristics, including burden
of illness.

METHOD

Participants

We used administrative data to retrospectively identify a cohort of homeless
persons, 18 or older, surviving at least one non-maternity, medical or surgical
hospital admission to Boston Medical Center during July 1, 1998–June 30,
2001. Each subject’s first eligible admission in this period (‘‘index admission’’)
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was analyzed, thereby permitting statistical methods appropriate for
independent and uncorrelated data.

Because housing status is not regularly documented in medical records,
we identified individuals as homeless if they had at least one outpatient
encounter at the Boston Health Care for the Homeless Program (BHCHP)
within �365 days of the index admission to Boston Medical Center (BMC),
an approach used by others (Martell et al., 1992). BHCHP serves over
7,000 homeless individuals annually, identified from over 60 outreach sites.
A convenience sample of 10 individuals’ clinical records found 9 had explicit
mentions of ‘‘homeless’’ or ‘‘living on the streets’’ in the hospital discharge
summary; some participants could have been homeless before or after the
hospitalization but not on the day of hospitalization.

Boston’s respite program (‘‘Respite’’ hereafter) included 90 beds for
men and women at the time of these data, receiving 1,600 admissions
yearly, with 30–35% from inpatient medical hospitals, the remainder from
emergency departments, shelters, the streets, and outpatient clinics. Its
services include daily medical care, 24-hour nursing, a psychiatrist, case
management, in-house dental care, and medication administration. It serves
a severely distressed population: among 306 randomly reviewed records of
men admitted to respite, 90% had active substance abuse disorders (not
including current tobacco or past drug=alcohol) and 53% had a DSM-IV
non-addiction psychiatric diagnosis. Among 104 women, 75% had active
substance abuse disorders and 85% had non-addiction psychiatric diag-
noses. Seventy-seven percent of male and female admissions were home-
less more than one year. Persons with four or more major medical
illnesses, active substance abuse, and a non-substance abuse psychiatric
diagnosis accounted for 40% of male and 55% of female respite admissions,
respectively (O’Connell & Swain, 2001).

Procedure

In general, a decision to discharge a hospitalized patient to Respite involved
the combined inputs of caregivers (residents, attending physicians, nurses,
case managers, Boston Health Care for the Homeless visiting staff, shelter
personnel), the patient, and potential receiving facilities (the Respite,
shelters, and other potential settings, such as nursing homes). Typically
hospital staff propose Respite for patients requiring additional service (e.g.,
dressing changes), observation, or a safe nonhomeless environment as a pre-
requisite to medical recovery outside of the hospital. Importantly, payment
had little influence on disposition given the high rate of insurance among
patients seen by BHCHP (85%, mostly Medicaid) and the availability of multi-
ple public and private funding mechanisms for both Respite and Other
Planned Care, including a state-funded secondary care hospital as well as
an uncompensated care pool (Bovjberg & Ullman, 2002).
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Preliminaryextracts fromBMC’sMedical InformationSystem identified858
personswho had a BHCHP outpatient visit within�365 days of an index hospi-
talization.We re-queried BMC’sMedical Information System for all hospital and
hospital-based ambulatory encounters from January 1, 1998 (6months prior to
July 1, 1998) to June1, 2002 (11months after June30, 2001). This permittedus to:

Apply exclusions: Of 858 patients, 14 were hospitalized for childbirth (mother
and infant care is not available through Respite), 35 did not survive to
hospital discharge, 41 had unplanned medical discharges against advice,
and 3 records could not be found (likely due to interval changes in identi-
fiers). We also excluded 22 who had been readmitted within 24 hours of
discharge, because it is fairly common for discharges to other facilities to
be redirected to Respite during the first post-dicharge day.

Identify endpoints: We then identified BMC readmissions within 90 days of
hospital discharge. Death within that 90-day period was compiled from
BHCHP’s Homeless Death Database and the Massachusetts’ Registry of
Vital Records and Statistics (1998–2001). The 8 persons who died (2
Respite, 3 Own Care, and 3 Other Care) were not included in the analysis
of readmission outcome, leaving 735 (134, 171, and 430, respectively).

Obtain diagnostic information: We captured diagnoses from all BMC
encounters for the index admission and the 6 prior months, including
inpatient care, BHCHP’s own primary care clinic at BMC, emergency,
and outpatient specialty services.

Measures

One of three discharge dispositions was identified for each participant:

Respite. This category included persons referred to Respite up to one day
after hospital discharge. Delayed referrals occurred when street=shelter
clinicians encountered a newly discharged patient who appeared to
require a place (i.e., Respite) in which to recover. Including such indivi-
duals in the Respite group reduced misclassification of disposition status.

Own Care. Homeless patients described in administrative hospital records as
discharged ‘‘home’’ (the administrative system did not include a field for
discharge to streets and shelters).

Other Planned Care. Non-Respite patients discharged to supervised recup-
erative care (e.g., skilled nursing facilities, chronic care hospitals, or home
health care).

The primary study endpoint was inpatient hospital readmission � 90 days
from discharge, a timeframe appropriate for judging the adequacy of dis-
charge planning. A key interest was to compare readmission for Respite ver-
sus discharge to streets or shelters (Own Care), the default in most
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communities. However, other post-discharge settings including nursing
homes (Other Planned Care) were considered, because these are often relied
on in the absence of a Respite program (Gundlapalli et al., 2005).

Financial costs were estimated for all patients based on charges at
the referring hospital (Boston Medical Center). For Respite patients, we esti-
mated costs related to Respite care through reference to (a) average reimbur-
sement to the Respite (per patient day) during the period studied and (b) the
duration of each Respite stay. All figures were inflation-adjusted to 2002
dollars, and do not include costs for Other Planned Care facilities, or
system-wide costs resulting from discharge of homeless, medically ill indivi-
duals to shelters or streets (e.g., ambulance, additional emergency room
visits, additional shelter-based services, and jails), because the latter costs
were not available. Although hospital charges tend to overstate hospital costs
(thereby inflating the cost savings from reduced hospital days), this bias may
be offset by the failure to count the money saved through likely reductions in
these other publicly funded services.

Additional covariates, drawn from the hospital readmission literature
(Corrigan & Martin, 1992) included: age, sex, race=ethnicity, length of the
index hospital admission, presence in the record of drug and alcohol abuse
diagnostic codes during the admission or the preceding 6months, andmedical
illness burden. The latter was estimated using the Diagnostic Cost Groups
(DCG) risk score (Ash et al., 2000), calculated from all medical and psychiatric
diagnoses coded during the index admission and during the prior 6 months of
inpatient and outpatient care at Boston Medical Center, including onsite pri-
mary care and mental health services from BHCHP. The DCG method, often
used by health plans to predict high-cost patients, generates a numerical esti-
mate for expected health service utilization, and has been shown to predict
mortality, utilization, and health costs (Petersen, Pietz, Woodard, & Byrne,
2005). DxCG 6.1 for Windows software was used, applying a DCG model
calibrated to Massachusetts Medicaid experience for 2000–2001.

Data Analysis

The primary unadjusted analysis compared 90-day readmissions among per-
sons discharged to Respite, Own Care (i.e., streets and shelters), and Other
Planned Care.

In the absence of a prospective randomized controlled trial, the adjusted
analysis relied on a statistical technique (propensity scores) to match groups in
regard to their likelihood of being discharged to Respite. Propensity adjustment
reduces the bias affecting retrospective observational comparisons (Braitman &
Rosenbaum, 2002; Rosenbaum & Rubin, 1983), and is simplest to apply to 2-
group comparisons. Therefore, each subject’s propensity to be discharged to
Respite versus Own Care was calculated with multivariable logistic regression,
using the covariates listed earlier. For the 90-day readmission outcome,
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observations were weighted according to the propensity score so that the two
groups being compared had the same overall propensity to be assigned to either
discharge disposition. Specific weights were computed as: 1=(propensity to be
discharged to Respite) for each Respite observation, and 1=(1-propensity to be
discharged to Respite) for each Own Care observation (Hirano & Imbens,
2001). This method is similar to propensity score approaches that match indivi-
duals having similar propensities (butwho receiveddifferent treatments). Instead
of dropping unmatched participants, however, it retains all subject data.

With propensity-weighted data, we computed the association between
discharge disposition (Respite versus Own Care) and 90-day readmission
using a logistic regression model that included the covariates of age, race,
sex, index hospital length of stay, DCG score, alcohol abuse, and drug abuse.
Secondarily, both the propensity score and logistic regression analysis were
repeated to compare readmissions for Other Planned Care versus Respite.

We compared the 90-day total costs (combining inpatient hospital read-
missions and, where applicable, Respite charges) for patients discharged to
Respite versus Own Care, in both unadjusted (t-test) and adjusted analyses,
the latter incorporating propensity-weighted data in a multiple linear regres-
sion adjusted for the same measured potential confounds. A comparison of
costs for Respite versus Other Planned Care was not undertaken because
Other Planned Care costs could not be obtained.

Because over 85% of patients had insurance, and Massachusetts pro-
vided back-up funding options for persons without insurance, we did not
include this variable in the statistical model. All analyses were carried out
with SAS System for Windows (Version 8.2).

RESULTS

Of the 743 individuals discharged from the hospital, 136 (17%) were dis-
charged to Respite, 174 (22%) to Other Planned Care, and 433 (55%) to
Own Care. Compared to Own Care, Respite patients were older, more likely
to beWhite, less likely to be female, and somewhat more likely to have record
of Alcohol Abuse, but less likely to have record of Drug Abuse (Table 1). The
index hospital stay was roughly 3 days longer among those discharged to
Respite and to Other Planned Care settings, and extremely short hospital stays
(0–2 days) were less common among Respite compared to other patients (see
Table 1). At 90 days, 8 patients had died (2 discharged to Respite, 3 to Own
Care and 3 to Other Care), leaving 735 for readmission analysis.

Early Readmission

Readmission by 90 days occurred among 156 patients (21.2% of the sample).
There was no difference in the proportion readmitted in comparisons not
adjusted for patient characteristics (Table 1).
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As expected, some potentially adverse characteristics were associated
with readmission. For example, readmission was more common among per-
sons discharged following index hospital stays lasting six or more days
(31%), compared to shorter stays (21% for 3–5 days, and 15% for 0–2 days)
and among those with higher versus mid-range or lower illness burden as
measured by DCG score. Both characteristics were more common among

TABLE 1 Characteristics of 743 Homeless Individuals Discharged from Boston Medical Center
(July 1, 1998–June 30, 2001) by Discharge Dispositiona

ALL Respite Other Planned Care Own Care pb

n 743 136 174 433

Age in years
<40 26% 19% 21% 31% 0.01
40–55 52% 55% 52% 51%
>55 27% 26% 27% 19%

Mean Age (SD) 46.9 (11.0) 48.5 (11.8) 48.6 (10.6) 45.7 (10.8) 0.003
Sex
Female 20% 13% 14% 24% <0.01

Race=Ethnicity
White 44% 56% 48% 39% 0.02
Black 41% 35% 40% 44%
Hispanic 13% 8% 11% 16%
Other 1% 1% 1% 1%

Index Hospital LOS <0.001
0–2 days 35% 18% 29% 43%
3–5 days 41% 40% 34% 43%
6þ days 24% 41% 37% 14%

Mean LOS (SD) 4.6 (5.3) 6.4 (5.9) 6.1 (7.2) 3.5 (2.7) <0.001
Illness burden (DCG)c 0.002
Low 13% 10% 5% 17%
Medium 67% 69% 72% 65%
High 20% 21% 23% 18%

Mean Illness Burden
score (SD)c

1.1 (1.0) 1.1 (0.9) 1.2 (1.0) 1.1 (1.0) 0.34

Alcohol abused 32% 34% 34% 31% 0.66
Drug abused 17% 8% 16% 19% 0.009
Readmitted within 90
days of dischargee

21% 21% 22% 21% 0.94

Note: Italicized comparisons are significant at p< .05.
aPercentages do not consistently add to 100% due to rounding.
bp-values reflect a 3-group comparison (Respite versus Own Care versus Other Planned Care) by Chi-

squared test or analysis of variance (df¼ 2), with a¼ 0.05, 2-tailed.
cIllness burden computed with the Diagnostic Cost Group (DCG) prospective relative risk score based on

diagnoses recorded during 180 days previous to, and during, the index admission. Low, medium, and high

risk indicate DCG relative risk scores of<0.5, 0.5–1.5, and >1.5, respectively.
dAlcohol and drug abuse are based on administratively coded (ICD-9) diagnoses from the index hospita-

lization and the prior 6months of care at that hospital (Boston Medical Center).
eComputation of percentage readmitted excludes 8 of 743 patients who died during the 90-day follow-up

interval (2 Respite, 3 Own Care, and 3 Other Care).
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Respite and Other Planned Care patients, compared to patients discharged to
Own Care (Table 1).

Propensity models were moderately robust in their capacity to predict
each patient’s likelihood to be discharged to Respite, compared to Own Care
(c¼ .76, range 0–1, with 1 indicating perfect fit between the modeled pro-
pensity and the actual treatment assigned). To illustrate, when individuals
were divided by quintiles based on propensity to be discharged to Respite,
patients in the highest quintile had about 8 times greater likelihood of
discharge to Respite (56 of 109 persons, 51%), compared to patients in the
lowest quintile (7 of 109, 6.4%).

Table 2 shows that prior to balancing for propensity to be discharged to
Respite, the Respite and Own Care groups differed substantially on several
characteristics. Both illness burden and index hospitalization length of stay,

TABLE 2 Characteristics of Homeless Individuals Discharged to Respite (n¼ 134) Versus
Own Care (n¼ 430) After Inpatient Hospitalization, Before and After Weighting by
Propensity Scores

Raw comparison (before
propensity-score weighting)

Propensity-score weighted
comparisona

Respite (%) Own Care (%) p Respite (%) Own Care p

Age in years 0.01 0.04
<40 19 31 21 27
40–55 55 51 55 52
>55 26 18 24 21

Sex 0.005 0.06
Male 87 76 83 79
Female 13 24 17 21

Race=Ethnicity
Black 34 44 0.06 42 42 0.99
Hispanic 8 16 0.03 14 14 0.85
Other 1 1 0.94 1 1 0.40
White 55 38 <0.001 44 43 0.96

Index Hospital LOS <0.001 0.89
0–2 days 17 43 36 37
3–5 days 40 43 42 42
6þ days 42 14 22 21

Illness Burden (DCG) 0.09 0.18
Low 10 17 12 15
Medium 69 65 70 66
High 21 18 18 19

Drug abuse 8 19 0.002 14 16 0.33
Alcohol abuse 33 30 0.60 34 31 0.34

Note: Propensity scores were developed by applying all displayed variables in a single logistic regression

model predicting discharge location. Propensity score-weighted groups combine data available for all

Respite and Own Care subjects, applying a weight of 1=(propensity score) for each Respite observation

and 1=(1-propensity score) for each Own Care observation (Hirano et al., 2001). Italicized comparisons

are significant at the p< .05 level, 2-tailed, applying Chi-squared and t-tests, as appropriate (all df¼ 1).
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characteristics that predicted readmission, were greater for Respite patients.
The right side of Table 2 also shows that these characteristics were more clo-
sely matched after reweighting the data with propensity scores.

In the final adjusted model comparing Respite to Own Care (Table 3),
Respite patients had significantly reduced odds of hospital readmission by
90 days in comparison to Own Care patients. The estimate for Other Planned
Care, compared to Own Care, also suggested reduced odds for readmission
(OR¼ 0.70; 95% CI 0.46–1.06), but the association was not significant at the
.05 level (full model not shown, but available from the authors).

Total Charges

The mean charges for a Respite stay were $7,929 (SD¼ $8,649) with mean
length of stay 31.3 days (SD¼ 32.6, median¼ 20). The mean 90-day charges
for individuals discharged to Respite, summing Respite and (where

TABLE 3 Predictors of Hospital Readmission Within 90 Days of Discharge
Among Homeless Persons in Boston Discharged to Medical Respite Versus
Discharge to Their Own Care (1998–2001)

Respite versus own care

Odds ratio (95% confidence interval)

Discharge Disposition
Respite 0.54 (0.34–0.85)
Own Care 1.0 (Ref)
Age (years)
<40 0.81 (0.43–1.52)
40–55 1.0 (Ref)
>55 0.85 (0.48–1.50)

Sex
Female 1.03 (0.54–1.95)

Race=Ethnicity
Black 0.58 (0.36–0.94)
Hispanic 0.46 (0.21–1.00)
White=Other 1.0 (Ref)

Index Hospital LOS
0–2 days 0.49 (0.28-0.85)
3–5 days 1.0 (Ref)
6þ days 1.35 (0.79–2.30)

Illness Burden
Low 0.44 (0.16–1.21)
Medium 1.0 (Ref)
High 1.90 (1.10–3.28)

Alcohol abuse 1.11 (0.68–1.82)
Drug abuse 0.90 (0.47–1.72)

Note: Results for a single multivariable logistic regression are shown, adjusted for all

variables displayed, using propensity score-weighted data to minimize heterogeneity

between the Respite versus Own Care disposition groups; italicized comparisons are

significant at p< .05.
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applicable) readmission charges was $10,359 (SD¼ $10,523). The 90-day
total exceeded the mean readmission charges of $2,819 (SD¼ $8,064) among
patients discharged to Own Care, t(187)¼ 7.68, p< .001. This comparison
does not take into account the adverse characteristics associated with being
a Respite candidate, or savings from reduced hospital readmissions at 90
days. In adjusted analysis, a Respite disposition was associated with
þ$5994 (95% CI, $4,210–$7,779) in excess charges, relative to Own Care.
The potentially higher Costs of Other Planned Care were not available to this
study, and are discussed later.

DISCUSSION

In this sample, patients discharged to Boston’s medical respite program had
some characteristics associated with elevated risk for hospital readmission
within 90 days, but in unadjusted analyses they were not readmitted more
often than patients discharged to the streets and shelters, or to care facilities.
In analyses controlling for individual characteristics, discharge to a homeless
respite program was associated with an approximately 50% reduction in the
odds of readmission at 90 days post-discharge, compared to discharge to
streets and shelters (Own Care), similar to what was found in Chicago by
Buchanan et al. (2006). Other Planned Care settings, such as nursing homes,
did not achieve a similarly robust reduction in the likelihood of readmission
when compared to those released to Own Care.

The Respite-associated reduction in readmission may reflect the pro-
gram’s customization for the complex problems of medically ill homeless
individuals. Services included 24-hour nursing, as well as onsite physicians
(including psychiatrists), nurse practitioners, physician assistants, casewor-
kers, and a dental team, all experienced in homeless health care. Recupera-
tive care was accompanied by interventions for other illnesses, arrangements
for (and transportation to) continuing outpatient care, establishment of a new
primary care relationship, spiritual care, 12-step meetings, and identification
of social and financial resources. Although some of these services may exist
in other settings, few combine all these services for homeless individuals.

The present report should be compared to one prior study of respite,
comparing post-discharge hospital utilization among 161 homeless patients
discharged to a Chicago respite versus 64 patients referred to respite but
not accepted due to lack of space (Buchanan et al., 2006). The authors
reported a 49% reduction in hospital admissions in adjusted analyses. Our
findings are not discordant, but reflect a program designed for patients with
higher medical acuity, suggesting that a homeless respite program may some-
times take the place of skilled nursing facilities.

The analysis of measured costs, including hospital and respite care, sug-
gest that a policy of discharging homeless patients to a respite program is

Homeless Medical Respite 139

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
K
e
r
t
e
s
z
,
 
S
t
e
f
a
n
]
 
A
t
:
 
2
2
:
4
5
 
1
3
 
A
p
r
i
l
 
2
0
0
9



potentially more expensive than a policy of discharging them to the streets
and shelters. This inference is tempered, however, by lack of data concerning
the full range of costs associated with discharging people into homelessness.
Where those costs have been measured, notably among chronically home-
less persons in New York City, the combined judicial, medical, and mental
system costs associated with homelessness exceeded $40,000 per year
(Culhane, Metraux, & Hadley, 2002).

For policy makers the most relevant cost comparison may be the one
this study could not formally accomplish, namely, between the Respite and
Other Planned Care. A speculative estimate combining typical rehabilitative
skilled nursing facility, professional fees, and the mean duration of post-
hospital nursing home stays suggests that discharge to a non-respite nur-
sing facility with professional services is likely to involve costs in the range
of $4,512–$7,520 (Gundlapalli et al., 2005; Medicare Payment Advisory
Commission, 2006). The mean cost of a discharge to Boston’s Respite
(M¼ $7,929, falling to $5,994 after adjustment for hospital readmission sav-
ings) may be justifiable because: (a) Respite was associated with reduced
90-day readmission, while Other Planned Care settings were not, and (b)
Respite offered a homeless-customized service model, as reviewed earlier.

The principal limitation to this study is reliance on observational data.
Given the nearly universal prevalence of medical, mental, and substance
abuse problems among the Respite patients, it is unlikely that selection
of a particularly healthy subgroup of homeless individuals biased the
results. Additionally, the analyses adjusted for measured confounds, some
of which suggested that patients discharged to Respite were at higher
readmission risk.

This study’s strengths include the use of multiple data sources to identify
a large cohort of hospitalized homeless patients, producing one of the largest
comparative studies of a medical service for homeless persons to date. Com-
prehensive casemix adjustment and propensity scoring are important meth-
odologic tools not previously applied to comparing interventions for the
homeless. Given high hospital utilization by a growing homeless population,
this study offers a methodological advance, and may lay the groundwork for
a much-needed randomized trial of respite care in comparison to other care
arrangements.

It should be emphasized that the design of this particular study was dri-
ven by our interest in an easily measured outcome, hospital readmission.
However, Boston’s respite program, like others, receives patients directly
from emergency rooms, shelters, detoxification facilities, and the streets
and may play a hospital diversion role unmeasured in the present study.

In March of 2004, a coalition of homeless persons in Birmingham, Ala-
bama, pleaded ‘‘we need a surgical and hospital discharge shelter for the
large number of us who are discharged from the hospital with no place to
recuperate’’ (Letter of March 24, 2004 to City Council of Birmingham,
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Alabama). This study suggests that offering a safe ‘‘place to recuperate’’ could
meet patients’ needs while reducing hospital readmissions. The findings
should spur further research, and lend impetus to recognition of this service.
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ORIGINAL ARTICLE

Low Vitamin D Status of Patients in Methadone
Maintenance Treatment

Theresa W. Kim, MD, Daniel P. Alford, MD, MPH, Michael F. Holick, PhD, MD,
Alan O. Malabanan, MD, and Jeffrey H. Samet, MD, MA, MPH

Aim: To examine the prevalence and risk factors of low vitamin D
status (vitamin D deficiency or insufficiency) among patients in a
methadone maintenance treatment (MMT) program.
Design: Cross-sectional study of subjects recruited from an MMT
program in a higher latitude (Boston, MA).
Measurements: Standardized survey and medical record review
were used to assess patient characteristics. Serum was tested to
determine vitamin D deficiency (25-hydroxyvitamin D �20 ng/mL)
and insufficiency (25-hydroxyvitamin D between 20 and 30 ng/mL).
Multivariable analyses were used to assess risk factors associated
with vitamin D deficiency.
Findings: Low vitamin D status was found in 52% of the subjects
(48 of 93), deficiency in 36%, and insufficiency in an additional
16%. Older age (OR � 3.47; 95% CI 1.31–9.22) and black or
Hispanic race/ethnicity (OR 3.34; 95% CI 1.30–8.58) were signif-
icantly associated with higher risk of vitamin D deficiency.
Conclusion: Low vitamin D status was present in a majority of
patients recruited from an MMT program. This raises the question as
to whether this is a generalizable phenomenon and whether these
patients are at higher risk of complications of low vitamin D status
including bone pain, periodontal disease, osteomalacia, and cardio-
vascular disease.

Key Words: methadone maintenance, vitamin D, drug dependence,
medical complications

(J Addict Med 2009;3: 134–138)

The Institute of Medicine1 recently stated that co-occurring
medical conditions in drug-dependent populations are a

reality that merit attention and action. Effective medical care
is often underutilized among individuals with substance-use

disorders, due in part to unawareness of treatable medical
conditions. Attending to physical health problems may be of
particular importance to individuals enrolled in methadone
maintenance treatment (MMT); opioid-dependent individuals
in the United Sates tend to be older than opioid-dependent
individuals in other forms of addiction treatment.2

Low vitamin D status, which we use to refer to either
vitamin D deficiency or insufficiency, has been recognized in
a variety of populations with medical conditions; yet, it has
received little attention in drug-dependent populations.3–5

Examining vitamin D in individuals receiving MMT may be
particularly important, because low vitamin D status can
result in nonspecific musculoskeletal pain6,7 as well as peri-
odontal disease and tooth loss,8 conditions common in MMT
patients.9,10 Low vitamin D status can also lead to a higher
risk of fracture by exacerbating osteoporosis,11 a painless
bone disease of low bone mass. Low bone density has also
been noted in opioid-dependent populations.12,13

Low vitamin D status is more common than previously
thought, ranging from 21% in an elderly low-income African-
American population in Boston3 to 71% in patients with
severe peripheral arterial disease.14 The most important
source of vitamin D is sunlight, the skin synthesis the vitamin
from sunlight. Factors that affect vitamin D synthesis are the
level of sunlight exposure (eg, season, latitude, and time of
day), diet, skin pigmentation, sunscreen use, and age.

Better understanding of the contribution of vitamin D
status to the bone health of MMT patients could lead to
pragmatic interventions to identify patients in addiction treat-
ment who are at risk for vitamin D deficiency and ameliorate
the associated medical comorbidities. Thus, we sought to
examine the prevalence and risk factors of low vitamin D
status in a population enrolled in MMT.

METHODS

Study Design and Sampling
This was a cross-sectional study of participants re-

cruited from the 350 patients of the Boston Public Health
Commission’s MMT program. Flyers were posted at the
MMT program’s dosing and counseling sites inviting patients
to participate in a study about bone health. Research associ-
ates were present at the program to schedule research ap-
pointments at the Boston University School of Medicine
General Clinical Research Center. All patients who had
received methadone for at least 30 days from the MMT
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program were eligible to participate. The study was con-
ducted between August and December of 2003. The Boston
University Institutional Review Board approved the study
protocol.

Data Collection
After providing written informed consent, study partic-

ipants met with trained research associates for a standardized
interview assessing the following: demographics, vitamin D
supplementation (“Have you taken vitamin D in the past
week?”), medical conditions associated with low vitamin D
status including chronic liver disease, chronic pancreatitis,
and renal disease. Height and weight were measured to
calculate body mass index (weight [kg]/height2 [m]), because
obesity (body mass index �30) is associated with low vita-
min D status in some populations.4 Data on alcohol use,15

opioid use,12,13 and HIV infection16 were collected, because
they have been associated with low bone density. Medical
record review was performed to ascertain the presence of
medications that are associated with low vitamin D status
including corticosteroids and antiepileptics (eg, phenytoin,
carbamazepine, and phenobarbital).

We used the widely accepted definition of vitamin D
deficiency or serum 25-hydroxyvitamin D of �20 ng/mL.17

We also report the prevalence of vitamin D insufficiency or
25-hydroxyvitamin D between 20 and 30 ng/mL. This is
supported by the observation that elevated parathyroid hor-
mone levels do not plateau until 25-hydroxyvitamin D levels
are above 30 ng/mL. One source of confusion stems from the
fact that older articles used different cutoffs for the terms
vitamin D deficiency and insufficiency. Despite this source of
confusion, we included the prevalence of insufficiency, be-
cause although there is no consensus on the optimal range of
25-hydroxyvitamin D, there is more agreement that levels
between 20 and 30 ng/mL are still suboptimal.18,19

Statistical Analysis
Analysis included descriptive statistics for all variables,

such as using t tests for continuous variables and �2 analysis
or Fisher exact test for categorical variables. We used logistic
regression models to examine the relationship between inde-
pendent variables and vitamin D deficiency. We used vitamin
D deficiency as the outcomes in these analyses, because it is
more widely known than vitamin D insufficiency. The limited
number of vitamin D deficiency cases precluded models that
adjusted for all independent variables simultaneously. There-
fore, separate adjusted models were created for each inde-
pendent variable; all adjusted analyses included age, gender,
and race/ethnicity. All statistical analyses were performed
using SAS version 8.2 (SAS System for Windows 2001; SAS
Institute, NC).

RESULTS

Sample Characteristics
Of the 350 patients enrolled in the MMT program, 106

volunteered to be included in the study. Thirteen (12%) were
excluded due to inadequate venous access, which precluded
serum collection. Of the remaining 93 subjects (Table 1), the

majority were women (63%), black or Hispanic (58%), and
overweight or obese (62%). Most of the subjects entered
MMT after a median of 11 years of heroin use. About half
had been heavy drinkers for at least a year, but only 14%
reported recent (past month) heavy alcohol use. Many sub-
jects reported past month medical conditions associated with
low vitamin D deficiency status including liver disease
(54%), kidney disease (7%), and chronic pancreatitis (1%). In
addition, 12% of the sample was taking medications associ-
ated with vitamin D deficiency. Despite multiple risk factors
for vitamin D deficiency, only 2 participants were taking any
form of vitamin D supplementation. No differences were
found between the entire MMT program population and the
study sample in terms of age (P � 0.48), gender (P � 0.65),
or race/ethnicity (P � 0.5).

The prevalence of vitamin D deficiency was 36% (95%
CI 26%–45%). The prevalence of vitamin D insufficiency
was found in an additional 16% (95% CI 9%–23%). Only 2
participants reported having been informed by a doctor of
having vitamin D deficiency before this study. Participants
were encouraged to give a letter with their 25-hydroxyvita-
min D levels to his/her doctor.

Individuals older than 40 years were more than 3 times
likely to have vitamin D deficiency (OR 3.47; 95% CI
1.31–9.22). In addition, those who were either black or
Hispanic were more likely to be vitamin D deficient (OR

TABLE 1. Characteristics of Study Participants Recruited
From a Methadone Maintenance Treatment Clinic (n � 93)

Variable n (%)

Gender

Female 59 (63)

Race/ethnicity

Black 42 (45)

Hispanic 12 (13)

White 39 (42)

Body mass index (kg/m2)

�18.5 1 (1)

18.5–24.9 35 (38)

25–29.9 23 (25)

�30 34 (37)

HIV infection 25 (27)

Heavy alcohol use, �1 yr 48 (53)

Heavy alcohol use, past month* 13 (14)

Heroin use, lifetime years, median (range) 11 (0–38)

Heroin use, past month 21 (23)

Methadone maintenance treatment, lifetime years,
median (range)

3.2 (0.08–25)

Age, years, median (range) 42 (21–66)

Condition associated with low vitamin D status

Chronic liver disease† 50 (54)

Chronic kidney disease 6 (7)

Chronic pancreatitis 1 (1)

Medications (including prednisone, carbamazepine,
phenytoin, and phenobarbital)

11 (12)

*Defined as more than 3 drinks/occasion, more than 3 occasions/wk.
†“Has a doctor ever told you that you had ongoing liver disease (eg, cirrhosis or

chronic hepatitis B or C)?”
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3.34; 95% CI 1.30–8.58). Recent heavy alcohol consump-
tion, recent heroin use, and longer years in MMT were
associated with a nonstatistically significantly higher OR of
vitamin D deficiency (Table 2).

DISCUSSION
More than half of the opioids-dependent population

recruited from an MMT program had vitamin D status that is
considered insufficient for optimal bone health. Although
medical comorbidities of substance-use disorders have re-
ceived greater recognition recently,20 previous studies have
not addressed vitamin D deficiency or insufficiency as a
medical comorbidity. The findings in this study suggest that
low vitamin D status is common among individuals with

opioid dependence and deserves greater attention as a treat-
able medical issue in this population.

How does this estimate of low vitamin D status of
patients on chronic methadone treatment compare with other
populations in the literature? Methodological differences can
often explain vitamin D differences between studies; the
following similarities made it possible to compare healthy
volunteers in a study by Tangpricha et al5: (1) study location
in the Northeast, specifically, the city of Boston, (2) identical
assay used to measure serum 25-hydroxyvitamin D levels,21

and (3) primary outcome or 25-hydroxyvitamin D deficiency
�20 mg/dL. Our study, which was conducted predominantly
at the end of summer (after maximal sun exposure), found
more vitamin D deficiency (36%) compared with the study of
Tangpricha et al (11%). Other studies of more debilitated
populations have reported higher prevalence of vitamin D
deficiency including adults with HIV infection (79%)22 el-
derly African-Americans in Boston (73%),3 and uninsured
women in Michigan (67%).23 In summary, our estimate of
vitamin D deficiency is higher than a similar study of healthy
volunteers but lower than potentially more debilitated popu-
lations.

Very few individuals knew of their vitamin D status
despite a high proportion of patients with medical conditions
or medications associated with low vitamin D. Our results
underscore the pressing need to treat co-occurring medical
conditions as well as the addiction needs of patients in
substance use treatment so as to improve overall health.
Primary care physicians should be aware that low vitamin D
status could contribute to the chronic pain of patients with
opioid dependence.

The finding that black and Hispanic individuals are at
higher risk for vitamin D deficiency is consistent with other
studies.3,11,23 One reason for this may be reduced skin syn-
thesis of vitamin D in individuals with darker skin pigmen-
tation. Among women of reproductive age in the third Na-
tional Health and Nutrition Examination Survey, the
prevalence of 25-hydroxyvitamin D �15 ng/mL was 42% in
African-American women versus 4% among white women.4

This biologic phenomenon could give rise to ethnicity-related
health disparities. We also found that older patients were
more likely to have vitamin D deficiency in our sample,
which may be due to the skin’s decreased ability to synthesize
vitamin D with aging.24 Older age may also be accompanied
by lower physical functioning, which may result in less sun
exposure.

Low vitamin D status in individuals in an MMT pro-
gram is worthy of concern in light of the relatively high
prevalence of chronic pain in drug-dependent popula-
tions.25–27 Patients in MMT experiencing chronic limb or
joint pain are likely to attribute this pain to the effects of
methadone.28 Vitamin D deficiency causes osteomalacia, a
bone disease of ineffective bone matrix mineralization and a
syndrome of diffuse skeletal pain and muscle aches.29 In
a study of patients with chronic pain, 93% of them were of
vitamin D deficiency.6 Long-term therapy with some medi-
cations such as corticosteroids, antiepileptic drugs, and some

TABLE 2. Predictors of Vitamin D Deficiency in Adjusted
Analyses*

Variable
% Vitamin

D Deficiency OR (95% CI)

Age† (yr)

�40 46 3.47 (1.31–9.22)

�40 19 1

Gender

Female 37 1.24 (0.51–3.03)

Male 32 1

Race/ethnicity

Non-white 46 3.34 (1.30–8.58)

White 21 1

Body mass index (kg/m2)

�30 44 1.42 (0.54–3.73)

�30 31 1

HIV infection

Yes 32 0.69 (0.24–2.01)

No 37 1

Liver disease

Yes 34 0.83 (0.33–2.13)

No 37 1

Season

November–April 35 1.15 (0.37–3.58)

May–October 36 1

Heavy alcohol use, past month

Yes 46 1.47 (0.39–5.50)

No 33 1

Heavy alcohol use, lifetime (yr)

�1 yr 38 1.08 (0.42–2.82)

�1 yr 33 1

Heroin use, past month

Yes 43 2.02 (0.67–6.07)

No 33 1

Heroin use, lifetime (yr)‡

�11 40 1.01 (0.37–2.76)

�11 30 1

MMT, lifetime (yr)‡

�3.2 43 1.60 (0.61–4.17)

�3.2 28 1

*Results of separate logistic regression models for each independent variable,
adjusting for age, gender, and race/ethnicity.
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HIV antiretroviral therapies can lower vitamin D status by
induction of the steroid and xenobiotic receptor.30,31 Whether
methadone (or all opioids) activates steroid and xenobiotic
receptor in a similar manner is not known. However, the high
prevalence of low vitamin D status in this study raises the
question of whether patients in MMT with chronic pain may
have low vitamin D status.

Low vitamin D status for any population is important
because of its role in a number of other medical conditions.
Low vitamin D status is associated with muscle weakness that
can lead to lower pulmonary function32 and higher risk of
falls.33 Vitamin D is vital for bone health. Low vitamin D
status is also associated with cardiovascular disease34,35 and
metabolic syndrome.36 Moreover, vitamin D receptors are
found in a variety of tissues in the body including colon,
breast, ovarian, and prostate; sufficient vitamin D may be
protective against cancers in these areas.37–39

To treat vitamin D deficiency, 50,000 IU of vitamin D2
once a week for 8 weeks is often effective. Reoccurrence of
vitamin D deficiency can safely be prevented with 50,000 IU
every other week. Another approach to prevention is daily
supplementation of 1000 IU of vitamin D to maintain serum
levels above 30 ng/mL.40

The results of this study should be interpreted with the
following limitations. First, because the study was conducted
in the summer and fall when 25-hydroxyvitamin D levels are
generally highest, a greater proportion of the study sample is
likely to have low vitamin D at the end of winter when
sunlight exposure is at it lowest. Second, although we did not
find differences between the study sample and the clinic
sample in terms of age, gender, and race/ethnicity, patients
with bone pain may have been more likely to participate in a
study on “bone health” leading to an overestimation of the
incidence of low vitamin D. Third, the study did not include
a comparison group of patients not receiving methadone, but
rather notes a comparable historical control group. Thus, this
study does not provide definitive evidence but rather suggests
that the vitamin D status of MMT patients is worse than those
not in MMT. Finally, it is possible that these findings may not
generalize to other opioid-dependent populations, because
most MMT patients are required to leave their house to attend
clinic for methadone dosing on a daily basis where they are
potentially exposed to sunlight. Further study should examine
low vitamin D status in other opioid-dependent populations
including those in other forms of opioid treatment (ie, bu-
prenorphine) and those not in addiction treatment.

In conclusion, low vitamin D status was common in
patients receiving MMT and unawareness of vitamin D status
was almost universal. Low vitamin D status is another largely
unrecognized medical comorbidity of patients with addic-
tions, a group with complex medical problems. These find-
ings merit further investigation into the need and benefits of
vitamin D supplementation in MMT patients.
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Self-Monitoring of Blood Glucose with Finger Tip Versus
Alternative Site Sampling: Effect on Glycemic Control

in Insulin-Using Patients with Type 2 Diabetes

Philip E. Knapp, M.D., M.S.,1 Kara M. Showers, M.P.H.,1 Jenna C. Phipps, M.P.H.,1

Jeanne L. Speckman, M.Sc.,2 Elliot Sternthal, M.D.,1 Karen M. Freund, M.D., M.P.H.,3

Arlene S. Ash, Ph.D.,2 and Caroline M. Apovian, M.D.1

Abstract

Objective: This study compared glycemic control in finger tip versus forearm sampling methods of self-
monitoring of blood glucose (SMBG).
Research Design and Methods: One hundred seventy-four insulin-using patients with type 2 diabetes were
randomized to SMBG using either finger-tip testing (FT) or forearm alternative site testing (AST) and followed
up for 7 months. Hemoglobin A1C (HbA1C) was measured at baseline, month 4, and month 7. The study was
designed to test the noninferiority of the AST method for the primary end point of change in HbA1C from
baseline to month 7. Adherence with the testing schedule and frequency of hypoglycemic episodes were also
measured.
Results: The FT (n¼ 85) and AST (n¼ 89) groups each had significant decreases in mean HbA1C from baseline to
month 7 (FT, �0.4� 1.4%, P¼ 0.008; AST, �0.3� 1.2%, P¼ 0.045), and noninferiority between groups was
demonstrated with a margin of equivalence of 0.5 (P¼ 0.043). There was no observable difference in HbA1C
change between the groups (P¼ 0.442). Adherence was better in the FT (87%) than the AST (78%) group
(P¼ 0.003), which may have been because of the difficulty some subjects had in obtaining blood samples for
AST. The number of hypoglycemic episodes was too small to assess for a difference between groups.
Conclusions: SMBG by the AST, rather than FT, method did not have a detrimental effect on long-term glycemic
control in insulin-using patients with type 2 diabetes. Although adherence with testing was expected to be better
in the AST group, it was actually better in the FT group.

Introduction

Individuals with diabetes have traditionally obtained
samples for self-monitoring of blood glucose (SMBG) using

lancets to prick their fingertips, but this process can be painful
and may be a barrier to testing with adequate frequency.1 In
the last several years, a new generation of SMBG devices has
been developed that allows the use of far smaller volumes of
blood than previous devices (<1mL). These newer meters al-
low patients to perform SMBG using samples obtained from
skin sites other than the fingertip, such as the forearm or thigh,
which are less vascular than the fingertips and yield less blood
after skin puncture. They are also less densely innervated with
pain receptors than the fingertips, which allows for less

painful sampling.2,3 Alternative site testing (AST) has been
widely marketed by the manufacturers of SMBG meters as a
less painful alternative to finger-tip testing (FT). It has also
been suggested that AST might improve patients’ adherence
to SMBG regimens, potentially improving their glycemic
control.2,4–7 However, whether the option to use AST actually
improves adherence has not been adequately answered. One
small nonrandomized study suggested that it does,6 while a
larger crossover study showed no such difference.8

Thus far in the evaluation of AST it has also been noted that
this method can yield results that are significantly different
from both FT and reference blood glucose measures at times
that blood glucose is changing rapidly, such as after a glu-
cose load,5,9,10 after meals,4,11,12 after the administration of

1Center for Endocrinology, Diabetes and Nutrition and Weight Management, Section of Endocrinology, Evans Department of Medicine;
2Health Care Research Unit and Section of General Internal Medicine; and 3Women’s Health Unit and Section of General Internal Medicine,
Boston University School of Medicine, Boston, Massachusetts.
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insulin,9,10 and after exercise.11 These findings have been at-
tributed to a delayed equilibration of arm and thigh skin with
arterial blood glucose resulting from lesser blood flow.10

Manufacturers of SMBG devices have recommended prepa-
ratory rubbing or heating of AST sites to increase blood flow
and mitigate the difference due to equilibration time, but this
may not be effective.11 No significant difference has been
found between AST and FT measurements in the fasting or
steady state.4,5,11–14

The delay in equilibration in arm and thigh testing ap-
pears to be greatest between 60 and 90 min after a meal
or glucose load4,5,9–12 but may persist for as long as 240 min
after a combination of glucose and insulin.10 These findings
have led to serious concerns about the potential failure of AST
to identify hypoglycemia,7,9,10,14,15 and the phenomenon has
led the Food and Drug Administration to recommend clear
labeling and instructions for patients not to use AST when
hypoglycemia is suspected or at times when blood glucose
may be changing rapidly.16 Another potential consequence of
the lag in AST equilibration is that postprandial blood glucose
levels could be systematically underestimated. Postprandial
measurements are being increasingly used in clinical practice
because they contribute significantly to long-term control17–19

and can guide later mealtime insulin dosing. Underestimation
in measuring postprandial blood glucose with AST could
hamper efforts at glycemic control.

When AST is used in clinical care, it is generally introduced
as an option for patients to use for some but not all of their
SMBG tests in order to reduce the cumulative discomfort from
multiple finger sticks. Our goal was to explore the question of
whether changing from exclusive finger testing, the standard
of care in patients with diabetes using insulin, to introduce an
option to use AST in addition to FT would lead to worsened
control as a result of differences between AST and FT read-
ings. The only previous study to have compared long-term
control between these two methods found no difference be-
tween them, but its study population was in such good initial
control that a meaningful difference would have been difficult
to detect.8 We hypothesized that the option to use AST would
not lead to poorer glycemic control as assessed by hemoglobin
A1C (HbA1C) in a diverse population of insulin-using pa-
tients with type 2 diabetes with varying levels of initial gly-
cemic control. As a secondary consideration, we planned to
track adherence to testing to determine whether use AST
might improve adherence to testing and thereby have the
potential to positively affect long-term glycemic control. The
results were previously presented in abstract form at the 2006
Endocrine Society Annual Meeting.20

Research Design and Methods

Population

The study was conducted between July 2003 and December
2005 at Boston University Medical Center, Boston, MA, with
subjects recruited from the Center for Endocrinology, Dia-
betes and Nutrition and Weight Management and affiliated
primary care practices. Newspaper advertising was also em-
ployed to recruit subjects from outside the medical center.
Potential subjects were eligible for participation if they were
18–70 years of age with type 2 diabetes, using insulin, and
performing SMBG measurements. Exclusion criteria included

type 1 diabetes, prior use of AST, pregnancy, and serious
comorbid illness (unstable cardiovascular disease or meta-
static cancer). Potential subjects were also excluded if, within
the past year, they had a hypoglycemic episode requiring
urgent medical attention, resulting in cognitive impairment,
or a lack of symptoms during a hypoglycemic episode. The
Institutional Review Board at Boston University and the Food
and Drug Administration’s Research Involving Human Sub-
jects Committee each approved the protocol. All subjects gave
verbal and written informed consent prior to study entry.

Study design

This was a randomized, parallel group trial consisting of
nine visits. At the screening visit, information was collected
on baseline characteristics as listed in Table 1, and subjects
were asked to return approximately 2 weeks later for the
randomization=training visit. Those who arrived for this visit
were randomized to either the FT or the arm AST group using
a block randomization stratified by six strata of initial HbA1C
to ensure similar mean initial HbA1C in both groups. The
strata of HbA1C (%) were <7.0%, 7.0–7.5%, 7.5–8.0%, 8.0–
8.5%, 8.5–9.5%, and>9.5%. All SMBG monitoring in the study
was performed using the OneTouch� Ultra� device (Life-
scan�, Milpitas, CA). Subjects not already using this device
were provided with a new one. When subjects were not able
to obtain an adequate number of test strips as part of their
usual health coverage, they were provided with free strips
donated by the manufacturer.

Once randomized, each subject received a 30-min train-
ing session from a qualified diabetes nurse educator in the
use of the SMBG device, including device calibration and
settings adjustment. For subjects randomized to the AST
group, the training also included instruction on obtaining
samples from the forearm. Subjects in the AST group were
asked to use AST as much as possible; however, because of the
potential limitations of AST in detecting hypoglycemia, they
were instructed to use FT when experiencing symptoms of
hypoglycemia and to repeat any AST reading <5.55 mmol=L
using FT. They were also told that if they had difficulties
obtaining a blood sample from arm puncture on any partic-
ular occasion, it was acceptable to substitute a finger test. As
intended, this resulted in a mixture of arm and finger testing
in the AST group, which is consistent with actual clinical use
of AST.

Subjects were given standardized SMBG log sheets that
prompted them to test a minimum of three times per day:
before breakfast, before dinner, and 2 h after dinner. The log
sheets were designed to allow some flexibility such that the
subject or their diabetes provider could alter the timing of
tests if the individual subject’s meal or insulin dosing sched-
ule so required. Space was also provided to record test results
for episodes of suspected hypoglycemia. Adherence was
measured by counting the number of tests recorded, regard-
less of timing or method, as well as the number of tests re-
quested for each log sheet (21 for a full week). When a test was
repeated at an individual time point because of suspicion of
hypoglycemia, only one test was counted.

Subjects were asked to return for study visits at 1, 2, 3, 4, 5,
and 7 months after the randomization=training visit. At each
follow-up visit the study coordinator collected completed
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SMBG log sheets and gave out new sheets for use until the
next visit. At each visit the study coordinator also recorded
the 30-day glucose average from the SMBG device. At the 1-,
3-, and 5-month visits, subjects were also seen by one of nine
diabetes care providers (physician or nurse practitioner).
Subjects were asked to show their SMBG log sheets from the
preceding month to the provider who used this information to
modify the treatment regimen as part of their routine diabetes
care. Because of the nature of the intervention, neither subjects
nor providers could be blinded to group assignment. At
months 4 and 7 subjects had blood drawn for HbA1C mea-
surement. These HbA1C values were therefore obtained 3 and
6 months after the first provider visit in which providers had
the opportunity to make management decisions based on
study SMBG values. HbA1C measurements were made by
gas chromatography using the Bio-Rad (Hercules, CA) Var-
iant V-II instrument. Subjects were compensated with a total
of $170 for participation.

Predetermined withdrawal criteria included a serious hy-
poglycemic episode during the course of the study (defined as
hypoglycemia requiring urgent medical attention or causing
seizure or loss of consciousness) or inability to comply with
the intended timeline.

Sample size and statistical analysis

The primary hypothesis was that glycemic control in the
AST group would not be meaningfully worse than in the FT

group. In planning for the noninferiority test we defined a
clinically significant difference in HbA1C, the margin of
equivalence, to be 0.5%. We powered our study to test the
hypothesis that the change from baseline to month 7 HbA1C
measurement in the AST group would be no more than 0.5
units higher (worse) than in the FT group. Assuming an SD in
HbA1C change of 1.3 (which was an estimate obtained from
review of multiple studies using HbA1C as an end point) and
using a one-sided rejection rule with alpha¼ 0.05, we calcu-
lated that a sample of 66 subjects in each group completing the
study would result in 71% power to detect noninferiority,
with margin of equivalence¼ 0.5.

The goals for diabetes management depend on the level
of control already achieved. For patients already in good
control, the goal is to maintain the same level of control, and
for those in poor control, clinicians strive to improve the
HbA1C. Therefore, post hoc analyses were performed to
compare the difference in HbA1C change between the two
groups stratified by initial level of glycemic control. Statistical
analyses were performed using SAS software (PC-SAS ver-
sion 8, SAS Institute, Cary, NC). Continuous variables were
assessed for normality of distribution and compared using
two-tailed t tests or analysis of variance unless otherwise
noted. The paired-sample t test was used for within-group
comparisons, and independent sample t test was used to
compare between groups. Categorical variables were com-
pared using the w2 test unless otherwise noted. All signifi-
cance tests were performed at the alpha¼ 0.05 level.

Table 1. Baseline Characteristics in the FT and Forearm AST Groups

FT group (n¼ 85) AST group (n¼ 89) P value

Age (years) 53.2� 9.5 53.1� 10.2 0.959
Body mass index (kg=m2) 35.9� 9.6 35.9� 9.2 0.975
Waist circumference (inches) 44.4� 7.2 45.3� 6.8 0.412
Female 52 (61%) 42 (47%) 0.064
Race=ethnicity

African American 39 (46%) 48 (54%)
Black Caribbean 7 (8%) 9 (10%)
White=Caucasian 21 (25%) 24 (27%) 0.162a

Hispanic=Latino 12 (14%) 8 (9%)
Asian=Pacific 2 (2%) 0 (0%)

Highest educational level achieved
Completed high school=GED 30 (35%) 35 (39%)
Some post-secondary 34 (40%) 33 (37%) 0.972

Baseline HbA1C (%) 8.8� 2.2 8.7� 2.1 0.649
Years with diabetes 12.0� 9.8 12.7� 9.1 0.643
SMBG tests prior to study
<1 per day 8 (9%) 10 (11%)
1–2 per day 40 (47%) 51 (57%) 0.258
�3 or more per day 37 (44%) 28 (32%)

Frequency of insulin injections
1 per day 12 (14%) 12 (14%)
2 per day 37 (44%) 34 (38%) 0.633
�3 per day 33 (39%) 37 (42%)

Using oral diabetes agent (plus insulin) 52 (63%) 47 (57%) 0.374

Continuous variables were expressed as mean� SD values, and categorical variables as n (%). No difference between groups was
considered significant. Baseline characteristics were also compared between the total number of completers (n¼ 135) versus non-completers
(n¼ 39). Non-completers were slightly younger, on average, than completers (50.0 vs. 54.1 years old, P¼ 0.02) and had a trend towards fewer
insulin injections per day (2.3� 0.8 vs. 2.6� 1.1, P¼ 0.10). There were no other significant differences noted in baseline characteristics between
completers and non-completers, including initial mean HbA1C (8.76� 2.10% and 8.72� 2.22%, respectively).

aBy Fisher’s Exact Test.
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Results

Population characteristics

Two hundred thirty-three potential subjects were screened
in person. Of these, 26 were ineligible (Fig. 1). Of the 233
patients screened, 207 expressed initial interest. One hundred
seventy-four returned for the randomization visit and were
enrolled at that time; 85 were randomized to the FT group and
89 to the arm AST group. Of those randomized, 71 (83%) in the
FT group and 64 (72%) in the AST group completed the study.
The higher dropout=withdrawal rate in the AST group ap-
proached statistical significance (P¼ 0.07). Baseline charac-
teristics were similar for the AST and FT groups (Table 1).

Correlation between SMBG and HbA1C

HbA1C reflects the average glucose concentration over a
3-month period with weighting toward the most recent
blood glucose levels, such that levels within the 1-month
prior to the HbA1C analysis account for approximately 50%
of the measured value.21 To assess the correlation between
month 4 HbA1C and SMBG readings by each testing method,
we calculated a weighted average from the monthly 30-day
averages generated by the SMBG meters. Thirty-day aver-
age SMBG were recorded from each subject’s meter at each of
the monthly visits for the 3 months prior to the month 4

HbA1C measurement. The weighted average was then cal-
culated as (0.5�month 3 average)þ (0.35�month 2 aver-
age)þ (0.15�month 1 average). HbA1C was highly correlated
with the SMBG weighted average in both groups. The Pearson
correlation coefficient (r) for the FT group was 0.84 (n¼ 66,
P< 0.0001) and for the AST group was 0.73 (n¼ 64,
P< 0.0001).

Long-term glycemic control

The central hypothesis was that glycemic control, as as-
sessed by HbA1C, would not be meaningfully worse in the
AST than in the FT group. We tested this with an intention-to-
treat, noninferiority analysis. Missing values for month 4 and
month 7 HbA1C in subjects who did not complete the study
were taken from actual measurements when available in the
medical records. When later HbA1C values were not avail-
able, the initial HbA1C value was carried forward. For the FT
group HbA1C values were based on actual measurements in
94% of subjects at month 4 and 91% at month 7. For the AST
group HbA1C values were based on actual measurements in
90% at month 4 and 83% at month 7. The intention-to-treat
analysis demonstrated a statistically significant improvement
in glycemic control between baseline and month 7 in both
groups (Table 2). The noninferiority test was conducted with
pooled variance after assessing for equality of variances. We

FIG. 1. Subject enrollment and follow-up. MI, myocardial infarction.
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rejected the hypothesis that the change from baseline to
month 7 HbA1C for the AST group was at least 0.5 units
higher than for the FT group (P¼ 0.043). There was no sig-
nificant difference in the degree of improvement between FT
and AST groups (P¼ 0.442) (Table 2). Findings were similar
when the analysis was repeated excluding the imputed values
for month 7 HbA1C.

Because the goals of care for patients depend on initial level
of glycemic control, we provide an analysis of HbA1C change
by group stratified for starting HbA1C (Table 2). For subjects
in good initial control (HbA1C <7.0%) there was a slight in-
crease in HbA1C from baseline to month 7 in both the FT and
AST groups, but the mean HbA1C remained below 7.0% in
both groups. For subjects in intermediate glycemic control
(7.0–8.5%) there was no change in HbA1C from baseline in
either group, and for subjects in poor control (HbA1C>8.5%)
there was a significant improvement in both groups. There
was no detectable difference in mean HbA1C or change in
HbA1C between the FT and AST groups in any of the strata of
initial glycemic control (sign test).

To confirm the lack of difference between FT and AST
groups, we categorized subjects into improved, unchanged,
or worsened glycemic control by change in HbA1C from
baseline to month 7 of 0.25% or more. In the FT group 39 (46%)
improved, 19 (22%) were unchanged, and 27 (32%) worsened.
In the AST group 39 (44%) improved, 21 (24%) were un-
changed, and 29 (33%) worsened. There was no difference in
frequencies between groups (P¼ 0.929).

Adherence to SMBG schedule

In the AST group subjects were encouraged to use AST as
much as possible but were asked to use FT for suspected or
possible hypoglycemia or if they had difficulty obtaining
blood from the arm. Tests were counted as completed re-
gardless of whether they were performed on the arm or finger.
Adherence overall was better in the FT compared to the AST
group (Fig. 2).

Hypoglycemic episodes

Information on hypoglycemic episodes was collected using
a strict definition. Events were only considered to be hypo-
glycemic episodes if they consisted of hypoglycemic symp-
toms followed by an SMBG test that confirmed blood glucose
<4.44 mmol=L. As a result, the number of such events was

Table 2. Percentage HbA1C over Time by FT Versus AST Groups Stratified

by Level of Initial Glycemic Control

HbA1C (%) (mean� SD)

n Baseline (T0) Month 4 (M4) Month 7 (M7) Difference (M7–T0) P value (M7–T0)

All subjects
FT 85 8.8� 2.2 8.4� 1.9 8.4� 1.7 �0.4� 1.4 0.008
AST 89 8.7� 2.1 8.3� 1.8 8.4� 1.8 �0.3� 1.2 0.045

Good initial control (baseline HbA1C �7.0%)

FT 18 6.4� 0.4 6.7� 0.5 6.8� 0.5 þ0.4� 0.7 0.024
AST 21 6.3� 0.6 6.5� 0.9 6.7� 0.7 þ0.4� 0.6 0.040

Intermediate initial control (baseline HbA1C 7.0–8.5%)

FT 26 7.8� 0.4 7.6� 1.0 7.9� 1.1 þ0.1� 1.0 0.705
AST 26 7.8� 0.4 7.8� 0.8 7.9� 0.9 þ0.1� 0.9 0.493

Poor initial control (baseline HbA1C >8.5%)

FT 41 10.5� 1.9 9.7� 1.8 9.5� 1.6 �1.0� 1.6 <0.001
AST 42 10.4� 1.6 9.5� 1.6 9.6� 1.6 �0.8� 1.4 <0.001

There was a statistically significant improvement in HbA1C from T0 to M7 in both the FT and the AST groups but no significant difference
between the groups in the magnitude of this change (P¼ 0.442). Stratification into three levels of initial glycemic control demonstrated that
only the stratum in poor control at baseline actually showed improvement during the course of the study. There was no significant difference
between randomization groups in the good, intermediate, or poor initial control strata (P¼ 0.876, 0.839, and 0.413, respectively).

FIG. 2. Adherence to testing regimen by randomization
group. Mean individual adherence with SMBG regimen in
the FT and forearm AST groups was expressed as percentage
of requested tests completed. Finger tests are shown in black,
arm tests in white. Percentages were obtained by dividing
the total number of SMBG tests performed by the total
number of tests requested (three tests per day for each day
the subject was in the study). The denominator reflected re-
turned log sheets only. Mean percentage of arm tests within
the AST group was 65%. Mean overall adherence was higher
in the FT group than in the AST group: 87% for FT (95% CI
83.2%, 90.4%) and 78% for AST (95% CI 73.5%, 82.9%)
(P¼ 0.003). Error bars represent 95% confidence intervals.
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very small and concentrated in a few individuals. The mean
number of hypoglycemic episodes per month was 0.183 in the
FT group and 0.176 in the AST group with no significant
difference between the two (P¼ 0.16, Wilcoxon rank-sum
test). Only three subjects in each group reported an average of
more than one hypoglycemic episode per month. Because of
the small number of recorded hypoglycemic events we did
not have adequate power to detect a difference in the number
between groups.

Four subjects were withdrawn from the study because of a
severe hypoglycemic episode requiring urgent medical at-
tention: one in the FT group and three (two including sei-
zures) in the AST group. While the occurrence of three out of
four severe hypoglycemic events in the AST group is con-
cerning, this is not sufficient to suggest a relationship between
AST and such episodes.

Discussion

Glycemic control improved in both groups over the course
of their participation in the study, primarily because of sub-
stantial improvements in subjects who began the study in
poor control (HbA1C>8.5%). Presumably, this was caused by
an increased attention to their diabetes and increased fre-
quency of SMBG testing through their participation in the
study. We did not observe a difference in the degree of im-
provement between the FT and AST groups.

Despite the frequently postulated but rarely tested idea that
the option for AST might improve adherence with SMBG,
AST actually reduced the degree of adherence in our study
population (Fig. 1). The fairly regimented nature of our study
procedure in which subjects were asked to return their SMBG
log sheets to the study coordinator on a monthly basis ap-
peared to lead both groups to have relatively high adherence
rates, but the rate in the AST group of 78% tests completed=
tests requested was lower than the 87% rate in the FT group
(P¼ 0.003). While this difference is statistically significant, it is
small in real terms, and it conflicts with a prevailing opinion
that AST can be expected to improve adherence with SMBG.
One possible explanation is that subjects in the AST group
frequently reported difficulty in obtaining blood from the arm
despite having had specific training in this method with a
qualified nurse educator. Many AST subjects reported having
to make multiple attempts to obtain an adequate sample, and
several reported frustration in this regard.

Limitations and other considerations

Our sample size was designed to give our study sufficient
power to detect a difference between the FT and AST groups as
small as 0.5 units on the HbA1C percentage scale. A larger
study would be required to conclusively rule out the possi-
bility of a smaller change in mean HbA1C caused by the use of
AST. The number of recorded hypoglycemic events in our
study was small enough that we can neither prove nor exclude
an effect of AST. A larger study is also needed to better char-
acterize the risk for hypoglycemia or the failure to detect it.

In choosing a SMBG testing schedule we attempted to
strike a balance between the unique requirements for the
timing of tests for each individual with diabetes based on his
or her insulin regimen and meal schedule, on one hand, and
standardization between groups, on the other. We chose a
standard regimen including two premeal tests and one post-

prandial test per day while allowing individual patients and
providers to deviate from this schedule if they chose. It is
possible that a study using an SMBG regimen more heavily
weighted toward postprandial measurements would have
different results regarding the impact of AST.

In designing the study, we also attempted to strike a bal-
ance between instructing the AST group to exclusively per-
form arm tests and giving them the flexibility to choose the
method on a test-by-test basis. AST is generally suggested for
use in clinical practice as an option for patients rather than an
exclusive testing modality, but complete flexibility may have
led to few actual arm tests. We therefore chose to ask subjects
in the AST group to utilize arm testing ‘‘as much as possible,’’
but to use FT under the particular circumstances described.
This was intended to maximize our ability to detect a differ-
ence between testing methods while maintaining the gener-
alizability of our findings to real clinical practice.
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ORIGINAL ARTICLE

Pediatric Clinicians Can Help Reduce Rates of Early
Childhood Caries

Effects of a Practice Based Intervention

Nancy R. Kressin, PhD,*†‡§ Martha E. Nunn, DDS, PhD,*¶ Harpreet Singh, RDH, MS,*¶
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and Michelle M. Henshaw, DDS, MPH*¶

Objective: Early childhood caries (ECC) is a serious and prevent-
able disease which pediatric clinicians can help address by counsel-
ing to reduce risk.
Research Design: We implemented a multifaceted practice-based
intervention in a pediatric outpatient clinic treating children vulner-
able to ECC (N � 635), comparing results to those from a similar
nearby clinic providing usual care (N � 452).
Intervention: We provided communication skills training using the
approach of patient centered counseling, edited the electronic med-
ical record to prompt counseling, and provided parents/caregivers
with an educational brochure.
Outcome Measures: We assessed changes in provider knowledge
about ECC after the intervention, and examined providers’ counsel-
ing practices and incidence of ECC over time by site, controlling for
baseline ECC, patient sociodemographics and parents’/caregivers’

practice of risk factors (diet, oral hygiene, tooth-monitoring), among
1045 children with complete data.
Results: Provider knowledge about ECC increased after the
intervention training (percentage correct answers improved from
66% to 79%). Providers at the intervention site used more
counseling strategies, which persisted after adjustment for socio-
demographic characteristics. Children at the intervention site had
a 77% reduction in risk for developing ECC at follow up, after
controlling for age and race/ethnicity, sociodemographics and
ECC risk factors; P � 0.004.
Conclusions: The multifaceted intervention was associated with
increased provider knowledge and counseling, and significantly
attenuated incidence of ECC. If validated by additional studies,
similar interventions could have the potential to make a significant
public health impact on reducing ECC among young children.

Key Words: early childhood caries, physician-patient relations,
physicians,’ practice patterns, intervention studies

(Med Care 2009;47: 1121–1128)

Early childhood caries (ECC) is a serious, but preventable,
form of tooth decay that affects children’s primary denti-

tion. Untreated, it can lead to serious illness, including ab-
scesses, necessitating costly therapeutic interventions such as
surgery with general anesthesia. The infection and pain
caused by ECC can impair growth and weight gain,1 cause
speech, learning and eating problems, and increase school
absenteeism,2 negatively affecting children’s quality of life.3

Thus, a national public health goal is to reduce the prevalence
of children with dental caries in primary teeth (Healthy
People 2010 goal 21–1a).4

ECC disproportionately affects poor, racial/ethnic minor-
ity children.5–8 Several risk factors including sugary diet,
excessive bottle use, and poor oral hygiene have been iden-
tified.9,10 ECC risk can be reduced by minimizing children’s
exposure to caries-promoting food and drinks, weaning from
the bottle as early as possible, and regularly cleaning chil-
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dren’s teeth. It is vital that at-risk children and their caregiv-
ers be educated, advised, and counseled about prevention
strategies. Thus, “counseling, reinforcement of health pro-
moting behaviors with care givers of children, and interven-
tion by dental and other professionals to improve parenting
practices” have been called the best available means to
prevent or mitigate ECC.11

To monitor children’s teeth for ECC, the American
Academy of Pediatric Dentistry recommends that all children
begin regular dental visits by 1 year. Unfortunately, children
most at risk for ECC face the greatest barriers to accessing
health care in general,12 and dental care in particular.13

However, because most (88%) American children see a
pediatrician annually,14 pediatric clinicians could potentially
counsel parents about decreasing children’s ECC risk. Thus,
the American Academy of Pediatrics has adopted a policy
supporting the use of caries risk assessment and referral to a
dental home.15 However, pediatricians are not well trained to
do so,16,17 despite their belief that they have an important role
in identifying dental problems and in counseling parents
about caries prevention.18,19

Others have addressed the problem of ECC by teaching
pediatricians to apply fluoride varnish,20 or increasing their
knowledge regarding the disease and ability to screen chil-
dren for ECC risk.21–26 Evidence is clear that increasing
clinician knowledge does not necessarily lead to behavior
change,27 but notably absent from prior approaches are strat-
egies to provide pediatric clinicians with the communication
tools needed to effectively convey such information, or the
skills needed to enlist parents/caregivers in behaviors to
reduce children’s ECC risk.

To capitalize on pediatricians’ commitment to chil-
dren’s oral health, and to address the deficit in pediatricians’
preparation to help prevent ECC19,28 we developed and im-
plemented a multifaceted pediatric practice-based interven-
tion where children especially vulnerable to ECC receive
care, building on the proven educational methodology of
patient centered counseling (which has been successfully
applied in other clinical settings29–32). Patient centered coun-
seling has successfully changed provider behavior, effected
changes in patients’ risk-related behaviors, and, ultimately,
improved clinical outcomes,29–34 although the evidence for
the effectiveness of such programs applied specifically to the
oral health of young children is lacking.28 Our goal was to
assess the effects of this intervention on provider ECC coun-
seling practices, and on children’s subsequent development
of ECC.

METHODS

Study Locations
Parents and children were recruited from the pediatric

outpatient practices of 2 academic medical centers in Boston.
The intervention site was selected because it serves underserved
populations (primarily African-American and Latino children).
The comparison site was another nearby urban hospital-based
primary care pediatric clinical practice, serving a similar patient
population but with more Asian Americans.

Study Participants
Patients

We asked parents/caregivers of children aged 6 months
to no older than 5 years attending well-child visits to partic-
ipate in the study (during the same time period for both sites),
to ensure the children likely had at least some erupted teeth
and thus were “at risk,” and to limit our sample to younger
children. Children were to be excluded from the study if they
self-reported or had congenital oral anomalies, ectodermal
dysplasias, or other diseases (other than ECC) upon exami-
nation affecting the dentition or oral mucosa, although no
children were excluded for these criteria. At the intervention
site, a total of 635 children were recruited after their provid-
ers had received the study training intervention, and 452
children were recruited at the comparison site.

Providers
We invited all attending pediatricians (not residents or

medical students) who care for regular panels of patients
(N � 19), as well as clinic nurses (RNs and NPs; N � 14), to
participate in the 1-hour study training intervention, as each
has the opportunity to provide anticipatory guidance coun-
seling in the clinic. After offering multiple early morning and
lunchtime sessions, and a $100 gift certificate incentive, 68%
of the eligible physicians (13/19), and 100% of the eligible
nurses (14/14) were trained. Although we did not conceal the
purpose of the study, we did not explicitly describe it during
the training.

Questionnaire Interview and Clinical
Examination–Procedures and Measures

After the educational program was given to providers at
the intervention site, and with the simultaneous initiation of
recruitment at the comparison site, parents/caregivers of
young children were approached in the clinic waiting room
before a regular well-child visit, the study was described
(respondents were not blinded to the study purpose but were
blinded as to which group they were in), and those expressing
interest were asked to provide informed consent. After the
visit, participants completed an interview assessing demo-
graphic information including the child’s date of birth, gen-
der, race and ethnicity (Hispanic or not, following the US
Census conventions for assessing ethnicity), the education
and employment status of the parent, and language spoken at
home. Study participants were again asked to participate in a
similar interview and clinical examination, approximately 1
year later, at another well-child visit. In our analyses, we used
baseline data on all variables except ECC, positing that
follow up ECC would be a function of physician counseling
regarding ECC at the baseline visit.

One component of the questionnaire was a “Patient Exit
Interview” (PEI), a series of questions inquiring about the
parent’s discussions with the child’s doctor or nurse. These
assessed the degree to which the clinician covered the topics
on which they had been trained to counsel regarding ECC risk
reduction. PEIs have been demonstrated to accurately mea-
sure the actual content of clinical discussions through com-
parisons of audiotapes of such interactions to patient reports35
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(see Table 1 for all PEI questions); they do not assess
knowledge gained. The PEI score was a sum of the questions
to which there was a positive response (range: 0–22).

The interview also included questions about the 3
dimensions important to preventing ECC (eg, “risk factors”).
We assessed the child’s diet and feeding behaviors (eg, “Does
your child usually drink from a bottle?” and “How often does
the child get a bottle in bed with something besides water?,”
6 questions total; score range: 0–6), oral hygiene (eg, “Do
you help your child brush his or her teeth?,” “When brushing,
do you use toothpaste with fluoride?”: 6 questions total: score
range: 0–6), and tooth monitoring (eg, “Do you ever check
your child’s teeth for spots or cavities?”: 3 questions total;
score range: 0–3). We created summary scores from the
items assessing each dimension, by dichotomizing answers
and summing the affirmative responses, provided that at least
75% of the questions were answered.

The research hygienist examined each child’s dentition
to identify ECC, recording both white and cavitated lesions,
by tooth (because this was a research-focused interaction, no
counseling regarding hygiene or diet was provided by the
study hygienist). In our analyses, we define ECC as the more

serious, irreversible cavitated lesions in any tooth, which
require restorative treatment (vs. the reversible white lesions
which do not).

Content of the Intervention
The intervention had 3 components: communication

skills training, edits to the electronic medical record’s
(EMR’s) anticipatory guidance section, and provision of an
educational brochure. The communication skills training ed-
ucational program was designed to enhance clinicians’ ability
to advise and counsel patients’ parents or caregivers about
decreasing risks for ECC. In a 1 hour training session led by
experts in dentistry and patient centered counseling, pediatric
clinicians (nurses and physicians) were taught, using a 1-page
counseling algorithm handout, to address 3 primary dimensions
with parents/caregivers: consuming foods and drinks that
strengthen teeth and limit sugars (diet), toothbrushing/keeping
teeth clean (hygiene), and monitoring teeth to detect the devel-
opment of caries (tooth monitoring). Through didactic presen-
tations and role play exercises, providers were asked to imple-
ment the 4A’s: Assess the parent/caregiver’s status on each of
the dimensions, identifying barriers to each, Assist with address-
ing barriers to each behavior, Advise (or educate) about ECC
and its etiology, and finally, Arrange for follow up (eg, making
a dentist appointment; see the Fig. 1 for additional detail).

Immediately before and after the study intervention
training sessions, we administered a 5 item multiple choice
pre- and post-test to the participants to assess the effects on
ECC knowledge. We also edited the anticipatory guidance
section (a listing of topics that parents should be counseled
about at each well child visit, which providers must document
they followed) of the EMR to include age-appropriate infor-
mation for each of the dimensions we trained the providers to
address. Our edits were not the pop-up prompts typically used
in EMR reminders but rather additions to the topics on which
providers are to counsel. We also prepared an educational
brochure that summarized these same areas for the parent/
caregiver to address in caring for the child. These brochures
were available in both clinics, but intervention providers were
asked to distribute them, as part of their counseling.

Institutional Review Board
The Institutional Review Boards at both study sites

approved this study’s protocol.

Data Analysis
We compared sociodemographics, and summary scores

for the ECC risk factors of diet, oral hygiene, and tooth
monitoring practices by site using �2 tests of independence
for the former and Mann-Whitney U tests for the latter 3
variables. We examined PEI items and overall scores by site,
using the Mann-Whitney U test.

Then, we conducted 2 random effects least squares
regressions to examine the independent effects of site on
provider counseling, adjusting for sociodemographic charac-
teristics, with and without controlling for ECC risk factors,
which we anticipated might affect rates of clinician counsel-
ing. These analyses accounted for clustering of patients-
within-provider.

TABLE 1. Sociodemographic and Risk Factor Characteristics
of the Sample, by Study Site

Provider
Training

Intervention
Site (n � 635)

Comparison
Site

(n � 452) P

Age (%) 0.0962

�1 yr 1 3

1 to �2 yr 55 55

2 to �3 yr 25 26

3–4 yr 19 16

% male 51 53 0.4810

Caregiver employed (% yes) 57 69 �0.0001

Caregiver education (�12 yr) 84 93 �0.0001

Race �0.0001

% white 17 45

% black 76 35

% Asian 6 19

Hispanic (%) 13 15 0.3811

Language spoken at home
(% English)

40 74 �0.0001

Diet summary score* �0.0001

Mean � SD (Median) 3.2 � 1.0 (3.6) 3.5 � 1.1 (4.0)

Range 0–6 0–6

Hygiene summary score* �0.0001

Mean � SD (Median) 4.9 � 1.0 (5.0) 4.5 � 1.1 (5.0)

Range 2–6 2–6

Tooth-monitoring summary
score*

0.0197

Mean � SD (Median) 0.7 � 0.7 (1.0) 0.9 � 0.9 (1.0)

Range 0–3 0–3

ECC (baseline) % 5.8 6.4 0.664

ECC (follow up) % 17.7 31.7 0.086

*Baseline score; higher scores indicate better diet, hygiene and more tooth
monitoring.
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To determine the effect of the intervention on the
development of ECC over time (defined as the presence/
absence of an irreversible cavitated lesion in any tooth),
survival analysis was used. A multiple mixed model (frailty)
proportional hazards regression model was fit including only
children free of ECC at baseline with physician treated as a
random effect, adjusting for age group, race/ethnicity, care-
giver employment status and educational level, whether
English was spoken at home, and the ECC risk factors.

RESULTS
Only parents/caregivers who could be interviewed in

English were included (study staff made this determination;
9% of the parents screened at the comparison site and 7% of
those screened at the intervention site were excluded for this
reason). Refusal rates were 3% at the intervention site, and
14% at the comparison site. Of the children recruited, the
study hygienist was unable to conduct a clinical examination
with 42 children, 28 (67%) of these patients were from the
intervention clinic and 14 (33%) were from the control clinic.
We excluded these 42 children from analyses using clinical
data, leaving an analysis sample of 1045. The number of
patients seen by intervention providers ranged from 1 to 134
for each provider; mean: 32, median: 25. The average (mean)
number of patients seen by all providers was 18 (out of 62).
The median was 7.

Provider ECC Knowledge
Prior to the training, participants answered 66% of the

questions correctly on a 5 item ECC knowledge test. Subse-
quent to the intervention, this rate increased to 79%. Improve-
ments in knowledge were observed on 3 of the items–those
focused on knowledge about dental caries being the most
common infectious disease of childhood, understanding of
risk factors for dental caries in infants and toddlers, and the
recommended age for a first dental visit, but many clinicians
still did not realize that ECC risk is related to the oral health
of the caregiver.

Characteristics of the Patients
Sociodemographic Characteristics

The mean initial age of the sample was just under 2
years, with no differences by site (not shown; 1.93 years vs.
1.87, P � 0.20). There was no difference in age group or
gender distribution across sites (Table 2). More parents from
the comparison site were employed (69% vs. 56.7%, P �
0.0001). The racial group distribution, but not the proportion
of Hispanics, differed significantly by site (P � 0.0001)–
about half of the comparison site sample were white, while
over three-quarter of the intervention site were black. More
parents from the comparison site reported that English was
the primary language spoken at home (73.6% vs. 39.5%; P �

Tooth brushing/keeping teeth clean 

Assess Assist
• Does child have own toothbrush? • Offer toothbrush from dental study 
• Brush teeth nightly? Goal: establish habit! • How do you think you can get him to do 

that? 
• Do you help child brush? (up to age 6) • What do you think would work? 
• Use toothpaste with fluoride? (pea sized 

amount) 
• Find a tasty, colorful fluoridated 

toothpaste 

Consume foods and drinks that strengthen teeth and limit sugars 

Assess Assist
• Child getting fluoride? • Prescribe Fluoride drops/tablets 
• Limiting sugary drinks and foods? • How do you think you could do that? 

 
• Limit bottle/sippy cup use to meal or 

snacktime? (goal: decrease frequency of 
exposure to sugars – sippy cups aren’t any 
better than bottles) 

• How could you limit these? 
 

• Eliminating bedtime bottles by one year old 
(except water)? 

• How could you eliminate bedtime bottles?

Monitor teeth (parent, doctor and dentist) 

Assess Assist
• Check teeth for spots? • Here’s how you can do it…(also can do 

while brushing) 
• Have a dentist? • Here’s a referral list 
• Seen the dentist yet? (first visit at 2 years) • What would help you get to the dentist? 
 
• Summarize and develop plan 
■   You’re doing a great job with 
__________, keep up the good work 
■   [SHOW BROCHURE].  In the brochure, 
I’ve checked the things we’ve 
     agreed you’ll work on. Your plan is 
to…(e.g. put child to bed with only 
     water; substitute fruit for snacks instead 
of candy) 
■   Arrange follow-up: I’ll check in with you 

at your next visit to see how you’re doing. 

Important Education Points About Cavities 
(Advise):
• A disease which can be seen as white, 

yellow, brown or gray spots on teeth
• Can lead to pain, trouble eating and talking, 

or to lost teeth, and infected baby teeth can 
lead to having infected permanent teeth 

• Caused by germs that feed on sugars
• Can be prevented by keeping teeth clean, 

using fluoride, and limiting sugary/starchy 
foods and drinks

FIGURE 1. Patient Centered Counseling to Decrease
ECC Risk: 4As: Assess, Assist, Advise, Arrange.
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0.0001), and they were more likely to have a high school
education or greater (92.9% vs. 84.3%, P � 0.0001).

Risk Factor Profiles
Patients at the comparison site had better baseline diets

and more tooth-monitoring than those at the intervention site
(P � 0.0001 and P � 0.001, respectively; Table 2); however,
hygiene practices were better among patients at the interven-
tion site (P � 0.0001).

Patient Exit Interview
Clinicians at the intervention site were more likely to

ask the parents for ideas about how best to keep his/her
child’s teeth clean, limit dietary sugars, and how to get the
child to the dentist (Table 1). They were also significantly
more likely to explain what cavities are, their causes and their
effects on other aspects of the child’s health. More clinicians
from the intervention site discussed limiting sugary foods and
drinks, the child’s fluoride intake, and cleaning teeth nightly.
Intervention providers more frequently discussed using tooth-
paste with fluoride, helping the child brush his or her teeth up
until age 6, and monitoring the child’s teeth for spots, or
whether the child had a dentist. Also, a greater percentage of
intervention providers mentioned that they would discuss
caries prevention at the next visit, gave parents written
information about cavities, and discussed caries prevention
strategies. Intervention providers asked or counseled an av-

erage of 2 more issues than comparison site providers
(means: 6.4 vs. 4.1; medians: 5 vs. 3; P � 0.0001).

Factors Associated With Provider Counseling
Random effects least squares regression analyses were

performed to examine the independent effects of site on
provider counseling (PEI), after adjusting for sociodemo-
graphic factors and before and after controlling for ECC risk
factors (Table 3). In the first model, the PEI score was
significantly higher (better) at the intervention site, indicating
that intervention providers counseled on approximately 2
more issues than comparison site providers. After adjusting
for ECC risk factors, however, the PEI score was not signif-
icantly different between the 2 sites.

Factors Associated With ECC
A person-level multiple proportional hazards frailty

regression model with physician included as a random effect
was fit for ECC incidence for all children free of ECC
(cavitated lesions) at baseline, adjusting for demographic
variables that varied significantly between sites without a
large number of missing observations (Table 4). At baseline,
there was no difference in ECC prevalence at the 2 sites
(5.8% at the intervention site vs. 6.4%; P � 0.664). After
adjustment for age and race/ethnicity (2 known influences on
ECC), children at both sites were similarly likely to have
ECC (OR � 1.13, 95% CI: 0.64–2.00), P � 0.672). At the

TABLE 2. Patient Exit Interview Items and Overall Score, by Study Site

Did the Doctor or Nurse . . . Intervention Site (% Yes) Comparison Site (% Yes) P

Ask for your ideas about how best to keep your child’s teeth clean? 41 30 0.001

Ask for your ideas about how to limit the sugars your child gets in foods and
drinks?

41 25 �0.0001

Ask for your ideas about how to get your child to the dentist? 30 22 0.003

Explain what cavities are? 22 9 �0.0001

Explain what causes cavities? 19 13 0.015

Explain how cavities can be prevented? 19 16 0.387

Describe how cavities can affect other aspects of your child’s health? 13 7 0.007

Discuss limiting sugary foods and drinks to reduce the chance of cavities? 52 29 �0.0001

Discuss limiting your child’s bottle or sippy cup use to meals or snack time
only?

33 28 0.086

Discuss stopping bed- or naptime bottles by 1 year of age, except for those
containing water?

25 29 0.277

Discuss whether your child is getting enough fluoride? 24 16 0.005

Discuss cleaning teeth every night to prevent cavities? 60 32 �0.0001

Discuss using toothpaste with fluoride? 32 15 �0.0001

Discuss having a separate toothbrush for each child? 17 13 0.098

Discuss helping your child brush his or her teeth up until age 6? 52 18 �0.0001

Discuss monitoring kids’ teeth for spots? 24 13 �0.0001

Discuss whether your child has a dentist? 37 28 0.002

Discuss whether your child has been to the dentist yet? 33 28 0.074

Recommend that your child see a dentist now? 23 24 0.934

Mention that they would talk about preventing cavities in your child at
the next visit?

13 5 0.0001

Give you written information about cavities and how to prevent them? 10 3 �0.0001

Go over things for you to work on to help prevent your child from getting
cavities?

24 10 �0.0001

Overall PEI summary score mean � SD (Median) range 6.4 � 5.6 (5.0) 0–21 4.1 � 4.8 (3.0) 0–22 �0.0001
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last follow-up visit, unadjusted ECC prevalence at the inter-
vention site was 17.7%, compared with 31.7% at the com-
parison site (P � 0.086). Children at the intervention site
were 77% less likely to develop ECC over time compared
with children at the comparison site (HR � 0.23, 95% CI:
0.09–0.62, P � 0.004).

DISCUSSION
Recognition of the profound deleterious effects of ECC

on children’s health and well being has led to a growing
interest in and commitment to the role of primary care
clinicians in children’s oral health.19 To address the paucity
of interventions oriented towards enhancing providers’
knowledge and skills in counseling parents to reduce risk for
ECC,28 we developed, implemented, and evaluated the ef-
fects of a multifaceted practice-based intervention for pedi-
atric providers. Providers at the intervention site provided
significantly more counseling regarding reducing ECC risk
than comparison site providers, with the differences in rates
spanning between 7 and 34 percentage points, depending on
the item. Further, more provider counseling for ECC at the
intervention site was associated with 77% lower incidence of
ECC over time. While the rates of ECC increased over time

at both sites, the progression was markedly attenuated at the
intervention site, suggesting that such multifaceted interven-
tions in the pediatric setting might have significant public
health impact.

While intervention providers provided more counsel-
ing, their rates of counseling were often only around 20% to
40% (the maximum rate of counseling observed, on only 1
item, was 60%, Table 1). Thus, although our intervention was
associated with more counseling, there is still room for
improvement, so further training during medical school or
residency might help foster such adoption. However, com-
peting demands for time during clinic visits presents a chal-
lenge for increasing such rates.

Providers of patients who are perceived to be at greater
risk might exert greater effort at counseling to prevent ECC,
as we have found in other work on hypertension care.36

Intervention providers conducted significantly more counsel-
ing than at the comparison site after controlling for patients’
sociodemographic factors, but not after adjusting for ECC
risk factors. However, such adjustment conservatively as-
sumes that providers conducted an accurate risk assessment,
which may not be the case.

Interest by pediatricians regarding children’s oral
health has led to a variety of efforts, many focusing on
increasing pediatricians’ knowledge base regarding the etiol-
ogy of dental caries.17,24,26 Our study is one of the first
attempts to increase providers’ skills in translating knowledge
about the risk factors for ECC into useable information which

TABLE 3. Multiple Linear Regression Results: Site
Differences in Rates of Provider Counseling*

Model 1
†

PEI Score
§

Model 2
‡

PEI Score
§

Parameter
Estimate

Std
Error

Parameter
Estimate

Std
Error

Intervention Site (ref �
comparison site)

1.24
¶

0.53 1.02 0.55

Age group (ref � 3 yr
or older)

�2 yr old �1.70
¶

0.46 �1.40
¶

0.54

2 to �3 yr old �0.87� 0.53 �0.69 0.54

Non-Hispanic white
(ref � Hispanic
or Non-white)

�1.18
¶

0.49 �1.02
¶

0.49

Caregiver employment
(ref � not
employed)

0.58 0.36 0.60 0.36

Caregiver education
(ref � �12 yr)

�0.41 0.52 �0.40 0.52

English spoken at home
(ref � other)

�0.28 0.38 �0.38 0.38

Diet score
§

— — �0.30 0.18

Hygiene score
§

— — 0.39
¶

0.18

Tooth monitoring score
§

— — 0.36 0.23

*Scores from Patient Exit Interview (PEI) reflect the number of counseling
behaviors performed by physicians, based on exit interviews with parents and caregiv-
ers. For instance, in Model 1, physicians at the intervention site performed, on average,
1.24 more counseling behaviors than physicians at the control site.

†
Controlling for sociodemographic factors and accounting for clustering of patients-

within- provider.
‡
Controlling for sociodemographic factors as well as diet, hygiene, and tooth

monitoring scores and accounting for clustering of patients-within- provider.
§
Higher scores are better on all dimensions (eg more counseling, better dietary

habits, more tooth monitoring).
¶
P � � 0.05.

�P � 0.05 and P � � 0.10.

TABLE 4. Multiple Proportional Hazards Regression Model
for Development of Early Childhood Caries (Cavitated
Lesions) in Any Primary Tooth (n � 375 Subjects)

Variable HR* 95% CI
†

P

Site

Comparison site 1.00 — 0.004

Intervention site 0.23 (0.09, 0.62)

Age group

�2 yr old 1.00 — 0.001

2 to �3 yr old 3.23 (1.57, 6.57)

3 yr or older 3.18 (1.52, 6.68)

Race/ethnicity

Non-Hispanic white 1.00 — 0.117

Hispanic or Non-white 2.56 (0.79, 8.30)

Caregiver employment

Yes 1.00 — 0.465

No 0.81 (0.45, 1.43)

Caregiver education

Less than high school 1.00 — 0.115

High school or greater 0.57 (0.29, 1.15)

Language spoken at home

English 1.00 — 0.435

Other 1.27 (0.70, 2.32)

Diet score 1.09 (0.82, 1.45) 0.551

Hygiene score 1.08 (0.80, 1.46) 0.599

Tooth monitoring score 1.40 (1.00, 1.98) 0.049

*HR indicates hazard ratio; adjusted for all other factors listed in the table.
†
CI indicates confidence interval.
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can be conveyed to parents to change behavior to reduce ECC
risk. Relatively low cost interventions (brief provider train-
ing, educational materials, and changing an existing EMR to
include cues to counsel patients) were associated with signif-
icantly greater amounts of provider counseling, which sug-
gests that it may be valuable to implement such interventions
on a more widespread basis. While the limited length of clinic
visits may be a barrier to counseling, our results suggest that
providers were able to incorporate ECC counseling into their
visits, although we were not able to assess the added time
needed to do so. The tools we developed for our intervention
are easily accessible and transportable for use by other
providers (Available at http://www.creedd.org/affiliate.html)
including family physicians, midlevel providers, and for pe-
diatric residency training and continuing medical education.

These results are consistent with prior studies of patient
centered counseling, which have consistently shown that
providers are willing to incorporate such methods into their
practices, and that they successfully do so after train-
ing.29,31–34 Our findings indicate that this method of changing
provider behavior is useful in the pediatric setting as well.

This study was limited by the absence of baseline data
on providers’ counseling habits, and by the fact that the
samples were different in several respects. However, the
findings from the training pretest/post-test indicated an in-
crease in provider knowledge (albeit with a short recall
period, and without comparative data from clinicians at the
control site). Another potential limitation of the study was
that we were unable to disentangle the specific effects of each
element of the intervention, although we viewed them as a
package which should be implemented together in the future
because each piece addresses a different aspect of ECC
prevention.

Further, we still observed differential rates of counsel-
ing after adjusting for the sociodemographic differences be-
tween sites. Also, while our focus on very young children
may be viewed as a limitation in that our findings are not
generalizable to older children, the dearth of information
about ECC and its risk factors among children in this age
group warrants such a focus.

Ideally, a cluster-randomized controlled design (ran-
domized by site) would be used to test the effectiveness in
training pediatric clinicians to conduct oral health counseling
with parents/caregivers of very young children. To obtain a
true random sample, one would need to recruit clinicians
from the private sector to participate, which might introduce
selection bias since such clinicians are less likely to see the
economic and racial diversity of children whom we studied.
Although our quasi-experimental design offered benefits for
investigating the effect of training pediatric clinicians to
deliver such counseling, these findings should be replicated
elsewhere before widespread use of this intervention.

In summary, a relatively brief intervention was associ-
ated with increased provider counseling and reduced subse-
quent ECC. Such interventions are feasible to implement on
a more widespread basis, and if validated by additional
studies, may have a significant public health impact, by
reducing rates of ECC in young children.
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This article will review population-based nationally representative
data on rates of smoking and tobacco cessation in adults with and
without mental illness. We begin with a review of the methods and
findings from the 1991–1992 National Comorbidity Survey. This
study found that 41% of persons who had a mental illness in the
past month were current smokers, that persons with mental illness
are twice as likely to smoke as persons without mental illness, and
that heavy smoking is rare in persons without mental illness. Per-
sons with a current mental illness smoked 44% of all cigarettes in
the United States. We then explore the reasons that persons with
mental illness smoke at such high rates and examine the directions
of causality between smoking and mental illness. We review to-
bacco companies’ marketing activities that have targeted mentally
ill smokers. The health consequences of smoking in this vulnerable
group are dire. An estimated 200,000 smokers with mental illness
or addiction die each year from smoking. Despite their high rates
of smoking, a substantial proportion of persons with psychiatric
disorders are able to quit.

KEYWORDS Smoking, mental disorders, primary care

EPIDEMIOLOGY OF SMOKING AND MENTAL ILLNESS

Many seasoned clinicians know that persons with mental illness smoke at
higher rates than persons without mental illness. When I was a primary
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192 K. E. Lasser

care resident, one of my supervising attendings advised me that one can
“practically diagnose schizophrenia from the nicotine stains on a patient’s
fingers.” I remember wondering what this clinical observation meant on a
public health level. How heavily did people with mental illness smoke? And,
furthermore, how representative were they of the average American smoker
(if such a person exists)?

Several years later, when I was a general internal medicine research
fellow, I returned to these questions. I reviewed the literature, where I
found that a number of studies documented high smoking rates among
selected populations with mental illness. These included psychiatric out-
patients (Hughes, Hatsukami, Mitchell, & Dahlgren, 1986), patients in state
mental hospitals (de Leon et al., 1995), and patients with individual di-
agnoses, such as bipolar disorder (Gonzalez-Pinto et al., 1998), depres-
sion (Glassman et al., 1990), schizophrenia (Kelly & McCreadie, 1999; Goff,
Henderson, & Amico, 1992), and panic disorder (Breslau, 1995; Breslau &
Klein, 1999). However, none of these studies seemed to reflect a broader
primary care population, and few took an even broader public health
perspective.

Only the analysis by Glassman et al. (1990) of data from the Epidemi-
ologic Catchment Area Study was population-based. This analysis of data
from the early 1980s showed that persons with major depression, dysthymia,
agoraphobia, and alcoholism were 1.6 to 4.7 times more likely to have ever
smoked than persons without mental illness. Yet, this study was not conclu-
sive, for it did not administer a structured psychiatric interview to a nationally
representative sample. It was not until the 1990–1991 National Comorbidity
Survey (NCS) that such data were collected (Lasser et al., 2000).

The NCS was a congressionally mandated, nationally representative
study of the prevalence of psychiatric disorders in the United States from
1990 to 1992. Trained lay interviewers administered a structured psychiatric
interview to the non-institutionalized civilian population aged 15 to 54 years.
While the survey excluded persons dwelling in psychiatric facilities and
prisons, the study design accounted for such exclusions. The interviewers
asked 4,411 respondents detailed questions about tobacco use, thus provid-
ing the data to explore further the relationship between smoking and mental
illness.

In analyses of these data, my coauthors and I found that persons with
mental illness were about twice as likely to smoke as persons without mental
illness. Twenty-two percent of people without mental illness smoked as
compared to 41% of people with a current mental illness. Heavy smoking,
defined as the consumption of 25 or more cigarettes per day, was rare in
persons without mental illness. Only 10% of people without mental illness
were heavy smokers. Persons with a past-month mental illness represented
40.6% of all current smokers in the United States and smoked 44% of all
cigarettes in the United States.
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Update in Smoking and Mental Illness 193

WHY DO THE MENTALLY ILL SMOKE MORE?

Scholars have proposed numerous theories to explain the high smoking
rates observed among persons with mental illness. First, there is the theory
of self-medication of psychiatric symptoms. Smoking reduces the negative
symptoms and cognitive deficits in patients with schizophrenia. In patients
with depression, smoking affects noradrenergic proteins in the locus ceruleus
much in the way that antidepressants do (Klimek et al., 2001). These the-
ories implicitly assume that mental illness precedes the onset of smoking.
However, a number of studies have shown that smoking preceded the onset
of certain mental disorders, such as adolescent depression (Wu & Anthony,
1999), first-time panic attacks (Breslau & Klein, 1999; Isensee, Wittchen,
Stein, Hofler, & Lieb, 2003), anxiety disorders (Johnson et al., 2000), and
schizophrenia (Kelly, 1999). It is also possible that smokers with mental
illness have a genetic predisposition to both conditions. Analyses of cross-
sectional data cannot determine causality; thus, we are not likely to know
for sure whether mental illness causes smoking or whether smoking causes
mental illness.

Internal documents from the tobacco companies suggest that the to-
bacco industry may be partially responsible for high smoking rates among
persons with mental illness (Lasser et al., 2000). In 1981, one company
conducted a study of different segments of the tobacco market. They iden-
tified psychologically vulnerable persons as a key market segment and may
have targeted their marketing and advertising accordingly. In their study,
the company identified the 3 following positive aspects of smoking: “mood
enhancement,” “positive stimulation,” and “anxiety relief.” They described
how smoking “helps perk you up,” “helps you think out problems,” and for
anxious individuals, helps them “gain self control,” “calm down,” and “cope
with stress.”

SEQUELAE OF SMOKING IN THE MENTALLY ILL

Smoking is the leading preventable cause of death in the United States,
with 440,000 deaths annually. Twenty times as many people suffer from
smoking-related disability. Extrapolating from the smoking rates found in
the NCS, 200,000 smokers with mental illness or addiction die each year
from smoking (Williams & Ziedonis, 2004). Yet, there is a common concep-
tion that people with mental illness often die of violent causes—suicide or
homicide. Mortality follow-up data from the New Haven node of the Epi-
demiologic Catchment Area Study refute this contention (Bruce, Leaf, Rozal,
Florio, & Hoff, 1994). Among persons with mental illness, the investiga-
tors found that the leading causes of death were circulatory diseases (55%),
cancer-related (23%), other natural causes (21%), and 1% unnatural causes
(accident, homicide, and suicide). Smoking could certainly be implicated as
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194 K. E. Lasser

a cause of many of the circulatory and cancer-related deaths. More recent
data from Massachusetts also show a high prevalence of smoking-related
mortality among persons with mental illness. A 2001 mortality report by
Sudders (Commonwealth of Massachusetts Executive Office of Health and
Human Services Department of Mental Health, unpublished data, May 2001)
found that age-specific mortality from cardiovascular disease for individuals
aged 25 to 44 was more than 6 times as high among Department of Mental
Health clients than among the general Massachusetts population. Smoking
is only one of many other potential causes of high cardiovascular mortality
rates—obesity, sedentary lifestyle, medications, social deprivation, and poor
quality of medical care—and further research is needed to elucidate the role
of smoking in these deaths.

ARE SMOKERS WITH MENTAL ILLNESS ABLE TO QUIT?

Fortunately, smokers with mental illness are able to quit. In our analyses
of the NCS, quit rates of persons with a lifetime history of mental illness
(37.1%) or a mental illness in the past month (30.5%), while lower that those
of people without a history of mental illness (42.5%), were substantial. El-
Guebaly, Cathcart, Currie, Brown, and Gloster (2002), in their review of 24
studies of smoking cessation in persons with mental illness or addictive disor-
ders, found that quit rates of patients with psychiatric disorders were similar
to those in the general population. Yet, other studies have demonstrated
low rates of cessation in smokers with schizophrenia, anxiety or depression
(past or present), and current alcohol use. The latter studies focused on se-
lected populations of mentally ill smokers, psychiatric outpatients, and more
severely ill patients, which may explain their lower cessation rates.

VARENICLINE (CHANTIX): THE LATEST WONDER DRUG?

At our weekly research meeting at Cambridge Hospital, a psychiatrist col-
league and I were exchanging stories about adverse reactions our mentally
ill smoking patients had had from the newest smoking cessation medica-
tion, varenicline. Pharmaceutical companies frequently test medications in
healthy populations who are often not representative of patients who ulti-
mately take the drug once it is introduced onto the market. We wondered
whether the same was true with varenicline. A quick literature search re-
vealed that, indeed, persons with mental illness were systematically excluded
from the premarketing trials of varenicline. The trials excluded patients with
the following diagnoses: major depression within the prior year; history of
or current panic disorder, psychosis, or bipolar disorder; and drug or alcohol
abuse or dependence within the past year (Jorenby et al., 2006). Analyses of
psychiatric epidemiologic studies suggest that such persons represent 27%
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of the general population (Kessler et al., 1994) and surely an even higher
proportion of all smokers.

Despite this major limitation in the premarketing trials of varenicline, the
drug has been heavily marketed to and widely consumed by all smokers,
with and without mental illness. Since its approval in May 2006, at least 5
million people have taken the drug, and its sales in 2007 totaled $681 million,
which represents 90% of the smoking cessation market. Varenicline has also
acquired a series of warnings regarding the risk of serious neuropsychiatric
symptoms, including agitation, depression, suicidal behavior, and suicidal
ideation (U.S. Food and Drug Administration, 2007). My coauthor and I
wrote in a recent correspondence to The Lancet, “we question the wisdom
of excluding these patients [the mentally ill], given the fact that those suffering
from mental illness smoke at very high levels and also might be especially
vulnerable to post-approval pharmaceutical marketing efforts (just as they
have been shown to be vulnerable to tobacco industry marketing)” (Lasser
& Boyd, 2008).

CONCLUSIONS

Those who continue to smoke most frequently and most heavily in the
United States are the mentally ill. What are some interventions that might
impact smoking rates among the mentally ill? First, we (both primary care and
mental health providers) need to document smoking status in the patient’s
medical record. If we cannot identify our smokers, how will we be able to
assist them in quitting? Second, we need to support health policy initiatives
such as smoke-free psychiatric facilities, clean indoor air laws, and tobacco
cessation. Finally, smokers with mental illness must be included in future
smoking cessation drug trials. We cannot continue to ignore those in our
society who are increasingly marginalized by both their smoking and their
mental illness.
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Abstract
Background: Colorectal cancer screening rates are low among poor and disadvantaged patients.
Patient navigation has been shown to increase breast and cervical cancer screening rates, but few
studies have looked at the potential of patient navigation to increase colorectal cancer screening
rates.

Methods: The objective was to determine the feasibility and effectiveness of a patient navigator-
based intervention to increase colorectal cancer screening rates in community health centers.
Patients at the intervention health center who had not been screened for colorectal cancer and
were designated as "appropriate for outreach" by their primary care providers received a letter
from their provider about the need to be screened and a brochure about colorectal cancer
screening. Patient navigators then called patients to discuss screening and to assist patients in
obtaining screening. Patients at a demographically similar control health center received usual care.

Results: Thirty-one percent of intervention patients were screened at six months, versus nine
percent of control patients (p < .001).

Conclusion: A patient navigator-based intervention, in combination with a letter from the
patient's primary care provider, was associated with an increased rate of colorectal cancer
screening at one health center as compared to a demographically similar control health center. Our
study adds to an emerging literature supporting the use of patient navigators to increase colorectal
cancer screening in diverse populations served by urban health centers.
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Background
Colorectal cancer is the second leading cause of cancer
death in the United States (US). In 2008, an estimated
148,810 people will be diagnosed with colorectal cancer,
and it is estimated that 49,960 will die of the disease. [1]
Current guidelines from the U.S. Preventive Services Task
Force [2] recommend screening individuals age 50 until
age 75 with one of the following tests: flexible sigmoidos-
copy every 5 years, colonoscopy every 10 years, or fecal
occult blood test (FOBT) every year. Despite the availabil-
ity of these effective screening tests [3-7] a large propor-
tion of Americans are still not being screened. [8-10]
Patients at greatest risk of not being screened include
racial and ethnic minorities,[10,11] patients with Medic-
aid or no health insurance,[8,12,13] those who are for-
eign born,[12,14] and patients with low socioeconomic
status [15] – groups that are commonly served by commu-
nity health centers.[8,16]

In a prior qualitative study of community health centers at
Cambridge Health Alliance that included patients from
Brazil, Portugal, the Azores, Cape Verde and Haiti, [17]
large immigrant groups in Massachusetts and elsewhere in
the US, we found that the following factors prevented
patients from being screened for colorectal cancer: 1) lack
of trust in doctors; 2) lack of symptoms; 3) lack of a doc-
tor's recommendation for screening and 4) fatalistic views
about cancer. Few physicians were aware that lack of trust
and fatalistic beliefs about cancer were barriers to screen-
ing for their patients. Physicians typically cited comorbid
medical conditions and numerous psychosocial stressors
as the main reasons why patients did not receive colorec-
tal cancer screening.

We used these findings to inform the development of a
patient navigator-based intervention. Patient navigators
are people selected from the community who are trained
to guide patients through the health care system to receive
appropriate services.[18] A type of care management,
patient navigation encompasses a wide range of advocacy
and coordination activities.[19] Most published research
on patient navigators has focused on breast and cervical
cancer screening, showing that navigation increases the
rate of patient completion of screening and follow-up
evaluation.[20,21]

Several studies, all conducted in New York City, have
shown that patient navigation can increase rates of color-
ectal cancer screening among urban minority
patients.[18,21-24] Our study adds to the existing litera-
ture by including Haitian Creole and Portuguese-speaking
patients, and patients in a geographic area other than New
York. We report the results of a pilot study to assess the
feasibility of using patient navigators to increase rates of

colorectal cancer screening among community health
center patients in Massachusetts.

Methods
Study setting and sample
Cambridge Health Alliance (CHA) is a Primary Care Prac-
tice-Based Research Network (PBRN)[25] including 15
community health centers. The health centers predomi-
nantly serve a multi-cultural, low-income population in
Cambridge, Somerville, and Everett, MA. We selected one
health center to pilot-test the intervention, and a demo-
graphically similar health center to serve as the control
health center. The CHA institutional review board
approved the study protocol. The institutional review
board provided a waiver of informed consent, since the
study was promoting an established screening standard
and primary care providers (PCPs) were able to identify
patients who were not appropriate to contact.

Using an electronic clinical data system (Meditech), we
identified patients aged 52–80 who appeared to be
unscreened for colorectal cancer. We included patients age
75–80 because at the time of the study, age 80 was consid-
ered to be the upper age limit of screening by the U.S. Pre-
ventive Services Task Force. We chose to begin at age 52
instead of age 50 (the age at which guidelines suggest that
screening begin), because we sought consistency with the
Healthcare Effectiveness Data and Information Set
(HEDIS) measure on colorectal cancer screening. [26,27]
The unscreened patient report used in our study also
served as the basis for our ambulatory quality improve-
ment colorectal cancer screening measure. We based eligi-
bility for colorectal cancer screening on a modified
version of the most recent HEDIS measure. US health
plans utilize HEDIS measures to assess performance on
important dimensions of care, including cancer screening.
We modified the denominator of the measure to include
any patient aged 52–80 who had one visit to a primary
care physician in a community health center in each of the
two previous years. The numerator included any patient
who received colonoscopy in the past 10 years, sig-
moidoscopy or barium enema in the past five years, or
fecal occult blood testing (FOBT) during the prior year.
Using this definition, 47% of eligible patients in our net-
work of community health centers received colorectal can-
cer screening in the year 2006. Since the data report did
not capture tests performed outside of Cambridge Health
Alliance, or FOBT cards that were not billed, we suspect
that the true screening rate was higher than 47%.

We limited our intervention group to patients who spoke
English, Portuguese, Spanish or Haitian Creole and who
received care at one center in Somerville, MA. We
excluded patients of two primary care providers (PCPs) at
the intervention center: one PCP who was a study investi-
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gator (KEL), and one PCP who was leaving the health
center at the time of the study. The control group con-
sisted of a random sample of similarly defined patients
(speaking the same languages and unscreened for colorec-
tal cancer based on the abovementioned definition) at
another health center in Somerville.

Study Procedures
Because the electronic data system did not capture diag-
nostic tests performed outside of the health center net-
work, one investigator (KEL) reviewed the medical records
of all patients at both the intervention and control health
centers who appeared unscreened in the data report to
confirm that they were, in fact, unscreened. After review-
ing 196 medical records at the intervention center and
191 medical records at the intervention center, we identi-
fied 93 intervention patients and 90 control patients who
had not received colorectal cancer screening according to
the criteria specified above.

We asked each of the eight PCPs at the intervention center
to review their list of unscreened patients and to identify
any patient who they deemed inappropriate for telephone
outreach, based on the following criteria: 1) patient has a
medical contraindication to screening or a short life
expectancy so that they do not warrant screening[25] 2)
the patient will be out of the country continuously for at
least three months during the period of navigation 3) the
patient had severe cognitive or mental impairment, and
no one who can be identified as a caretaker or proxy and
4) other reason as designated by the PCP.

Of the 93 unscreened patients, PCPs deemed 38 (41%) to
be inappropriate for outreach for the following reasons:
patient has a long history of refusing screening (n = 16),
patient with medical comorbidity (n = 7), gastrointestinal
symptoms or gastrointestinal workup in progress (n = 6),
mental illness or substance abuse (n = 5), other reasons (n
= 4; patient uninsured, out of the country, or moving).
Fourteen of the 38 patients deemed ineligible for outreach
were uninsured.

Intervention
The remaining 55 patients were eligible to receive the
intervention. We sent letters by first-class mail, signed by
each PCP, notifying patients that they were overdue for
colorectal cancer screening, and that a patient navigator
would be calling them. The mailing also included a color-
ectal cancer screening brochure designed by the Harvard
Center for Cancer Prevention and the Massachusetts
Colorectal Cancer Working Group ("Take Control: Get
Tested for Colorectal Cancer"). The brochure, written at a
sixth-grade reading level, offered patient-oriented infor-
mation about the reasons for screening, the different
screening modalities, and lifestyle changes to lower risk of

colorectal cancer. We sent brochures to patients in Eng-
lish, Portuguese, Spanish, or French (for Haitian Creole-
speaking patients).

The study patients were also eligible to receive navigation
from navigators speaking English and Spanish, Portu-
guese, and Haitian Creole, respectively. The navigators
were based in the hospital's Department of Community
Affairs; they did not have a presence at the intervention
health center. The navigator who worked with English and
Spanish-speaking patients was originally from Nicaragua,
had completed college, and had extensive experience
doing community health outreach. She was also a trained
certified nurse's assistant (CNA). The Portuguese-speaking
navigator had been a masters-level clinical psychologist in
Brazil, and was an experienced community health worker.
The Haitian navigator was also an experienced commu-
nity health worker, and worked as a medical assistant in a
local community health center. All of the navigators were
women, and were age 47, 42, and 37, respectively.

The navigators attended a two day training program in
October 2007. The training program included lectures
and interactive role plays about the following subjects: 1)
the principles of motivational interviewing [28] 2) color-
ectal cancer and how patients can be screened for it; 3)
logistics ("how-to," pros, and cons) of FOBT cards and
colonoscopy 4) prevention of colorectal cancer (including
prevention by removal of adenomas) 5) use of open vs.
closed questions, reflective listening, and summarizing; 6)
assessment of patient's readiness for screening and 7)
approaches for patients who refuse screening (pre-con-
templation), are willing to think about it (contempla-
tion), or are ready to act (action).[28] We chose to frame
the intervention around a "stages of change" model as
other cancer prevention studies have successfully
employed this model.[29]

During the study implementation, the project manager
(who also attended the training sessions) audited between
one and five patient calls by each navigator for adherence
to a calling script and for motivational interviewing tech-
niques. The patient navigators and the project manager
also met on a weekly basis to discuss challenges arising
during the outreach calls and to review the use of motiva-
tional interviewing techniques.

Over a three week period in October 2007, the patient
navigators made between 8 and 11 attempts to call each
patient on different days (weekdays and weekends) and at
different times (morning, afternoon, and evening) until
they reached a patient. The navigators also left at least two
messages for the patient, either on the answering machine
or with a family member.
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Once the navigator reached a patient, the navigator dis-
cussed the need for colorectal cancer screening with the
patient, the screening options of colonoscopy vs. FOBT
cards, and the advantages and disadvantages of each test.
The navigators did not discuss other screening test
options, such as flexible sigmoidoscopy and barium
enema, since such options were not routinely offered to
patients by their PCPs.

If a patient was interested in completing FOBT cards, the
navigator reviewed the FOBT instructions with the patient
and mailed FOBT cards and illustrated instructions to
patients by first-class mail. The navigator also offered to
review the FOBT instructions with the patient over the
phone as soon as the patient received the FOBT cards. If a
patient did not return the FOBT cards within four weeks,
the navigator called the patient to provide support and to
address barriers to completion.

For patients who were interested in pursuing colonos-
copy, the navigators described the test in detail and the
project manager contacted the patient's PCP to arrange a
colonoscopy referral. Based on the patient's comorbid
medical conditions, the PCP either referred the patient
directly for colonoscopy or for a routine appointment
with a gastroenterologist to discuss colonoscopy. Patients
with any of the following conditions were not eligible for
direct referral: sleep apnea, obesity (BMI > 30), previous
history of anesthesia problems, congestive heart failure,
presence of an automatic implanted cardiac defibrillator,
renal failure (as defined by the PCP), and warfarin use for
any reason. For patients referred directly to colonoscopy,
a registered nurse (LV) called the patient, educated him/
her about the procedure and the bowel preparation, and
mailed instructions for the bowel preparation to the
patient. The patient did not require a medical visit prior to
the colonoscopy procedure. The gastroenterology office
placed reminder calls to all patients one day prior to their
procedure. Due to medico-legal concerns, the navigators
did not escort patients home after the colonoscopy. In the
event that a patient did not have someone to escort them
home, the navigators advised them to complete FOBT
cards instead.

At the control health center, patients eligible for colorectal
cancer screening received usual care. PCPs offered patients
screening on an ad-hoc basis during primary care visits.
Unlike the PCPs at the intervention center, the PCPs at the
control center did not review their lists of unscreened
patients. At both health centers, PCPs had some decision
support to promote colorectal cancer screening in the Epic
electronic medical record. The electronic record includes a
health maintenance grid which flags age-appropriate
patients who have not received colorectal cancer screen-
ing. The PCPs at the control health center could also refer

patients directly for colonoscopy at the time of the study,
but they did not have access to patient navigators to advise
patients on screening options or to assist them in com-
pleting the test.

Measures
The primary outcome of the study was completion of
colorectal cancer screening at six months. While the inter-
vention focused on the completion of colonoscopy or a
set of three FOBT cards from home, patients who com-
pleted any of the following during the study period were
considered to have been screened: colonoscopy, sig-
moidoscopy or barium enema, or FOBT cards. One of the
investigators (KEL) conducted a non-blinded chart review
to determine completion of colorectal cancer screening
tests.

Process Evaluation
During the study, the navigators maintained paper
records in which they documented details of their interac-
tions with patients, including the patients' readiness to be
screened, barriers to screening, and actions that were
taken to promote screening. The project manager entered
these data into a Microsoft Access database.

Statistical Methods
We included all patients at the intervention center in an
intention-to-treat analysis, regardless of whether they
were designated by their PCP to receive navigation, or
whether a navigator successfully reached the patient.
Using the χ2 test, we compared screening rates at six
months among intervention patients and control
patients. We chose to analyze the data at six months
because the wait for a screening colonoscopy at the time
of the study was on the order of weeks, and we assumed
that patients would have had sufficient time to complete
their colonoscopy during the six-month period.

Results
Table 1 shows the demographic characteristics of the
intervention and control center patients. The patients at
both centers were of similar age, race (note that race data
were missing for 7 persons), and insurance status. Of
those patients who had insurance, the majority at both
sites had Medicaid or free care (66% at the intervention
center and 51% at the control center). At the time of the
study, after being determined ineligible for other payment
options, Massachusetts residents were able to apply for
help paying for health center bills from the Massachusetts
uncompensated (free) care pool. The non-English speak-
ing patients at both sites were mostly Portuguese speak-
ing, with small numbers of Spanish and Haitian Creole
speaking patients.
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Screening Outcomes
Table 2 shows the main study results. Patients in the inter-
vention center were much more likely to be screened
within six months than patients in the control group
(31% vs. 9%, χ2 p < .001). Due to small numbers we did
not present P values for comparisons between the differ-
ent types of screening (FOBT and colonoscopy). Three of
the 38 patients (8%) whom PCPs at the intervention site

deemed ineligible for outreach were screened at six
months (Figure 1).

Of the 29 patients screened at the intervention site, 16
completed FOBT cards, and 13 completed colonoscopy.
Among patients who completed FOBT cards, all tests were
negative. Of those patients who completed colonoscopy,
three had high-risk lesions; one patient had a tubulovil-
lous adenoma, one patient had four tubular adenomas,
and another had a 35 mm. tubular adenoma. A fourth
patient had two small tubular adenomas. Among the
eight patients screened at the control site, seven com-
pleted FOBT cards and one completed colonoscopy. Three
patients at the control site had positive FOBT results, but
only one of these patients completed a follow-up colon-
oscopy within six months.

Process Outcomes
Of the 55 patients who were offered navigation, the
patient navigators were unable to contact 14 (25%) after
between eight and eleven attempted telephone calls. Two
of these 14 patients (14%) were screened at six months,
while 24 of the 41 patients (59%) whom the navigators
were able to contact were screened at six months. For
patients reached by the navigator, the median number of
contacts was five (range 1–16). Patients received, on aver-
age, about four hours of telephone outreach. Patients who
received more contact (eight or more calls) were no more
likely to be screened than those who received less contact
(fewer than eight calls).

In their discussions with patients, the navigators learned
that many patients had not been screened because their
PCP had not taken enough time to educate them about
colorectal cancer screening. For example, one patient
stated, "my doctor asked me if I wanted to have it (colon-

Table 1: Community Health Center Patient Characteristics

Variable Intervention Control Chi-square p-value
n = 93 N = 90

Female (%) 63.4 75.6 .08

Mean Age (SD) 60.6 (6.6) 60.9 (7.1) .54

Race (%)
White 67.0 71.8 .50
Non-White 33.0 28.2

Insurance coverage (%)
No coverage 24.7 17.8 .25
Coverage 75.3 82.2

Language used in visit (%)
English 51.6 53.3 .82
Non-English 48.4 46.7

Flow diagram of intervention patientsFigure 1
Flow diagram of intervention patients.
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oscopy) done, and I said no and that was it." The patient
noted that the PCP did not explore her reasons for declin-
ing screening. In addition, patients related not being able
to take time off from work to undergo colonoscopy.

Discussion
We found that a patient navigator-based intervention was
associated with an increased rate of colorectal cancer
screening at one health center as compared to a demo-
graphically similar control health center. Almost one-
third of intervention patients were screened at six months
versus nine percent of control patients. Our study adds to
an emerging literature supporting the use of patient navi-
gators to increase colorectal cancer screening in diverse
populations served by urban health centers.[19,22-24]

While our intervention was effective, it did not achieve the
screening rates observed in other studies. For example,
studies by Chen et al[18] and Christie et al[24] found that
over 50% of navigated patients completed colonoscopy.
These studies offered patient navigation only after a
patient had been referred for screening colonoscopy by
their PCP, which may explain their higher screening rates.
In addition, these studies excluded patients who required
a gastrointestinal clinic visit for pre-screening evaluation.
Jandorf et al[22] also achieved higher screening rates, in
both the intervention and control groups. It is possible
that the higher screening rates observed in all of these nav-
igation studies could partially be attributed to secular
trends. In New York City, where all three of these studies
were conducted, 1.25 million people were screened in
2007, up from 826,000 in 2003, with the biggest rates of
increase in minority communities.[30]

Our study was limited by the fact that only 41 (44%) of
93 unscreened patients at the intervention health center
were actually contacted by a patient navigator. The PCPs
at the intervention site identified 38 patients (41%) as
inappropriate for outreach. While some of the PCPs rea-
sons for excluding patients were legitimate, such as medi-
cal comorbidity, gastrointestinal symptoms or

gastrointestinal workup in progress, and mental illness or
substance abuse (our navigators were not trained to deal
with these special populations), some of the patients who
were excluded may have been good candidates for patient
navigation services. Such patients included those with a
long history of refusing screening and the uninsured. By
excluding these patients, we may have underestimated the
potential impact of patient navigation. Our study is also
limited by small sample size, which precluded us from
examining the individual effects of different components
of the intervention (letter versus navigation) and from
performing exploratory subgroup analyses.

Unlike prior studies of patient navigation, which included
mostly Hispanic and African American patients, our study
included immigrants from Brazil, Portugal, the Azores,
and Haiti. Our inability to contact a substantial propor-
tion (25%) of patients, which decreased the effectiveness
of the intervention, may be due to the fact that many
patients travel back and forth to their country of origin.
The PCPs at the intervention site were often unaware of
their patients' migratory patterns, and hence did not
exclude such patients from being outreached. These
patients also experience housing instability.

Unmeasured differences between the two health centers
could account for the differential screening rates. In addi-
tion, the PCPs at the control center did not have an oppor-
tunity to identify patients whom they deemed
inappropriate for screening. We attempted to account for
this difference by including all of the intervention center
patients in an intent-to-treat analysis. A further potential
source of bias is the fact that our qualitative study of bar-
riers to colorectal cancer screening [17] included one PCP
from the intervention site, and no PCPs from the control
site. We doubt that a one-hour interview conducted with
a PCP in 2005 would have significantly affected his color-
ectal cancer screening practices.

Table 2: Colorectal Cancer Screening Results

Variable Intervention Control Chi-square p-value
n = 93 n = 90

(%) (%)

Screened for colorectal cancer at 6 months 31.2 8.9 .0002

Screened by FOBT 17.2 7.8 *
Positive tests 0 3.3 *

Screened by colonoscopy 14.0 1.1 *
Adenomas 4.3 0 *
Page 6 of 7
(page number not for citation purposes)



BMC Family Practice 2009, 10:37 http://www.biomedcentral.com/1471-2296/10/37
Conclusion
This study supports the feasibility and effectiveness of a
patient navigator intervention to increase colorectal can-
cer screening rates in a community health center serving
ethnically and linguistically diverse patients. Future stud-
ies will need to examine the cost-effectiveness of such an
intervention, and a randomized trial would confirm the
effectiveness of patient navigation for immigrant groups
who have not been previously studied.
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Go Red for Women

Age at Natural Menopause and Risk of Ischemic Stroke
The Framingham Heart Study

Lynda D. Lisabeth, PhD; Alexa S. Beiser, PhD; Devin L. Brown, MD; Joanne M. Murabito, MD, ScM;
Margaret Kelly-Hayes, EdD, RN; Philip A. Wolf, MD

Background and Purpose—Women have increased lifetime stroke risk and more disabling strokes compared with men.
Insights into the association between menopause and stroke could lead to new prevention strategies for women. The
objective of this study was to examine the association of age at natural menopause with ischemic stroke risk in the
Framingham Heart Study.

Methods—Participants included women who survived stroke-free until age 60, experienced natural menopause, did not use
estrogen before menopause, and who had complete data (n�1430). Participants were followed until first ischemic stroke,
death, or end of follow-up (2006). Age at natural menopause was self-reported. Cox proportional hazards models were used
to examine the association between age at natural menopause (�42, 42 to 54, �55) and ischemic stroke risk adjusted for age,
systolic blood pressure, atrial fibrillation, diabetes, current smoking, cardiovascular disease and estrogen use.

Results—There were 234 ischemic strokes identified. Average age at menopause was 49 years (SD�4). Women with
menopause at ages 42 to 54 (hazard ratio�0.50; 95% CI: 0.29 to 0.89) and at ages �55 (hazard ratio�0.31; 95% CI: 0.13
to 0.76) had lower stroke risk compared with those with menopause �42 years adjusted for covariates. Women with
menopause before age 42 had twice the stroke risk compared to all other women (hazard ratio�2.03; 95% CI: 1.16 to 3.56).

Conclusion—In this prospective study, age at natural menopause before age 42 was associated with increased ischemic
stroke risk. Future stroke studies with measures of endogenous hormones are needed to inform the underlying
mechanisms so that novel prevention strategies for midlife women can be considered. (Stroke. 2009;40:1044-1049.)

Key Words: stroke � cerebrovascular disease � women � menopause � bone mineral density

Average life expectancy for women in the United States is
80 years, 5 years longer than that of men.1 Although men

have an increased stroke risk, more women than men will
experience a stroke during their lifetime because of their in-
creased life span.2 Studies consistently show that women are
more functionally impaired after stroke and are less likely to
receive tissue plasminogen activator compared with men.3

Given the increased stroke burden and barriers to acute stroke
therapy in women, it is critical to understand risk factors unique
to women so that new strategies for stroke prevention can be
considered.

Results from a meta-analysis demonstrated that menopause
before age 50 was associated with a 25% increased risk of
cardiovascular disease.4 Three of the 12 studies in the
meta-analysis included stroke,5–7 with only 1 focused on
incident stroke versus stroke mortality.7 This investigation
from the Nurse’s Health Study failed to find an association
between age at natural menopause and stroke risk; however,
a protective effect of older age at menopause and ischemic

stroke risk was suggested.8 With the exception of this study,
prospective data on the association of age at natural meno-
pause and stroke risk among US women are lacking.

Beyond age at natural menopause, duration of ovarian
activity may be a marker of stroke risk. A recent case-control
study found that a longer lifetime estrogen exposure, defined
as the difference between age at menopause and age at
menarche, was associated with decreased stroke risk.8 An
alternative measure of cumulative endogenous estrogen expo-
sure is bone mineral density (BMD). BMD is associated with
age at menarche,9,10 age at menopause,11,12 and endogenous
estrogen levels among peri- and postmenopausal women.13,14

Data from one prospective US study of elderly women demon-
strated a strong association between low BMD and risk of
incident stroke,15 whereas data from Third National Health
and Nutrition Examination Survey I–Epidemiological
Follow-up Study (NHANES I) failed to find an association.16

Further investigation of the relationship between BMD and
stroke incidence is warranted.
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The primary objective of this study was to prospectively
examine the association of age at natural menopause with risk of
ischemic stroke in the Framingham Heart Study (FHS). A
secondary objective was to examine the association of BMD and
risk of ischemic stroke. Analyses were limited to ischemic stroke
given the purported role of estrogen deficiency in promoting
atherosclerosis.

Methods
FHS is an ongoing prospective cohort study of 5209 participants (2873
women, ages 28 to 62 at the time of enrollment) that began in 1948 in
the town of Framingham, Mass. Participants undergo biennial exami-
nations including medical histories, physical examinations, laboratory
tests for vascular risk factors, and, at some examinations, brain imaging
studies. Details of the study methods have been published.17,18

This study investigated the association of age at natural meno-
pause and incident ischemic stroke after age 60. Among the 2873
women in the original cohort, there were 2461 who attended an
examination within 3 years of age 60; this examination was desig-
nated the participant’s baseline. Participants were excluded if they had
no information on age at menopause (n�7), surgical menopause or
menopause of unknown cause (n�702), prevalent ischemic stroke at
entry (n�18), no follow-up after entry (n�11), estrogen use before
menopause (n�26), or missing risk factor data (n�267). The remain-
ing 1430 participants comprised the study sample for the analysis of
the association of age at natural menopause with risk of ischemic
stroke (primary objective).

Of the 2873 women in the original cohort, 866 were alive and
attended examination 20 (1986–1990), when BMD was measured;
this examination was designated the participant’s baseline for the
analysis of BMD and risk of ischemic stroke (secondary objective).
Participants were excluded from this analysis if they had prevalent
ischemic stroke at entry (n�43) or no follow-up after entry (n�7).
Of the remaining 816, BMD was measured in 654 women. These
women comprised the study sample for the secondary objective. All
participants provided written informed consent, and the study was
approved by the Boston Medical Center Institutional Review Board.

Baseline Covariates
Baseline covariates were assessed at age 60 (�3 years) for the primary
objective and at the time of BMD measurement for the secondary
objective. The following covariates were considered: systolic blood
pressure, diabetes, atrial fibrillation, cardiovascular disease, current
smoking status, body mass index, and estrogen use. Systolic blood
pressure was recorded as the average of 2 physician-recorded measure-
ments. Diabetes was defined as a random blood glucose �200 mg/dL,
previous diagnosis or treatment with diabetes medication (insulin or oral
hypoglycemia agent). Prior cardiovascular disease included coronary
heart disease, congestive heart failure and intermittent claudication.
Atrial fibrillation was obtained from a standard 12-lead ECG completed
at or before the baseline examination. Estrogen use was defined as
someone taking estrogen at their baseline assessment. Women taking
estrogen before menopause were excluded from the analysis so this
covariate measured estrogen started after menopause. Analyses were
limited to those with complete covariate data.

Stroke Ascertainment
The primary outcome was incident ischemic stroke. Stroke was
defined clinically as a focal neurological deficit of sudden or rapid
onset that persisted for more than 24 hours. Continuous surveillance
for cerebrovascular events included daily hospital monitoring, tracking
of medical encounters, and examination of those with possible stroke
symptoms identified at routine biennial examinations. Events were
adjudicated by at least 2 neurologists, and with verification of stroke by
imaging when available. Stroke occurrence and characteristics, includ-
ing subtypes, were determined at the end of the acute stroke phase
according to uniform criteria and a standardized protocol.18,19

Age at Natural Menopause
At each biennial examination, women were queried as to whether
periods had stopped for 1 year or more, the age at which periods
ceased, the cause of stopped periods (natural, surgical, other),
whether a hysterectomy was performed, and number of ovaries
removed. Natural menopause occurred if a woman had ceased
menstruating naturally for at least 1 year. Age at natural menopause
was retrospectively assigned as the self-reported age at last menstrual
period.

Bone Mineral Density
BMDs of the femur (neck and trochanter) and distal third of the
radius were measured in members of the cohort who came for their
20th biennial examination in 1986 to 1990. Measurements were done
using dual-photon absorptiometry for the hip (DP3; Lunar Corp,
Madison, Wisc) and single-photon absorptiometry for the distal third
of the radius (LUNAR SP2; Lunar Corp).

Statistical Analysis
Baseline characteristics were calculated using frequencies and per-
cents or means and standard deviations (SD). Cox proportional
hazards models were used to examine the association between age at
natural menopause and risk of ischemic stroke. Individuals were
censored at death, hemorrhagic stroke, last examination or contact
date, or end of follow-up (December 2006). Survival age was used as
the outcome in all models, with entry age used as the left truncation
limit. Given an observed nonlinear relationship, age at natural
menopause was modeled categorically (�42 [referent]), 42 to 54,
�55). Models were run age-adjusted and adjusted for age plus
baseline covariates (systolic blood pressure, atrial fibrillation, diabe-
tes, current smoking, cardiovascular disease, estrogen use). All
covariates were modeled dichotomously with the exception of
systolic blood pressure and age which were modeled continuously. A
Wald �2 test was used to test the overall association between age at
natural menopause and risk of stroke in the adjusted model. Models
were also run limited to never smokers and never estrogen users
given the potential confounding effects of these covariates.

Cox proportional hazards models were used to examine the
association between BMD and risk of ischemic stroke, with individ-
uals censored as described above. Survival age was again used as the
outcome in all models, with age at the 20th examination used as the
left truncation limit. Models were run separately for each BMD site.
BMD was modeled categorically based on quintiles of the distribu-
tion of BMD at each site with the middle quintile as the referent.
BMD quintiles were determined within age groups (67 to 69, 70 to
74, 75 to 79, �80). Models were run age-adjusted and adjusted for
the covariates described above with additional adjustment for body
mass index. Using the adjusted models, Wald �2 tests were used to
test the overall associations of BMD at each site and risk of stroke.
Models were also run limited to those not taking antihypertensives
given the potential confounding effects of this covariate.

Results
For the primary objective, there were 1430 women with
complete data. Baseline covariate data for these women is
included in Table 1. Average age at menopause was 49 years
(SD�4). Women were followed for an average of 22 years
(SD�9). There were 234 incident ischemic strokes occurring
at an average age of 80 years (SD�9). The Figure displays
cumulative incidence of ischemic stroke by age and age at
natural menopause, and Table 2 displays the model results. In
the age-adjusted model, women with menopause at ages 42 to
54 (hazard ratio [HR]�0.57; 95% CI: 0.33 to 1.01) and at
ages �55 (HR�0.33; 95% CI: 0.14 to 0.79) had lower stroke
risk compared with those with menopause �42 years. These
associations were relatively unchanged with adjustment for
baseline covariates. In the adjusted model, there was a
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significant overall association between age at natural meno-
pause and ischemic stroke risk (P�0.02). Women with
menopause before age 42 had twice the risk of ischemic
stroke compared to all other women (HR�2.03; 95% CI: 1.16
to 3.56). Limiting to never smokers or to never estrogen
users, results were similar (Table 2).

Six hundred fifty-four women had at least one BMD
measurement with an average age at measurement of 76 years
(SD�5). Women were followed an average of 12 years
(SD�5). In this subset, there were 92 ischemic strokes. Table
3 displays the model results. Cut-points for defining quintiles
of BMD are provided in supplemental Table I, available
online at http://stroke.ahajournals.org. In adjusted models,
there were borderline significant associations with BMD at
the trochanter (P�0.07) and radius (P�0.07) and ischemic
stroke risk. For BMD measured at the trochanter, a U-shaped
pattern in risk was observed with women in the lowest
(HR�2.36, 95% CI: 1.15 to 4.83) and highest (HR�1.94,
95% CI: 0.94 to 3.95) quintiles of BMD having elevated

stroke risk compared with women in the middle quintile. A
similar pattern was observed at the radius (Q1–HR�2.92,
95% CI: 1.55 to 6.34; Q5–HR�2.34, 95% CI: 1.12 to 5.30).
Limiting the analysis to those not using antihypertensives,
results were similar (data not shown).

Discussion
In this prospective study, we observed a significant association
between age at natural menopause and ischemic stroke risk in a
cohort of women followed from age 60. This association was
nonlinear and reflected an increased risk of ischemic stroke in
those with natural menopause before 42. Menopause at �40
years is termed premature ovarian failure (POF). The etiology of
POF is unknown, although POF is thought to arise from different
processes than those leading to natural menopause around age
50. Prevalence of POF is 1% to 2% among women, with an
additional 3% to 10% of women experiencing “early” meno-
pause defined as natural menopause before age 45.20,21 Although
women with menopause before 42 years represent a small
subgroup of the total population, data from this study suggest
that 4% to 5% of strokes in all women can be attributed to this
risk factor. Reasons for increased ischemic stroke risk among
women with POF or early menopause are not clear but early loss
of ovarian function coupled with a prolonged low estrogen state
is a plausible hypothesis.

The menopausal transition represents a change in endoge-
nous hormones including decreasing estradiol levels several
years before menopause and relative estrogen deficiency
within 2 to 3 years of the final menstrual period.22 Estrogen
deficiency is thought to promote cardiovascular disease,23

perhaps through functional or structural changes in the
arteries,24 and as such early onset of estrogen loss in women
with POF may contribute to increased stroke risk. However,
the role of estrogen deficiency has become controversial in

Table 1. Baseline Characteristics (percent or mean�SD) at Age
60 Among Women in the Framingham Heart Study (n�1430)

Baseline covariate

Age, years 60.0�0.8

Systolic blood pressure, mm Hg 141�24

History of diabetes 4%

History of CVD 7%

History of AF 1%

Current smoking 32%

Hormone replacement therapy 19%

BMI, kg/m2 27�5

CVD indicates cardiovascular disease; AF, atrial fibrillation; BMI, body mass
index.
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Figure. Cumulative incidence of ischemic stroke by age and age at natural menopause among women in the Framingham Heart Study
(n�1430).
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light of the higher stroke risk associated with hormone
replacement therapy (HRT) in clinical trials.25–27 Recent
analyses of Women’s Health Initiative (WHI) randomized
controlled trial data suggest that the timing of HRT initiation
may modify the association of HRT and cardiovascular risk,
with the effects of HRT being favorable in women initiating
therapy in close proximity to menopause. Interestingly, this
pattern does not hold for stroke, further complicating an
understanding of the hormone-stroke association.28,29

No published study has assessed the association between
endogenous estrogens and stroke risk. Studies of other nonstroke
cardiovascular disease end points in postmenopausal women
have found no association between endogenous estrogen and
peripheral artery disease,30 intima media thickness,31 and cardio-
vascular disease.32,33 In contrast, proxy measures of endogenous
estrogen exposure, including measures of lifetime ovarian activ-
ity and BMD, have been associated with stroke risk in some15,34

but not all studies.16 Unlike previous studies, which suggested a

Table 2. Associations of Age at Natural Menopause and Risk of Incident Ischemic Stroke Among Women in the Framingham Heart
Study (n�1430)

No. of Participants No. of Ischemic Strokes

Age-Adjusted Multivariable-Adjusted*

HR 95% CI P HR 95% CI P

Age at natural menopause

�42 56 13 1.00 1.00

42–54 1299 213 0.57 0.33–1.01 0.05 0.50 0.29–0.89 0.02

�55 75 8 0.33 0.14–0.79 0.01 0.31 0.13–0.76 0.01

Never smokers at age 60

�42 30 9 1.00 1.00

42–54 605 96 0.38 0.19–0.76 0.01 0.39 0.20–0.78 0.01

�55 40 6 0.34 0.12–0.96 0.04 0.40 0.14–1.12 0.08

Never estrogen users at
age 60

�42 51 12 1.00 1.00

42–54 1158 193 0.54 0.30–0.97 0.04 0.48 0.27–0.87 0.02

�55 63 7 0.31 0.12–0.79 0.01 0.30 0.12–0.77 0.01

*Adjusted for age, systolic blood pressure, atrial fibrillation, diabetes, current smoking, cardiovascular disease, and estrogen use.

Table 3. Associations of Bone Mineral Density Measured at 3 Sites and Risk of Incident Ischemic Stroke Among Women in the
Framingham Heart Study (n�654)

Quintile of BMD No. of Participants No. of Ischemic Strokes

Age-Adjusted Multivariable-Adjusted*

HR 95% CI P HR 95% CI P

Femoral neck

Q1 122 18 1.37 0.69–2.73 0.36 1.33 0.66–2.68 0.42

Q2 124 18 1.25 0.63–2.38 0.53 1.30 0.65–2.59 0.45

Q3 126 15 1.00 1.00

Q4 124 17 1.18 0.59–2.36 0.65 0.92 0.45–1.88 0.81

Q5 124 24 1.72 0.90–3.29 0.10 1.41 0.72–2.76 0.32

Trochanter

Q1 125 25 2.17 1.07–4.38 0.03 2.36 1.15–4.83 0.02

Q2 127 19 1.13 0.51–2.52 0.76 1.07 0.48–2.41 0.87

Q3 128 9 1.00 1.00

Q4 131 18 1.90 0.93–3.86 0.08 1.77 0.86–3.64 0.12

Q5 126 24 2.38 1.19–4.77 0.01 1.94 0.94–3.95 0.07

Radius

Q1 122 22 3.18 1.48–6.82 0.00 2.92 1.55–6.34 0.01

Q2 123 12 2.10 0.95–4.65 0.07 1.94 0.87–4.32 0.11

Q3 125 12 1.00 1.00

Q4 123 21 2.07 0.93–4.60 0.08 1.68 0.74–3.80 0.21

Q5 123 24 2.92 1.36–6.28 0.01 2.43 1.12–5.30 0.03

Q indicates quintile; BMD, bone mineral density.
*Adjusted for age, systolic blood pressure, atrial fibrillation, diabetes, current smoking, cardiovascular disease, estrogen use, and body mass index.
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linear association of decreasing BMD and increasing stroke risk,
we observed a U-shaped pattern. Women in the lowest quintiles
of BMD (trochanter and radius) had elevated risk. This finding
supports the estrogen deficiency-stroke hypothesis, although
other explanations are possible. Bone metabolism and athero-
sclerosis share factors including osteopontin and osteocalcin, as
well as other potential pathogenic contributors such as oxidized
lipids and hypertension.35,36 This link is supported by an asso-
ciation between low BMD and carotid plaques.37 The finding of
elevated stroke risk with the highest quintile of BMD is
unexpected and could be real but could also be the result of
misspecification of our model, residual confounding, or selec-
tion bias given the age at which BMD was measured in this
study.

More research is needed to understand the impact of
endogenous estrogen on stroke risk. However, given the
harmful association of HRT with stroke in recent trials and
negative findings of studies of endogenous estrogen and
nonstroke cardiovascular disease end points, alternate hor-
monal pathways, including changes in androgens and sex-
hormone binding globulin with menopause, should be ex-
plored. Lower levels of sex-hormone binding globulin
(SHBG) and higher levels of free androgen index (FAI) have
been associated with cardiovascular disease,32 but again, data
on stroke are lacking. Low SHBG and high FAI were also
related to an adverse cardiovascular risk factor profile,
including higher insulin, glucose, lipids, and hemostatic and
inflammatory markers, in a study of perimenopausal wom-
en.38 Estradiol was also associated with an adverse risk factor
profile but to a lesser degree. These findings suggest that the
association of age at menopause and stroke risk may be
mediated through changes in risk factors which occur with
menopause, although associations remained after adjustment
for risk factors in this study. Alternatively, an adverse
cardiovascular risk factor profile in premenopausal women
may be associated with earlier menopause.39

Some limitations warrant discussion. The population was
limited to white women who were recruited in 1948; there-
fore, results may not be generalizable to different populations
or to more recent birth cohorts. Although age at natural
menopause in the Framingham population is similar to
estimates in more recent cohorts,40,41 there have been tempo-
ral trends in increasing age at menopause.42 Oral contracep-
tive use and use of hormone replacement therapy were
uncommon in this cohort because of the study time period
limiting generalizability to more recent birth cohorts with a
greater prevalence of these medications. Similarly, secular
trends in stroke risk factors or their treatment may limit
generalizability. Women with stroke before age 60 were
excluded. Although ischemic stroke was rare before 60, if
early menopause is associated with stroke at younger ages,
the association of age at menopause and stroke may differ
from that presented. Similarly, the secondary analysis fol-
lowed women prospectively from BMD measurement, which
occurred on average at 76 years. Women who experienced
stroke or who died before BMD measurement were not
included. This may have introduced bias and suggests that our
results should be confirmed in different populations and
across a broader range of ages. Although we adjusted for

confounders, with a focus on factors known to influence
stroke in this population, there may be other unaccounted for
confounders. For example, we did not include metabolic
syndrome, measures of central adiposity or parity, which may
be confounders, because they were not available for this
population for the time frame under study. Sample sizes and
numbers of events were small in some analyses, which may
have limited power. This study relied on self-reported meno-
pausal status which may be subject to recall bias, although the
prospective biennial exams minimize this possibility.

Summary
Given the increased stroke burden in women, it is critical to
understand risk factors unique to women so that new strategies
for prevention can be considered. Results from the current study
demonstrated an elevated risk of ischemic stroke in women with
early menopause and possible POF and in women with low
BMD. These findings raise the hypothesis that estrogen defi-
ciency may play a role in ischemic stroke but current evidence
regarding this hypothesis is inconsistent. Alternate hypotheses,
including the role of androgens and/or a common cause of BMD
and stroke, are also possible. Future studies, with measures of
endogenous hormones, are needed to unravel the relationship
between hormonal changes that occur with menopause, either
premature or at the usual onset, and ischemic stroke.
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Abstract The importance of thrombosis and anticoagu-

lation in clinical practice is rooted firmly in several

fundamental constructs that can be applied both broadly

and globally. Awareness and the appropriate use of anti-

coagulant therapy remain the keys to prevention and

treatment. However, to assure maximal efficacy and safety,

the clinician must, according to the available evidence,

choose the right drug, at the right dose, for the right patient,

under the right indication, and for the right duration of

time. The first International Symposium of Thrombosis and

Anticoagulation in Internal Medicine was a scientific

program developed by clinicians for clinicians. The pri-

mary objective of the meeting was to educate, motivate and

inspire internists, cardiologists and hematologists by con-

vening national and international visionaries, thought-

leaders and dedicated clinician-scientists in Sao Paulo,

Brazil. This article is a focused summary of the symposium

proceedings.

Keywords Thrombosis � Anticoagulation �
Internal medicine

The importance of thrombosis and anticoagulation in

clinical practice is rooted firmly in several fundamental

constructs that can be applied both broadly and globally.

First, hemostasis, representing the physiological or pro-

tective phenotype of thrombosis is life-sustaining. Second,

thrombotic disorders are common and occur in patients

of all ages, races, ethnicities and medical/surgical condi-

tions. Third, in many instances, thrombosis as the

proximate cause of venous thromboembolism (VTE),

stroke and myocardial infarction is preventable and treat-

able. Awareness and the appropriate use of anticoagulant

therapy remain the keys to prevention and treatment.

However, to assure maximal efficacy and safety, the cli-

nician must, according to the available evidence, choose

the right drug, at the right dose, for the right patient, under

the right indication, and for the right duration of time.

The opportunity to share ideas, and advance the care of

patients with thrombotic disorders, is the fundamental tenet

of practicing clinicians worldwide. This can only be

accomplished through knowledge gained from carefully

designed, meticulously conducted and honestly interpreted

translational and clinical research.
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True to the lasting spirit of scholarly interchange, the

first International Symposium of Thrombosis and Antico-

agulation in Internal Medicine was a scientific program

developed by clinicians for clinicians. The symposium was

promoted by the Federal University of Sao Paulo together

with the Brazilian Society of Internal Medicine and the

Duke Clinical Research Institute of Duke University

School of Medicine. It was also supported by the Brazilian

and Paulista Societies of Cardiology. The chairmen of the

meeting were Dr. Renato D. Lopes and Dr. Richard C.

Becker, both from Duke University School of Medicine

and the Duke Clinical Research Institute. The symposium

took place in Sao Paulo, Brazil from the 23–25 of October,

2008.

The primary objective for the 3 days of academic pre-

sentations and open discussions was to educate, motivate

and inspire internists, cardiologists and hematologists by

convening national and international visionaries, thought-

leaders and dedicated clinician-scientists in Sao Paulo,

Brazil. The following is a focused summary of the sym-

posium proceedings.

Thrombosis—what is the role of the endothelium?

It is widely recognized that the endothelium is not a static

barrier between the vessel lumen and the vessel wall, but

rather a dynamic organ that synthesizes, secretes and reg-

ulates a wide variety of substances, including nitric oxide

(NO), cytokines, chemokines, adhesion molecules and

mediators that affect the function of different cells.

The endothelium is the major regulator of vascular

homeostasis. Under normal conditions, the endothelium

promotes vasodilation and exerts antioxidant, anti-inflam-

matory effects, inhibiting leukocyte adhesion and

transmigration. It also inhibits smooth muscle cell prolifer-

ation and migration, platelet adhesion and aggregation, and

displays both anticoagulant and profibrinolytic properties.

Several traditional risk factors for atherosclerosis (sys-

temic arterial hypertension, diabetes mellitus, hyper-

cholesterolemia, smoking, ageing) adversely affect endo-

thelial cell function, even before the development of

obstructive atherosclerotic plaques. The resultant ‘‘endo-

thelial dysfunction’’ is characterized by a propensity

toward vasoconstriction, release of inflammatory mediators

and predisposition to thrombosis (Fig. 1). Endothelial

dysfunction is considered a marker of early atherosclerosis,

and is considered the pathophysiological foundation for

atherosclerotic plaque progression, which include impaired

vascular repair leading to erosion and disruption.

Oxidative stress and the free-radical-mediated neutral-

ization of nitric oxide (NO) are closely linked to

atherothrombosis. Apart from NO, endothelial cells secrete

other antithrombotic substances, such as prostacyclin

(PGI2), CD39, thrombomodulin, heparan sulfate, and tis-

sue plasminogen activator (tPA).The vascular endothelium

also synthesizes prothrombotic substances, such as von

Willebrand factor, P-selectin, tissue factor and plasmino-

gen activator inhibitor-1 (PAI-1). Under normal conditions,

inhibitors of platelet activation and coagulalation pre-

dominate, allowing thrombin generation and fibrin

formation to be tightly regulated. In contrast, when the

endothelium is dysfunctional, a shift toward a prothrom-

botic state takes place. An increase in the expression of

selectins promotes platelet adhesion to the endothelium.

Adherent, activated platelets interact with and stimulate

endothelial cells and monocytes, further amplifying

the inflammatory environment that inherently typifies

atherosclerosis.

There is ample evidence linking endothelial dysfunction

and changes in NO metabolism to atherothrombosis, pro-

viding mechanistic support for an observed independent

association between endothelial dysfunction and future

cardiovascular events. Accordingly, treatment strategies

targeting endothelium/NO pathways may promote vascular

health and reduce thrombotic events. For example, risk

factor control, statins, angiotensin-converting enzyme

inhibitors, physical exercise, antioxidants and red wine

improve endothelial performance. Cell-based therapeutics

that target signaling pathways implicated in endothelial

dysfunction may confer additional benefit and warrant

further investigation.

Endothelial dysfunction

Reduced NO bioavailability

Vasoconstriction, vascular inflammation, cell proliferation,
thrombogenesis, fibrinolysis

Atherosclerotic plaque growth

Stable angina

Atherosclerotic plaque vulnerability

Acute coronary syndromes

Arterial hypertension, diabetes mellitus, lipid disorders, obesity, 
smoking, aging, genetic factors

Oxidative stress

Fig. 1 Cardiovascular risk factors induce endothelial dysfunction,

closely associated with oxidative stress and characterized by reduced

nitric oxide (NO) bioavailability. The dysfunction of vascular

endothelial cells establishes an environment characterized by a

propensity toward vasoconstriction; the release of inflammatory

mediators; and. a marked predisposition to thrombosis. Endothelial

dysfunction is a fundamental pathophysiological alteration that

governs initiation, growth and erosion/rupture of atherosclerotic

plaque-the proximate cause of clinical syndromes, including stable or

unstable angina and acute myocardial infarction
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Thrombosis and hemostasis

Fibrin clot formation, the basis for both protective

hemostasis and pathological thrombosis, is a complex, cell-

based process represented by several integrated biochemi-

cal steps designed to maintain blood fluidity and vascular

integrity.

Following vascular injury, platelets tether and ultimately

adhere to collagen fibers within the subendothelium-a

physical event mediated by platelet membrane glyco-

proteins GPIaIIa, GP VI, GP 1b, GPIIbIIIa, and von

Willebrand factor, which represent the predominant ligand

for both transient and stable adhesion and fibrinogen that

builds a ‘‘bridge’’ between adjacent platelets, establishing a

stable aggregate.

Activated platelets expose phospholipids that, in turn,

provide a surface for coagulation protein assembly. Tissue

factor, in the presence of calcium ions and the exposed

phospholipids on the activated platelet membrane, initiates

activation of factor VII at the site of endothelial injury.

Activated factor VII (VIIa) activates factor IX which, in

the presence of factor VIII, forms the X-ase complex that

activates factor X. Factor Xa, in the presence of factor Va

forms the prothrombinase complex that cleaves the pro-

thrombin molecule, forming a small amount of thrombin.

Thrombin is capable of activating both factors V and VIII,

thus creating a positive feedback loop that leads to addi-

tional thrombin formation.

Thrombin, by cleaving fibrinopeptides A and B from

fibrinogen, generates fibrin monomers that polymerize to

form the lattice of a fibrin clot. Finally, thrombin activates

factor XIII, which promotes covalent binding within

gamma chains of fibrin to stabilize the fibrin clot.

Several intrinsic regulatory mechanisms, such as fibin-

olysis by plasmin or the inactivation of coagulation

proteins by endogenous anticoagulants like antithrombin

III and activated protein C provide a counterbalance that, in

most instances, prevents pathologic (or unwanted)

thrombosis.

Pharmacokinetics and pharmacodynamics

of vitamin K antagonists

Vitamin K antagonists (VKAs) have been the only oral

anticoagulants available for clinical use until now, and

have been used for more than 60 years. Their effectiveness

has been demonstrated for primary and secondary VTE

prophylaxis, prevention of systemic embolism in patients

with atrial fibrillation, prosthetic cardiac valves, or large

myocardial infarctions, particularly with mural thrombosis.

VKAs exert their effect by inhibiting vitamin K oxide

reductase, thus limiting the amount of reduced vitamin K

available for the c-carboxylation of the glutamate residues

on the N-terminal regions of coagulation proteins II, VII,

IX and X. This specific carboxylation step is an absolute

prerequisite for calcium- dependent binding to cofactors on

phospholipid surfaces- its absence reduces the coagulant

potential of the blood. VKAs also interfere with carbox-

ylation of the anticoagulant proteins C, S and Z and several

proteins synthesized in bone.

There are two VKAs available in Brazil: warfarin, the

most commonly used, with a half-life of about 35 h and

phenprocoumon, a much longer-acting agent, with a half-

life of 5.5 days. Both preparations are metabolized by the

cytochrome P450 system in the liver.

Individual response to VKAs varies greatly depending

on genetic factors, concomitant diseases and both medi-

cation and food interactions. For these reasons, close

monitoring of treatment with VKAs is necessary; to

include INR determinations at least every 4 weeks, clinical

interview, and ascertainment of new (or changes in) med-

ications or foods. The INR provides a reliable and

evidence-based parameter for effectiveness and risk of

bleeding, and must be maintained in the range between 2

and 3 for most patients. The effect of VKAs may be

attenuated or fully reversed by vitamin K administration.

Antithrombotics in acute coronary syndrome

with st-segment elevation

Advances in the management of patients with STEMI have

been achieved with antithrombotic pharmacotherapies.

Further contributions are likely with new compounds such

as oral, direct factor Xa inhibitors (otamixaban, apixaban,

Du 183b, Tak 442 and rivaroxaban), platelet P2Y12

receptor blockers (cangrelor, AZD 6140, prasugrel) and

platelet thrombin receptor (PAR-1) blocker. Among the

approved drugs, important data has been presented in the

last few years. A brief summary is presented below:

(A) Antiplatelet drugs: Clopidogrel was tested against

placebo in two STEMI studies that included a total of

nearly 49,000 patients. The primary endpoint in

CLARITY was the composite of an occluded culprit

coronary artery, death or reinfarction at the time of

the coronary angiography or at hospital discharge.

A 36% risk reduction (P \ 0.001) in the main

endpoint, in favor of clopidogrel was demonstrated.

In COMMIT, the primary endpoint was a composite

of death, reinfarction or stroke up to 28 days, and

the results showed a 9% relative risk reduction

(P = 0.002), also in favor of clopidogrel. In both

studies, the bleeding rates were similar between

clopidogrel and placebo. The ACC/AHA STEMI
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guidelines recommend clopidogrel whether or not

reperfusion therapy has been provided. More recently

the TRITON Trial was published, and its sub-

analysis for patients with STEMI was presented

during the European Society of Cardiology Congress.

The results were as follows: incidence of the primary

endpoint (CV death, MI, stroke) at 30 days of 12.4%

and 10% for clopidogrel and prasugrel, respectively

(P = 0.002); stent thrombosis of 2.8% and 1.6%,

respectively(P = 0.02). There was no significant

difference in bleeding between groups.

(B) Antithrombin drugs: In 2001 the HERO-2 study was

published, showing that bivalirudin, in addition to

streptokinase, had a similar 30-day mortality rate

(primary endpoint) compared to UFH, but an increase

in the incidence of bleeding. The CREATE study was

published in 2005, and reported a lower incidence of

death, reinfarction or stroke at 7 and 30 days (main

endpoint—HR of 0.87, P = 0.014) for reviparin

compared to placebo, but at the cost of increased

major bleeds (HR = 2.49, P = 0.001). The OASIS-6

Trial, published in 2006 included 12,000 patients

treated initially with either fibrinolytics or primary

PCI, and then randomized to fondaparinux, placebo

or UFH. The primary efficacy endpoint was the

composite of death or MI at 30 days. The observed

hazard-ratios were as follows: for the comparison of

fondaparinux and placebo or UFH, 0.86 (P = 0.008);

for the comparison of fondaparinux and placebo, 0.79

(P \ 0.05); and, for the comparison of fondaparinux

and UFH, 0.95 (P = NS). Moreover, there was an

unfavorable interaction (P = 0.03) between fonda-

parinux and primary PCI, with a hazard-ratio of 1.20

for patients undergoing PCI, and 0.88 for those

without primary PCI. There were no significant

differences in bleeding, between fondaparinux and

UFH. A meta-analysis including 27,000 patients

treated with LMWH or UFH, revealed a significant

16% net clinical benefit in favor of enoxaparin in

relation to UFH.Based on the available information,

the ACC/AHA guidelines recommend UFH, enoxap-

arin or fondaparinux for patients with STEMI, but

caution that ‘‘because of the risk of catheter throm-

bosis, fondaparinux should not be used as the sole

anticoagulant to support PCI’’.

Anticoagulation in acute coronary syndromse

without ST-segment elevation

Platelets play a pivotal role in the transformation of a stable

to an unstable atherosclerotic plaque. Disruption of an

atherosclerotic plaque exposes the subendothelial matrix

(e.g. collagen and tissue factor) to circulating blood.

Antiplatelet therapy, a cornerstone of therapy in NSTE-

ACS, is directed at decreasing the formation of throm-

boxane A2 (aspirin), inhibiting the P2Y12-mediated

platelet activation (thienopyridines) and directly inhibiting

platelet aggregation (GP IIb/IIIa inhibitors). In four ran-

domized trials, the use of aspirin versus placebo was

associated with a 50% reduction in death or MI. Therefore,

after an initial dose of 162–325 mg, a dose of 75–100 mg

daily is recommended in patients with ACS. Clopidogrel

when added to aspirin, confers a 20% reduction in car-

diovascular death, MI, or stroke, compared with aspirin

alone, in both low- and high-risk patients with NSTE-ACS.

The dose of clopidogrel for medical treatment is 300 mg,

followed by 75 mg daily. The benefit of GP IIb/IIIa

inhibitors is most evident when used in high-risk patients

(e.g. elevated troponin, diabetes mellitus). Abciximab is

currently approved only in patients undergoing PCI within

12 h of treatment initiation. Eptifibatide and tirofiban can

be used in either a conservative or intervention-based

strategy.

Anticoagulation, traditionally with unfractionated hep-

arin (UFH) is another cornerstone of therapy for patients

with NSTE-ACS. A meta-analysis showed a 33% reduction

in death or MI comparing UFH plus aspirin versus aspirin

alone. Low-molecular-weight heparins (LMWHs) combine

factor IIa and Xa inhibition and thus inhibit both the action

and generation of thrombin. LMWH has several potential

advantages over UFH. In ESSENCE and TIMI 11B trials,

enoxaparin was superior to UFH, with a statistically sig-

nificant 20% reduction in events among moderate-risk

patients. In the SYNERGY trial, including high-risk

patients managed with an invasive strategy enoxaparin was

found to be noninferior to UFH. The standard dose of en-

oxaparin is 1 mg/kg given subcutaneously (SC) every 12 h.

Fondaparinux is a synthetic, indirect, specific factor Xa

inhibitor that requires antithrombin III for its pharmaco-

dynamic activity. In the OASIS-5 trial, fondaparinux at a

dose of 2.5 mg SC once daily produced similar rates of

death, MI or refractory ischemia to enoxaparin, but with

substantially less major bleeding.

Direct thrombin inhibitors have a theoretical advantage

over heparin compounds; they do not require antithrombin

III and can inhibit clot-bound thrombin; they do not

interact with plasma proteins, they provide a very stable

level of anticoagulation and do not cause thrombocytope-

nia. In the ACUITY trial, patients were managed with an

early invasive strategy, and randomized to receive either

bivalirudin alone, enoxaparin or UFH plus a GP IIb/IIIa

inhibitor or bivalirudin plus a GP IIb/IIIa inhibitor. No

differences were observed between the three treatment

arms for the composite of death, MI or unplanned
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revascularization at 30 days, but bivalirudin caused less

bleeding compared with the other two arms (3% vs. 5% vs.

7%, respectively; P \ 0,001).

Atrial fibrillation and acute coronary syndromes

Atrial fibrillation (AF) is a common complication of

myocardial infarction (MI) with a reported incidence

ranging from 5% to 23%. It is associated with worse

in-hospital and long-term outcomes.

Although antithrombotic therapy is important in the

treatment of patients with both AF and MI, the combined

administration of aspirin, thienopyridines, and a vitamin K

antagonist (triple therapy) increases the risk of bleeding.

The current AF guidelines recommend VKA anticoagulant

therapy for patients with a CHADS2 score C2 as a class IA

recommendation. Guidelines also recommend low dose

aspirin (81 mg/day), clopidogrel, and warfarin (with target

INR 2.0–2.5) after stenting for patients with acute coronary

syndromes and a concomitant indication for oral antico-

agulation. The available literature on the subject of ‘‘triple

therapy’’ shows that patients with AF and ACS are not

discharged from the hospital on a VKA. Paradoxically,

patients deemed to be at highest risk of stroke (CHADS2

score C 2) are least likely to be treated due to physician

concerns over the potential risk of bleeding.

New onset AF that develops in the setting of ACS

continues to be a marker of poor short and long-term

prognosis. There appears to be a ‘‘treatment-risk paradox’’

concerning VKA use, highlighting the need for additional

investigation to better understand risk-benefit relationships

and optimal management strategies.

Atrial fibrillation

The prevalence of atrial fibrillation (AF) is increasing

worldwide. Older age, hypertension, heart failure, and

obesity all increase the risk of developing AF. Atrial

fibrillation is a potent risk factor for stroke raising the risk

on average 5-fold. The seminal trials in nonvalvular AF

demonstrated the remarkable efficacy of warfarin in stroke

prevention with a risk reduction of 68%. Current guidelines

recommend warfarin for patients with stroke, transient

ischemic attack, or systemic embolism and for patients

with two or more of the following risk factors: age 75 years

and greater, hypertension, heart failure, diabetes mellitus.

Aspirin or warfarin is recommended if only one of these

risk factors is present, depending on patient preference.

Despite the efficacy of warfarin, numerous studies have

shown that only about one-half of patients are treated.

Older age and perceived bleeding risk are the most often-

cited negative predictive factors. Difficulty with warfarin

monitoring is also a major obstacle to its use.

Recent randomized trials have focused on maintenance

of sinus rhythm and the potential role of antiplatelet ther-

apy in stroke prevention in AF. These studies have

illustrated that prolonged maintenance of sinus rhythm

remains elusive and antiplatelet agents, either as mono-

therapy or in combination (aspirin plus clopidogrel), is less

efficacious than anticoagulant treatment in AF. Because the

30-day mortality of AF-related stroke is 24%, use of less

efficacious agents mandates careful consideration. Current

trials in AF will explore the efficacy of novel anticoagulant

drugs as potential replacements for warfarin.

Hemorrhage is a serious adverse effect of antithrombotic

therapy. The clinical dilemma in atrial fibrillation is that

both risk of stroke and risk of hemorrhage increase with

age. Older age is also associated with lower warfarin dose

requirements and a slower return to therapeutic levels

following an episode of excessive anticoagulation. Con-

comitant antiplatelet therapy also increases the risk of

extracranial and intracranial hemorrhage. Strategies to

minimize these risks include vigilant monitoring of the

International Normalized Ratio (INR) with a target INR of

2.5, maintaining blood pressure less than 130/80 mmHg,

and minimizing concomitant aspirin use. It is important to

emphasize that the frequency and severity of stroke in AF

outweigh the risk of warfarin-related hemorrhage for most

patients.

New studies on atrial fibrillation

There are several ongoing phase II and phase III trials of

antithrombotic therapy for stroke prevention in atrial

fibrillation. They are summarized in Figs. 2, 3 and 4. The

trials of warfarin (versus placebo) for stroke prevention in

atrial fibrillation included approximately 3,800 patients.

Recently completed and ongoing trials will include a total

of 71,600 patients. The results of these trials are eagerly

awaited and will be important to better understand this

common disease and to improve patient care.

VTE prophylaxis in Brazil—a global perspective

VTE, as a public health problem, frequently affects hos-

pitalized patients at risk for thromboembolic events and

represents a major field for prophylaxis interventions.

Guideline-recommended thromboprophylaxis reduces the

burden of VTE, both in at-risk surgical and medical

patients. However, multinational, prospective registries

such as the IMPROVE show that risk factors are very

common in medical patients (93% have at least one risk
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factor), but that VTE prophylaxis is underutilized in the

participating countries. In Brazil, the utilization of pro-

phylaxis was significantly less than ‘‘rest of world’’ (36%

vs. 51%), particularly among the public hospitals. The

ENDORSE study, a large, global observational study of

VTE prophylaxis in medical and surgical patients, included

32 countries, 358 hospitals and 68,183 patients. Using a

cross-sectional design, the study showed that more than

half of the hospitalized patients were at-risk of VTE and

that prophylaxis was underutilized in both surgical and

medical patients (59% and 40%, respectively). Therefore,

there is a clear gap between guidelines and clinical prac-

tice, observed across many countries.

VTE prophylaxis in special patient populations

Given the coexisting risk of thrombosis and bleeding asso-

ciated with acute CVA, the PREVAIL study evaluated the

efficacy and safety of enoxaparin (40 mg SC daily) versus

unfractionated heparin (5,000 IU SC 12–12 h) for the pre-

vention of VTE. The study showed that enoxaparin was

superior to UFH for the prevention of VTE and proximal

deep vein thrombosis, reducing the overall incidence by

43% without increasing the risk of major bleeding. The

EXCLAIM study investigated the potential benefit of pro-

longed VTE prophylaxis in acutely ill medical patients with

recent reduced mobility. Hospitalized medical patients were

randomized to enoxaparin (40 mg daily) or placebo for an

additional 28 days after initial 10 day-prophylaxis with

enoxaparin. The study showed a significant reduction in

VTE (4.9% vs. 2.8%). Major bleeding was significantly

more frequent in the enoxaparin group (0.6% vs. 0.1%). One

could conclude that highly selected, acutely ill medical

patients, including those with reduced mobility, age

[75 years, malignancy or previous history of VTE, might

benefit from extended prophylaxis beyond the recom-

mended 10 ± 4 days, but at a cost of increased bleeding.

Brazilian guidelines for VTE prophylaxis in medical

patients

VTE refers to deep vein thrombosis (DVT) and pulmonary

embolism (PE), frequent complications responsible for 10%

of deaths in the hospital. Although classically related to sur-

gical procedures, fatal PE can occur in high-risk medical

patients as well. VTE prophylaxis among hospitalized patients

remains low, partially due to the lack of readily available risk

assessment tools and widely implemented ‘‘triggers’’ for

ordering prophylactic measures upon hospital admission.

In 2006, 12 Brazilian Medical Societies published the

‘‘Brazilian Guideline for VTE Prophylaxis in Medical

Ongoing Trials of Ongoing Trials of AntithromboticAntithrombotic Therapy Therapy 
for Stroke Prevention in for Stroke Prevention in AtrialAtrial FibrillationFibrillation

TrialTrial AgentAgent SizeSize StatusStatus

ACTIVEACTIVE--AA ClopidogrelClopidogrel 7,5527,552 Enrollment completeEnrollment complete

AVERROESAVERROES ApixabanApixaban 5,6005,600 EnrollingEnrolling

PlaceboPlacebo--ControlControl
Phase IIIPhase III

Fig. 2 Ongoing Placebo-control phase III trials of antithrombotic

therapy for stroke prevention in atrial fibrillation

Ongoing Trials of Ongoing Trials of AntithromboticAntithrombotic Therapy Therapy 
for Stroke Prevention in for Stroke Prevention in AtrialAtrial FibrillationFibrillation

TrialTrial AgentAgent BlindBlind CHADSCHADS SizeSize StatusStatus

RERE--LYLY DabigatranDabigatran OLOL 11 18,11318,113 completecomplete

ROCKETROCKET RivaroxabanRivaroxaban DBDB 22--33 14,00014,000 9,0009,000

ARISTOTLEARISTOTLE ApixabanApixaban DBDB 11 15,00015,000 5,0005,000

BOREALISBOREALIS IdraparinuxIdraparinux DBDB 22 9,6009,600 enrollingenrolling

DaiichiDaiichi DuDu--176b176b DBDB ?? 15,00015,000 planningplanning

TotalTotal 71,60071,600

WarfarinWarfarin--ControlControl
Phase IIIPhase III

Historical trials:Historical trials: 3,7633,763

Fig. 4 Ongoing Warfarin-control phase III trials of antithrombotic

therapy for stroke prevention in atrial fibrillation

Ongoing Trials of Ongoing Trials of AntithromboticAntithrombotic Therapy Therapy 
for Stroke Prevention in for Stroke Prevention in AtrialAtrial FibrillationFibrillation

TrialTrial AgentAgent TypeType BlindBlind SizeSize StatusStatus

Daiichi SankyoDaiichi Sankyo DuDu--176b176b XaXa inhinh DBDB 2,0002,000 completecomplete

PortolaPortola BetrixabanBetrixaban XaXa inhinh DBDB 500500 enrollingenrolling

AstellasAstellas YM150YM150 XaXa inhinh DBDB 450450 enrollingenrolling

AstraZenecaAstraZeneca AZD0837AZD0837 DTIDTI DBDB 1,0841,084 completecomplete

AstraZenecaAstraZeneca AZD0837AZD0837 DTIDTI DBDB 523523 completecomplete

ARYxARYx ATIATI--59235923 VKOR VKOR inhinh DBDB 600600 enrollingenrolling

WarfarinWarfarin--ControlControl
Phase IIPhase II

Fig. 3 Ongoing Warfarin-control phase II trials of antithrombotic

therapy for stroke prevention in atrial fibrillation
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Patients’’ as part of the Guidelines Project of the Brazilian

Medical Association (http://www.projetodiretrizes.org.br/

volume_4.php). A systematic review was performed, with

the objective to identify diseases and conditions associated

with VTE and the optimal strategy for its prevention. An

algorithm was subsequently developed to assist physicians

in day-to-day clinical practice.

Risk assessment

Every medical patient admitted must have his/her VTE risk

evaluated. Patients 40 years of age or older, with reduced

mobility and at least one additional risk factor for VTE

must be considered at risk. In the absence of contraindi-

cations, prophylaxis should be provided. Patients younger

than 40 years, but having one or more risk factors for VTE

may also benefit from prophylaxis.

Prophylaxis

For prophylaxis, once a day SC low molecular weight

heparin (enoxaparin 40 mg, dalteparin 5.000 IU, or

nadroparin 3,800 and 5,700 IU, respectively for patients

weighing 70 kg or more), or SC unfractionated heparin,

5.000 IU three times a day, may be used. Prophylaxis

should continue for 6–14 days, even if the patient resumes

ambulation.

Improving VTE prophylaxis in medical patients

There are several barriers for implementation of an effec-

tive VTE prophylaxis program, beginning with lack of

awareness of the recommendations, resistance to change,

fear of inducing bleeding, absence of institutional policies,

economical barriers, and lack of an adequate risk assess-

ment tool. It is widely recognized that continuing medical

education (CME) initiatives, including lectures and dis-

semination of guidelines are not effective. Multifaceted

interventions, targeting specific barriers are more effective

than single-strategy interventions. A combined approach

must include formal presentations of the guidelines to

hospital physicians; distribution of the printed guidelines;

creation of a working group to identify local barriers to

change; use of printed or electronic reminders, and constant

evaluation of physician and institution performance.

VTE prophylaxis programs

Identification of interested personnel is an important first

step in the development of a VTE prophylaxis program.

The hospital administration must also be engaged and

committed to the process and support the establishment of

a Commission for VTE Prophylaxis (CVTEP) that should

be multidisciplinary, with participation of physicians,

nurses, pharmacists, physiotherapists, and hospital quality

control personnel. The CVTEP should be proactive, per-

forming a daily evaluation of prophylaxis utilization to

include patient selection and dosing in every area of the

hospital. The CVTEP should also be responsible for pro-

viding physician feedback and establishing mechanisms for

continued quality improvement. Additional strategies for

success include staff presentations emphasizing VTE pro-

phylaxis in medical, surgical, and subspecialties areas,

distribution of educational material, decision-support sys-

tems, risk assessment tools, and electronic alerts. An

active, integrated, and multifaceted approach may be the

key to achieving and maintaining long term compliance

with VTE risk evaluation and prophylaxis.

Orthopedics surgery—How to prevent

thromboembolic events?

Patients undergoing orthopedic surgery are at increased

risk of venous thromboembolic events; proven prophylactic

measures are available but are generally underused. The

incidence of deep venous thrombosis (DVT) in patients

undergoing orthopedic surgery is reported to range

from 40% to 60% in patients who did not receive

thromboprophylaxis.

Several studies provide evidence of a significant reduc-

tion in venous thromboembolic events using low-molecular-

weight heparin (LMWH), unfractionated heparin, warfarin,

or fondaparinux. A new class of oral anticoagulants, direct

factor Xa inhibitors, appears particularly promising.

The RECORD program included several phase III trials

that compared the efficacy and safety of rivaroxaban to

enoxaparin in patients undergoing major orthopedic surgery.

The RECORD 1 investigated VTE thromboprophylaxis in

patients undergoing total hip arthroplasty. It was random-

ized, double-blind study that assigned 4,541 patients to

receive either 10 mg of oral rivaroxaban once daily, begin-

ning after surgery, or 40 mg of enoxaparin subcutaneously

once daily, beginning the evening before surgery, plus a

placebo tablet or injection. A total of 3,153 patients were

included in the superiority analysis and 4,433 were included

in the safety analysis. There was a highly statistically sig-

nificant reduction in total VTE favoring rivaroxaban

(absolute risk reduction, 2.6%; 95% confidence interval [CI],

1.5–3.7; P \ 0.001). Major VTE was 0.2% in the rivarox-

aban group and 2.0% in the enoxaparin group (absolute risk

reduction, 1.7%; 95% CI, 1.0–2.5; P \ 0.001).

The RECORD 2 study compared the use of rivaroxaban

for extended thromboprophylaxis with short-term throm-

boprophylaxis with enoxaparin. 2,509 patients scheduled to
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undergo elective total hip arthroplasty were randomly

assigned, stratified according to centre to receive oral riv-

aroxaban 10 mg once daily for a total of 31–39 days or

enoxaparin 40 mg given subcutaneously once daily for 10–

14 days (with a placebo tablet given for 31–39 days).

Analyses were done using a modified intention-to-treat

population. The primary outcome occurred in 2.0%

patients in the rivaroxaban group, compared with 9.3% in

the enoxaparin group (absolute risk reduction 7.3%; 95%

CI 5.2–9.4; P \ 0.0001). The incidence of any on-treat-

ment bleeding was similar in both groups (6.6% events in

the rivaroxaban safety population vs. 5.5% in the enoxap-

arin safety population; P = 0.25).

Finally, in RECORD 3 the efficacy and safety of riva-

roxaban in preventing venous thrombosis after total knee

arthroplasty was studied. In this randomized, double-blind

trial, 2,531 patients who were to undergo total knee

arthroplasty received either oral rivaroxaban, 10 mg once

daily, beginning 6–8 h after surgery, or subcutaneous

enoxaparin, 40 mg once daily, beginning 12 h before sur-

gery. The primary efficacy outcome occurred in 9.6% of

rivaroxaban-treated patients and 18.9% of enoxaparin-

treated patients (absolute risk reduction, 9.2%; 95% con-

fidence interval [CI], 5.9–12.4; P \ 0.001). Major VTE

occurred in 1.0% and 2.6% of patients, respectively

(absolute risk reduction, 1.6%; 95% CI, 0.4–2.8;

P = 0.01). Major bleeding occurred in 0.6% of patients in

the rivaroxaban group and 0.5% of patients in the enox-

aparin group (P = NS).

Bridging (perioperative) anticoagulation: risks

and benefits

Patients taking VKA anticoagulant therapy may require

interruption of treatment to undergo either surgery or an

invasive procedure. During temporary discontinuations, the

physician (and patient) must weigh the risks and benefits of

administering ‘‘bridging’’ (short-acting) anticoagulants

such as unfractionated heparin or low molecular weight

heparin. Although there is a lack of evidence from ran-

domized controlled trials that defines an optimal peri-

operative anticoagulation strategy, several prospective

cohort studies suggest that, even for patients at high risk of

thromboembolism (e.g. a recent pulmonary embolism or a

prosthetic mechanical heart valve), peri-procedural LMWH

is associated with a low rate of thromboembolic events.

The major challenge for clinicians is an even greater

paucity of information on the risk of thromboembolism

without bridging therapy. Indeed two recently published

studies suggest that, for many patients with atrial fibrilla-

tion, the risk of simple warfarin interruption may be quite

low. The results of these observational studies especially

when considered cumulatively with cost, inconvenience

and bleeding risk conferred by peri-operative anticoagu-

lants, highlight the need for a randomized, controlled trial

of bridging therapy. Such a trial-the Bridge study, funded

by the United States National, Heart, Lung and Blood

Institute—is ongoing.

Oral anticoagulation in valvular heart disease

Valvular heart disease is associated with a risk of throm-

boembolism and resulting morbidity and mortality.

Warfarin and Phenprocoumon are available in Brazil,

decreasing blood levels of vitamin K dependent coagula-

tion factors by 50–75% and biological activity of new

factors being synthesized by 20–30%. Patient education is

a critical component of treatment, with emphasis on what

to do if bleeding occurs, when to perform blood tests, target

INR, drug-drug interactions, food-drug interactions and the

impact of exercise on warfarin response.

Our approach to patients requiring warfarin is as fol-

lows: we begin with a dose of 5 mg and perform an INR

measurement on the third and seventh day, adjusting the

dose accordingly to achieve the chosen INR. In the setting

of acute thrombotic disorders, heparin is maintained until

the target INR is achieved. We prefer that our patients

continue their regular diet, rather than changing to a diet

restricted in vitamin K-containing foods. The optimal INR

varies by indication, but typically ranges from 2.0 to 4.0,

with values less than 2.0 being associated with thrombosis

risk, and those [4.0 posing a risk for serious bleeding.

Increased bleeding episodes occur most often within the

first 90 days of treatment initiation among patients with

uncontrolled hypertension, INR [ 4.0, previous bleeding

episodes, occult malignancies and in those with medication

noncompliance and poor follow-up for coagulation moni-

toring. Anticoagulants should be avoided in patients unable

to understand all aspects of treatment; have inadequate

resources;or in whom the potential risk of bleeding out-

weighs the benefit of treatment.

New anticoagulants

A brief overview of anticoagulants and platelet-directed

therapies under development, and their respective targets of

inhibition is summarized in Figs. 5 and 6.

Anticoagulation in patients with malignancy

The association between thrombosis and cancer was

established by the French physician Armand Trousseau in
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1865, when he described thrombophlebitis or phlegmasia

as a presenting sign of visceral malignancy. It is well

established that tumor cells can secrete factors that initiate

coagulation, including tissue factor and cancer procoagu-

lant protein, which directly activates factor X. It has also

been shown that ‘‘cryptic proteins’’ in the coagulation

system, in the fibrinolytic system and secreted by platelets

can affect angiogenesis, an essential process for tumor

growth and metastasis.

VTE is a major complication of cancer and an important

cause of morbidity and mortality. It has been estimated that

VTE occurs in 4–20% of patients with cancer, and 14.3%

of hospitalized cancer patients die as a direct result of

pulmonary embolism (EP). Chemotherapy and hormonal

treatment, particularly tamoxifen, increase the risk of VTE

as does surgery.

Anticoagulant therapy is used in two classic conditions

in cancer patients: for treatment of VTE episodes and as a

prophylactic measure for hospitalized patients, particularly

those who undergo surgery lasting more than 30 min.

Although the American Society of Clinical Oncology does

not recommend VTE prophylaxis for ambulatory cancer

patients, several recent reports suggest that high-risk

patients may in fact benefit from this approach.

Cancer patients frequently have long-term indwelling

central venous catheters for administration of blood prod-

ucts, chemotherapy and parenteral nutrition. Catheter-

related venous thrombosis is one of the most common

complications, but routine antithrombotic prophylaxis is

not recommended.

How to diagnose and treat heparin-induced

thrombocytopenia

Heparin-induced thrombocytopenia (HIT) is a limb-and

life-threatening immune-based disorder characterized by

the formation of IgG antibodies against an antigenic

complex consisting of heparin—a negatively-charged

mucopolysaccharide and platelet factor 4 (PF4). Asymp-

tomatic thrombocytopenia, defined as a platelet count

either 50% or more below baseline or less than 150 9 109/l

develops in 30–50% of patients who develop heparin-PF4

antibodies, In turn, thrombosis involving the arterial,

venous and less often microcirculatory system occurs in

30–50% of patients with thrombocytopenia. In most

instances, antibody production requires 3–5 days of daily

heparin exposure; however, antibodies can develop within

hours of exposure, particularly in patients with recent

heparin treatment or weeks later—a condition known as

delayed HIT.

Clinical suspicion is the key to diagnosis, with confir-

mation subsequently provided by documentation of

heparin-PF4 antibodies using either a functional, ELISA-

based or platelet serotonin release-determined assay.

The management of HIT must begin with complete

cessation of all heparin products, followed by infusion of a

direct thrombin inhibitor—lepirudin, argatroban or biva-

lirudin (for patients undergoing percutaneous coronary

intervention). A vitamin K antagonist should not be insti-

tuted until a direct thrombin inhibitor is started and the

platelet count has increased to baseline or to a level above

150 9 109/l. The recommended duration of vitamin K

antagonist treatment is, at a minimum, 6 weeks and longer

if a thrombotic condition dictates.

Future directions: pharmacogenomics

The majority of common diseases arise from interactions

between innate and acquired genetic alterations, exposure
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to varying environmental factors and life style. Accord-

ingly, they are referred to as complex diseases. Common

diseases such as cancer, cardiovascular disease and dia-

betes are examples of complex diseases. Variations in

DNA sequence and gene expression, influenced by envi-

ronmental factors, determine individual differences in

susceptibility or protection to common diseases, as well as

in the response to therapy. The development of drugs tai-

lored specifically to the patient’s genetic profile or

‘‘signature’’, minimizing adverse effects and maximizing

treatment response, constitutes the overarching theme of

pharmacogenomics.

The hereditary basis of individual variability for disease

susceptibility and drug response were, for a long time,

studied within the classic genetic paradigm, i.e. investi-

gating polymorphisms or mutations in a particular gene and

the co-segregation of these genes and the phenotype of

interest along several generations. The sequencing and

mapping of the human genome expanded the possibilities

for studying genetic variability: 3 million genomic sites

where individuals can differ by only one DNA nucleotide

were identified and these variations, called single nucleo-

tide polymorphisms or SNPs, have subsequently been

associated to risk for or protection from several diseases.

Through SNP analysis it was shown that polymorphisms in

the genes CYP2C9 e VKORC1, which have an essential

role in warfarin’s metabolism and pharmacological profile,

determine a patients’ response to this oral anticoagulant.

Whether knowledge of a patient’s genotype will allow

clinicians to reduce the rate of adverse events such as

bleeding remains to be established through carefully

designed clinical trials.
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Cumulative exposure to socioeconomic disadvantage across the life course may be inversely associated with
coronary heart disease (CHD); the mechanisms are not fully clear. An objective of this study was to determine
whether cumulative life-course socioeconomic position (SEP) is associated with CHD incidence in a well-
characterized US cohort that had directly assessed childhood and adulthood measures of SEP and prospectively
measured CHD incidence. Furthermore, analyses aimed to evaluate whether adjustment for CHD risk factors
reduces the association between cumulative life-course SEP and CHD. The authors examined 1,835 subjects
who participated in the Framingham Heart Study Offspring Cohort from 1971 through 2003 (mean age, 35.0 years;
52.4% women). Childhood SEP was measured as father’s education; adulthood SEP was assessed as own
education and occupation. CHD incidence included myocardial infarction, coronary insufficiency, and coronary
death. Cox proportional hazards analyses indicated that cumulative SEP was associated with incident CHD after
adjustment for age and sex (hazard ratio ¼ 1.82, 95% confidence interval: 1.17, 2.85 for low vs. high cumulative
SEP score). Adjustment for CHD risk factors reduced that magnitude of association (hazard ratio ¼ 1.29, 95%
confidence interval: 0.78, 2.13). These findings underscore the potential importance of CHD prevention and
treatment efforts for those whose backgrounds include low SEP throughout life.

cohort studies; coronary disease; myocardial ischemia; social class; socioeconomic factors

Abbreviations: CHD, coronary heart disease; CI, confidence interval; HDL, high density lipoprotein; HR, hazard ratio; SEP,
socioeconomic position.

Coronary heart disease (CHD) remains a major cause of
mortality in the United States and worldwide, responsible
for 10% of the disability-adjusted life years lost in develop-
ing countries and 18% in developed countries (1, 2). Strong
inverse socioeconomic gradients in CHD exist in many de-
veloped countries, where adulthood socioeconomic position
(SEP) is typically measured as participants’ own education,
occupation, and income (3, 4). Evidence is fairly consistent
that childhood SEP (often measured as parents’ occupation
or education) is also inversely associated with CHD in de-
veloped countries (5, 6). There also tend to be socioeco-
nomic gradients in the expected directions for CHD risk
factors including smoking, diabetes, blood pressure, choles-
terol, and, for women, obesity (3, 7–10).

To better understand how SEP may influence CHD, it is
informative to conceptualize SEP across the life course
(11–13). People experience a certain set of socioeconomic
circumstances at every phase of their lives; each period may
theoretically influence the course of chronic disease. The
‘‘accumulation-of-risk’’ SEP framework focuses on the total
amount of (i.e., cumulative) exposure to socioeconomic dis-
advantage (11, 12). Initial evidence suggests that, in a num-
ber of studies in Europe using case-control designs (14) or
nationally available death records (13, 15–18), cumulative
SEP is inversely associated with cardiovascular disease.
Less is known about the association of cumulative SEP with
incident CHD in the United States. Furthermore, little is
known about whether specific CHD risk factors may be
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particularly important in explaining life-course socioeco-
nomic gradients in CHD.

An objective of this study was to determine whether cu-
mulative life-course SEP is associated with CHD incidence
in a well-characterized US cohort (The Framingham Off-
spring Study) that had directly assessed childhood and
adulthood measures of SEP and prospectively measured
CHD incidence. Furthermore, analyses aimed to evaluate
whether adjustment for CHD risk factors reduces the asso-
ciation between cumulative life-course SEP and CHD.
Exploratory analyses further evaluated whether any specific
CHD risk factors (e.g., smoking, systolic blood pressure,
cholesterol, fasting glucose, body mass index) may be
particularly important explanatory mechanisms for the as-
sociation of life-course SEP with CHD incidence.

MATERIALS AND METHODS

Study sample

The Framingham Heart Study is a community-based, lon-
gitudinal, observational cohort study initiated in 1948 to
prospectively investigate risk factors for CHD. The
Framingham Offspring Study began in 1971 with recruit-
ment of 5,124 men and women who were offspring (or off-
spring’s spouses) of the Original Cohort of the Framingham
Heart Study. The design and selection criteria of the
Framingham Offspring Study have been described else-
where (19). At each examination visit, participants under-
went medical history, physical examination, anthropometry,
and laboratory assessment of CHD risk factors, as previ-
ously described (19). Framingham participants signed
informed consent, and the Framingham Study is reviewed
annually by the Boston University Medical Center Institu-
tional Review Board.

There were 5,124 participants who completed Offspring
Study examination 1 (during 1971–1975), and 4,989
agreed for their data to be in the open-access data set. Of
these, 2,136 had no father in the Original Cohort of the
Framingham Heart Study and hence were excluded from
analyses, leaving 2,853 participants. Of these participants,
119 had fathers whose education variable was missing.
A further 818 were missing their own education or occupa-
tion variables (150 died between examinations 1 and 2, 509
did not attend examination 2 or 3, and 159 did not answer the
education/occupation question), leaving 1,916 participants.
We further restricted participants to those aged �28 years at
the time their own educational attainment and occupation
were measured, and we excluded 21 participants with base-
line CHD events, resulting in a final sample of 1,835 partic-
ipants. Analyses on excluded (n ¼ 3,154) versus included
participants found that excluded participants were more
likely to be older (age 36.9 vs. 35.0 years, respectively;
P < 0.0001), to have slightly higher fasting glucose levels
(103 mg/dL vs. 101 mg/dL, P < 0.0001), and to be taking
antihypertensive medications (3.7% vs. 2.5% of participants,
P ¼ 0.03). Included and excluded participants were similar
regarding other variables including sex, cigarette smoking,
body mass index, systolic blood pressure, total:high density

lipoprotein (HDL) cholesterol ratio, cholesterol-lowering
medication use, and incident CHD events.

Childhood SEP: father’s education

Childhood SEP was measured by father’s educational
attainment, obtained directly from Offspring Study cohort
participants’ fathers who were enrolled in the Framingham
Heart Study Original Cohort. Father’s educational level
was measured at enrollment between 1948 and 1950 when
their mean age was 44 years (range: 28–62) (Figure 1).
Father’s education was ascertained directly from the father
as a 6-category variable: �eighth grade, some high school
(i.e., did not graduate from high school), high school grad-
uate, some college (i.e., did not graduate from college), col-
lege graduate, and a final category including postgraduate
school, business college, nursing school, music school, and
art school. For analyses, father’s education was categorized
into 3 groups:<high school, high school, and >high school.

We explored the use of mother’s education as a measure
of childhood SEP. Mother’s educational attainment was not
associated with incident CHD in this cohort (hazard ratio
(HR) ¼ 1.25, 95% confidence interval (CI): 0.84, 1.90 for
mother’s education <high school vs. >high school, after
adjusting for age and sex). The vast majority of mothers
(84%) in this cohort had the same occupation (homemaker),
likely because of the historical time period when Offspring
Study participants were children (approximately during the
1930s–1950s), when it was less common for mothers to
work outside the home. Consequently, father’s education
was used as a measure of childhood SEP.

Adulthood SEP: own education and occupation

Own education was measured directly from Framingham
Offspring Study participants at examination 3 (1984–1987);

1940 1950 1960 1970 1980 1990 2000

Year

Coronary Heart Disease
Incidence Assessed 

Own Education
Assessed 

Own Occupation
Assessed 

Father’s
Education
Assessed 

Figure 1. Time line of assessments for exposures (father’s edu-
cation, own occupation, own education) and outcome (coronary
heart disease incidence). Covariates were assessed at examination
1 of the Framingham Heart Study Offspring Cohort (1971–1975),
Framingham, Massachusetts. Enrollment and initiation of exam-
ination 1 for the Original Cohort of the Framingham Heart Study
took place during 1948–1950. Enrollment and initiation of exam-
ination 1 for the Offspring Cohort took place during 1971–1975.
Initiation of Offspring Cohort examination 2 took place during
1979–1982. Initiation of Offspring Cohort examination 3 occurred
during 1984–1987.
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if examination 3 education was missing, the examination
2 assessment (1979–1982) was used (Figure 1). Education
was available in 6 categories of years of education: 0–4,
5–8, 9–11, 12, 13–16, �17. For analyses, own education
was collapsed into 3 groups: �12, 13–16, and �17 years
of education. Own occupation was measured at examination
2 (1979–1982) by asking what kind of work the partici-
pants do (or did), categorized as professional, executive,
supervisory, technical, laborer, clerical, sales, and house-
wife. To obtain higher levels of education or occupation,
participants were restricted to those aged �28 years when
educational attainment and occupation were measured to
allow 10 years from likely completion of high school (at
age 18 years on average). Sensitivity analyses using data on
participants aged �40 years were performed, as described
below.

Accumulation-of-risk SEP framework

Analyses utilizing an accumulation-of-risk framework
used a cumulative SEP score (range: 0–6) including father’s
education (<high school ¼ 0, high school ¼ 1, >high
school ¼ 2), own education (�12 years ¼ 0, 13–16 years ¼
1,�17 years¼ 2), and own occupation (laborer¼ 0, clerical/
sales/homemaker ¼ 1, executive/professional/supervisory/
technical ¼ 2). Higher cutpoints were used for educational
categories of Offspring Study compared with Original Cohort
fathers to account for secular trends of increased normative
levels of education across generations.

Coronary heart disease

At all examinations, participants underwent standard-
ized physician-administered medical history assessments.
All participants suspected of experiencing stroke were in-
vited back for a detailed neurologic examination. Hospital
and nursing home records as well as outside medical of-
fice records were routinely sought for all cardiovascular
events and all deaths. In addition, Framingham Study per-
sonnel surveyed the only hospital in town daily for par-
ticipant emergency room visits and hospitalizations.
Suspected cardiovascular disease events and deaths were
reviewed by a panel of 3 investigators, who examine all
relevant available data (Framingham Study clinic data;
outside medical, nursing home, and hospitalization rec-
ords) and make event determinations by using previously
published criteria (20).

CHD incidence was identified as occurring in participants
diagnosed since onset of the Framingham Offspring Study
(1971–1975) until 2003 (Figure 1). Clinically validated
CHD events included myocardial infarction, coronary in-
sufficiency, and coronary death (sudden and nonsudden).
Secondary analyses investigated the outcome cardiovascular
disease, which included clinically validated measures of
myocardial infarction, coronary insufficiency, cerebrovas-
cular events (including cerebral embolism, intracerebral
hemorrhage, subarachnoid hemorrhage, and other cerebro-
vascular accident), heart failure requiring hospitalization,
and death due to the aforementioned outcomes.

Covariates

Risk factors were measured at baseline, Offspring Study
examination 1 (1971–1975) (Figure 1). Cigarette smoking
was determined by self-report and was defined as smoking
regularly in the year prior to the examination. Systolic blood
pressure was calculated as the average of the clinic physi-
cian’s 2 seated systolic blood pressure measurements. Body
mass index was calculated as weight in kilograms divided
by the square of height in meters (kg/m2). Body weight was
measured to the nearest 1 pound with a standing beam bal-
ance and with subjects wearing examination robes and
undergarments. This measurement was then converted to
kilograms (1 pound ¼ 0.454 kg). Height was measured with
the use of a stadiometer (to the nearest 0.25 inch and was
then converted to meters (1 inch ¼ 0.025 m). Fasting glu-
cose was measured with a hexokinase reagent kit (A-gent
glucose test; Abbott, South Pasadena, California). Glucose
assays were run in duplicate, and the intraassay coefficient
of variation ranged from 2% to 3% depending on the
assayed glucose concentration. HDL and total cholesterol
concentrations were measured by automated enzymatic
techniques (21). Medication use was self-reported.

Statistical analyses

Sex- and age-adjusted descriptive statistics (predicted
means and percent prevalences) were generated for CHD
and CHD risk factors (systolic blood pressure, total:HDL
cholesterol ratio, fasting glucose, body mass index, cigarette
smoking, and antihypertensive medication use) according to
father’s education, own education, and own occupation.

Cox proportional hazards analyses evaluated the associa-
tion of SEP with incidence of CHD. Secondary analyses
used cardiovascular disease instead of CHD as the outcome.
Analyses were adjusted for potential confounders including
age and sex, as well as for CHD risk factors (described
above). Cholesterol medication use was not included in
analyses because only 5 participants used these medications
at baseline. Pearson correlation coefficients and variance
inflation were used to evaluate collinearity, which found that
systolic and diastolic blood pressure variables were highly
collinear (r ¼ 0.81). The 3 SEP variables (father’s educa-
tion, own education, and own occupation) were found to
have minimal variance inflation and were not correlated
highly enough to be of concern to simultaneously adjust
for all 3 in a single multivariable model (correlation co-
efficients ranged from 0.27 to 0.51). Consequently, all 3
measures of SEP were simultaneously adjusted for in anal-
yses to evaluate whether any specific SEP measures contrib-
uted more strongly to CHD risk.

Marginal hazards models were run by using the procedure
PHREG in SAS version 9.1 software (SAS Institute, Inc.,
Cary, North Carolina) with option COVSANDWICH to ac-
count for clustering of outcomes by family. Sex-specific
analyses were underpowered and could not be conducted
because only 44 CHD events in females and 100 events in
males occurred. Formal interaction tests did not show evi-
dence of effect modification by sex. Consequently, data for
males and females were pooled in analyses. Power analyses
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were performed by using the computer program PS: Power
and Sample Size Calculations, version 2.1.31 (Vanderbilt
Medical Center, Nashville, Tennessee) according to criteria
reported by Dupont and Plummer (22).

Sensitivity analyses were performed on a sample further
restricted to participants �40 years of age (rather than �28
years of age) at baseline to assess associations between
occupation and CHD incidence among participants who
had more time to attain higher occupational levels. Further
sensitivity analyses investigated associations between cu-
mulative life-course SEP and CHD incidence during the
time frame after which all SEP measures were obtained
(1988–2003 rather than 1971–2003) (Figure 1).

RESULTS

The Framingham Heart Study Offspring participants in-
cluded in the present study were a mean age of 35.0 years at
baseline, and 52.4% were women. The age range at exami-
nation 1 (1971–1975) was 19–62 years. Father’s education
was inversely associated with several CHD risk factors, in-
cluding smoking, body mass index, systolic blood pressure,
total:HDL cholesterol ratio, and fasting glucose. Own edu-
cation was inversely associated with smoking, systolic blood
pressure, and total:HDL cholesterol ratio. Own occupation
was inversely related to smoking and body mass index. Fur-
thermore, unequal proportions of females were represented
in the own education and occupation categories (Table 1).

Age- and sex-adjusted Cox proportional hazards models
showed that cumulative SEP across the life course was in-
versely associated with CHD incidence (HR¼ 1.82, 95% CI:
1.17, 2.85 for low vs. high cumulative SEP score) (Table 2).
Further adjustment for CHD risk factors reduced the associ-
ation (HR ¼ 1.29, 95% CI: 0.78, 2.13). In exploratory anal-
yses adjusting for individual CHD risk factors, smoking was
associated with the greatest reduction in the point estimate
(age-, sex-, and smoking-adjusted HR ¼ 1.43, 95% CI: 0.90,
2.27). Adjusting for body mass index, systolic blood pressure,
and HDL:total cholesterol ratio also somewhat reduced the
effect size; adjusting for fasting glucose and antihypertensive
medication use had little effect on the strength of association
between cumulative SEP and CHD incidence (Table 2).

In an effort to provide information regarding whether any
of the 3 subcomponents of the cumulative SEP score may be
contributing particularly strongly to the gradient between cu-
mulative SEP and CHD incidence, we analyzed the individual
association of father’s education, own education, and own
occupation with CHD incidence. Father’s education and
own education were inversely associated with CHD inci-
dence after adjusting for age and sex (HR ¼ 1.65, 95% CI:
1.02, 2.66 for father’s education <high school vs. >high
school, and HR ¼ 1.85, 95% CI: 1.05, 3.27 for own educa-
tion�12 years vs.�17 years; Table 3). Further adjustment for
other SEP measures reduced the estimated effect sizes only
a small amount for both father’s education and own education
(HR ¼ 1.53, 95% CI: 0.92, 2.55 for participants whose
father’s education was <high school vs. >high school,
and HR ¼ 1.62, 95% CI: 0.85, 3.09 for participants whose
own education was �12 years vs. �17 years). However, the

95% confidence intervals encompassed both a null effect (i.e.,
HR ¼ 1.0) and a large effect (e.g., HR ¼ 2.5), indicating that
the statistical power was low (1 � b ¼ 0.43 for a cumulative
30-year incidence of CHD of 7.5% vs. 5% for father’s edu-
cation <high school (n ¼ 958) vs. father’s education >high
school (n ¼ 444), with a ¼ 0.05). Occupation was not asso-
ciated with CHD incidence (Table 3).

We conducted a series of secondary analyses. Analyses
were repeated by using cardiovascular disease instead of
CHD as an outcome (Web Tables 1 and 2; this information
is described in the first 2 of 3 supplementary tables, all
of which are posted on the Journal’s website (http://aje.
oupjournals.org/)). Findings were generally similar when
either outcome was used. Sensitivity analyses were per-
formed to assess the association of occupation with CHD
and cardiovascular disease incidence among participants
aged �40 years rather than aged �28 years, as used in the
analyses described above. Effect sizes were similar in both
sets of analyses (Web Table 3). Because own education
(1979–1987) and occupation (1979–1982) were assessed
after commencement of CHD incidence measurements
(1971–2003), we performed sensitivity analyses restricted
to the years after completion of all SEP measures
(1988–2003) to evaluate whether the timing of SEP and
CHD measures had an impact on the findings. Analyses
showed similar socioeconomic gradients in CHD (HR for
high vs. low cumulative SEP score ¼ 1.94, 95% CI: 1.19,
3.17 after adjusting for age and sex).

DISCUSSION

Evidence from our study supported an inverse association
of cumulative life-course SEP with CHD incidence. Further
adjustment for CHD risk factors substantially attenuated the
strength of association.

Prior literature

With regard to adulthood socioeconomic disparities in
CHD, a systematic review showed consistent inverse asso-
ciations between adulthood SEP and CHD in developed
nations since the 1970s (4). A separate systematic review
reported inverse associations of childhood SEP with risk
of cardiovascular disease in 31 of 40 studies (23). The
accumulation-of-risk SEP framework suggests that as the
duration and severity of socioeconomic disadvantage in-
crease, resulting cumulative damage could place individuals
at higher risk of CHD (12). Our study provides evidence to
support this hypothesis, in that higher life-time exposure to
socioeconomic deprivation was associated with increased
risk of CHD. Adjusting for CHD risk factors reduced the
strength of association and rendered it nonsignificant, which
was not unexpected because CHD risk factors are candidate
pathways by which SEP may influence CHD. For life-
course SEP, a systematic review found consistently inverse
associations between the accumulation-of-risk SEP frame-
work and risk of cardiovascular disease (13), which is in
agreement with our findings. In the latter review, the asso-
ciations of early-life SEP (independent of adulthood SEP)
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and social mobility were less consistently associated with
measures of cardiovascular disease (13).

Potential mechanisms

Cumulative life-course SEP may influence CHD through
a number of mechanisms. Low adulthood SEP is typically
inversely associated with many risk factors for CHD, such
as smoking (7), blood pressure (8), diabetes (9), and, for
women, obesity (10). Childhood SEP has been shown to
be inversely associated with several CHD risk factors in
adulthood, including smoking, blood pressure, cholesterol,
and adiposity (24–26). Other potential mechanisms not

measured in this study, including depression and stress,
were not able to be evaluated.

Few if any studies on the association of cumulative SEP
with CHD adjusted for CHD risk factors separately (13–18);
consequently, little is known about which risk factors
may be particularly important in explaining socioeconomic
gradient in CHD. Note that methodological biases can be
induced by adjusting for mediators; therefore, these mech-
anistic findings should be interpreted with caution (27).

In our study, adjusting for smoking reduced the strength
of association between life-course SEP and CHD. Point
estimates for the association of cumulative SEP with CHD
incidence were lower after adjusting for smoking than for

Table 1. Age- and Sex-adjusted Baseline Characteristics of Participants According to Life-Course Socioeconomic

Position, Framingham Heart Study Offspring Cohort, United States, 1971–1975a

Father’s Education

<High School
(n 5 958)

High School
(n 5 433)

>High School
(n 5 444)

Age, yearsb 37.3 (36.8, 37.9) 31.8 (31.0, 32.6) 33.1 (32.3, 33.9)

Sex (% female)b 52.3 55.0 50.2

Body mass index, kg/m2 25.5 (25.2, 25.7) 25.0 (24.6, 25.4) 24.6 (24.2, 25.0)

Systolic blood pressure, mm Hg 122 (121, 123) 122 (121, 124) 120 (119, 122)

Total:HDL cholesterol ratio 4.3 (4.2, 4.4) 4.1 (4.0, 4.2) 4.0 (3.9, 4.1)

Fasting glucose, mg/dL 102 (101, 102) 101 (100, 102) 100 (99, 102)

Taking antihypertensive medication, % 1.6 (1.0, 2.7) 2.2 (1.2, 4.2) 0.5 (0.2, 1.6)

Current smoker, % 45.7 (42.5, 49.0) 44.9 (40.2, 49.7) 36.7 (32.3, 41.4)

Own Education

£12 years
(n 5 741)

13–16 years
(n 5 777)

‡17 years
(n 5 317)

Age, yearsb 37.0 (36.3, 37.6) 34.1 (33.5, 34.7) 32.5 (31.7, 33.4)

Sex (% female)b 57.9 55.3 32.9

Body mass index, kg/m2 25.3 (25.0, 25.6) 25.1 (24.8, 25.3) 25.0 (24.6, 25.4)

Systolic blood pressure, mm Hg 122 (121, 123) 122 (121, 123) 120 (119, 122)

Total:HDL cholesterol ratio 4.2 (4.1, 4.3) 4.2 (4.1, 4.3) 3.9 (3.8, 4.1)

Fasting glucose, mg/dL 102 (101, 103) 100 (100, 101) 101 (100, 103)

Taking antihypertensive medication, % 1.5 (0.9, 2.6) 1.5 (0.9, 2.6) 1.3 (0.5, 3.2)

Current smoker, % 51.6 (47.9, 55.3) 43.4 (40.0, 47.0) 24.2 (19.8, 29.2)

Own Occupation

Laborer
(n 5 401)

Housewife/
Clerical/Sales

(n 5 775)

Supervisory/Technical/
Professional/Executive

(n 5 659)

Age, yearsb 36.9 (36.0, 37.8) 35.5 (34.8, 36.1) 33.3 (32.6, 33.9)

Sex (% female)b 21.7 85.2 32.6

Body mass index, kg/m2 25.7 (25.3, 26.1) 25.0 (24.7, 25.4) 25.0 (24.7, 25.3)

Systolic blood pressure, mm Hg 122 (120, 123) 122 (121, 123) 121 (120, 126)

Total:HDL cholesterol ratio 4.2 (4.0, 4.3) 4.2 (4.1, 4.3) 4.1 (4.0, 4.2)

Fasting glucose, mg/dL 101 (100, 103) 101 (100, 102) 102 (101, 103)

Taking antihypertensive medication, % 1.8 (0.9, 3.4) 1.2 (0.6, 2.2) 1.7 (0.9, 3.0)

Current smoker, % 52.3 (47.1, 57.5) 44.1 (40.2, 48.1) 36.9 (33.2, 40.9)

Abbreviation: HDL, high density lipoprotein.
a Data are expressed as predicted mean value or percent prevalence (95% confidence interval).
b Calculated by using univariate analyses.
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other CHD risk factors. However, given the wide 95% con-
fidence intervals for these point estimates, it was not possi-
ble to ascertain whether smoking was more important than
other CHD risk factors in reducing the association. We
found strong inverse socioeconomic gradients in smoking
in our study. Some studies on socioeconomic gradients in
CHD, using other measures of SEP (only adulthood SEP or
only childhood SEP), adjusted individually for smoking. For
example, in a study on male physicians (who consequently
had similar adulthood SEP), low childhood SEP was asso-
ciated with a 2.40 (95% CI: 1.21, 4.74) higher relative risk
of developing CHD before the age of 50 years. Adjustment
for smoking only slightly and nonsignificantly reduced the
association (relative risk ¼ 2.24, 95% CI: 1.11, 4.51) (28).
In the Whitehall II study, the magnitude of association of
occupational class with CHD was nonsignificantly reduced
by 18% after adjusting for smoking. Adjusting individually
for hypertension, high cholesterol, and diabetes reduced the
effect sizes by 14%, 3%, and 6%, respectively (29).

In a recent study on adulthood (that did not include child-
hood) socioeconomic gradients in mortality in 22 European
countries, smoking-related conditions accounted for 22%
and 6% of the socioeconomic gradient in the all-cause death
rate among men and women, respectively (30). In another
study in the United States and 11 European countries, adult-
hood (the study did not include childhood) socioeconomic
gradients in cardiovascular disease mortality were highly
associated with socioeconomic gradients in cigarette smok-
ing and excessive alcohol consumption, unlike overweight,
moderate alcohol consumption, and lack of fresh vegetables,
which were not strongly associated with socioeconomic gra-
dients in cardiovascular disease mortality (31). Overall,
studies using SEP measures other than cumulative SEP pro-
vide limited evidence to suggest that smoking is a particu-
larly important risk factor in explaining the socioeconomic
gradients in CHD. Replication of findings using cumulative
SEP is needed in other study samples to better ascertain the
role of smoking in explaining cumulative socioeconomic
gradients in CHD.

Strengths and limitations

Strengths of our study include that childhood SEP was
directly assessed from parents. A review found that those
studies that measured SEP in childhood showed stronger
associations between childhood SEP and disease outcomes
compared with studies that measured adult recall of child-
hood SEP, probably because of reductions in measurement
error (32). Furthermore, the measures of CHD used only
clinically validated outcomes. CHD risk factors were rou-
tinely and directly assessed by using measures with good
validity and reliability.

Weaknesses of this study include the relatively small sam-
ple size (n ¼ 1,835) compared with larger studies; conse-
quently, we had lower statistical power. Furthermore, this
study included a community-based population of individuals
of European descent (representing the demographics of the
city of Framingham, Massachusetts, at study onset) residing
in the northeastern United States; thus, generalizability of
results to other communities, races, and ethnicities isT
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uncertain. A limitation of the accumulation-of-risk SEP
framework, as described by Pollitt et al. (13), is that cumu-
lative life-course SEP measurements conflate SEP measures
at specific times in the life course (e.g., SEP in early, middle,
and late life); therefore, it is unknown which time period may
be particularly important in influencing health. Furthermore,
cumulative SEP measures typically give equal weighting to
each subcomponent of SEP, which may not reflect true con-
tributions of SEP to health. To provide information on rela-
tive contributions of each subcomponent of the cumulative
SEP index to CHD incidence, we provided point estimates
for each subcomponent. These analyses suggested that meas-
ures of father’s education and own education were more
important risk factors for CHD incidence than own occupa-
tion, at least as measured in this cohort.

In summary, this study found that directly assessed cumu-
lative SEP across the life course was inversely associated with
incident CHD in Framingham Offspring Study participants.
Adjustment for CHD risk factors reduced the magnitude of
association. These findings underscore the potential impor-
tance of CHD prevention and treatment efforts for those whose
backgrounds include low SEP throughout their life course.
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Table 3. Cox Proportional Hazards Ratios for the Association of Socioeconomic Position With Incidence of

Coronary Heart Disease, Framingham Offspring Study, United States, 1971–2003

SEP Measure and
SEP Level

No. of
Events

Model Adjustment

Age, Sex
Age, Sex, Other
SEP Measuresa

Age, Sex, CHD
Risk Factorsb

HR 95% CI HR 95% CI HR 95% CI

Father’s education

<High school 97 1.65 1.02, 2.66 1.53 0.92, 2.55 1.35 0.81, 2.23

High school 26 1.56 0.88, 2.77 1.50 0.84, 2.69 1.49 0.83, 2.69

>High school 21 1.00 1.00 1.00

Own education

�12 years 71 1.85 1.05, 3.27 1.63 0.86, 3.11 1.20 0.66, 2.12

13–16 years 58 1.81 1.02, 3.21 1.76 0.98, 3.17 1.31 0.71, 2.40

>16 years 15 1.00 1.00 1.00

Own occupation

Laborer 50 1.20 0.80, 1.78 0.98 0.62, 1.55 0.90 0.59, 1.36

Homemaker, clerical, or sales 44 1.02 0.64, 1.64 0.92 0.57, 1.49 0.84 0.52, 1.36

Professional, executive,
supervisory, or technical

50 1.00 1.00 1.00

Abbreviations: CHD, coronary heart disease; CI, confidence interval; HR, hazard ratio; SEP, socioeconomic

position.
a ‘‘Other SEP measures’’ refers to adjustment for measures of SEP other than the exposure of interest. For

example, analyses of father’s education were adjusted for own education and own occupation.
b CHD risk factors include smoking, body mass index, systolic blood pressure, total:HDL cholesterol ratio, fasting

glucose, and antihypertensive medication use.
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doses of a much older therapeutic strategy, that of RAAS 
blockade, in addition to background contemporary 
practice for chronic heart failure (excepting ACE 
inhibitors). In the absence of effi  cacious novel agents, 
we clearly need to focus on improving the therapeutic 
use of existing drugs. HEAAL reminds us that much still 
needs to be learned in this area, specifi cally a renewed 
focus on seeking the optimum dose of such agents in 
patients with chronic heart failure.

Henry Krum 
Centre of Cardiovascular Research and Education in Therapeutics, 
Department of Epidemiology and Preventive Medicine, 
Monash University, Melbourne, VIC 3004, Australia
henry.krum@med.monash.edu
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Health and human rights: no miracle in postconfl ict Chechnya
Nearly 15 years after the wars began between Chechen 
separatist and Russian troops, Chechnya and its capital 
Grozny have seen reconstruction eff orts and economic 
recovery over the past several years that some there 
even praise as “the Chechen miracle”. Meanwhile, 
violent incidents in Chechnya have become dramatically 
more prevalent since the war over South Ossetia 
between Georgia and Russia last August. Violent deaths, 
compared with those last summer, have almost doubled 
in number since, from 84 to 152.1

Last April federal Russian military forces offi  cially 
terminated what they termed a counter-terrorism 
operation and what human rights organisations 
considered “a regional system of torture, forced 
confessions, and fabricated trials”.2 Documented by 
human rights organisations as well as the national 
and international press, Russian forces continue their 
practices of enforced disappearance, torture, and 
other ill-treatment of alleged terrorists, while Russian 

authorities have faced a wave of killings of their 
representatives by increasingly organised insurgents.3 
The European Court of Human Rights, as of October, 
2009, has ruled in over 100 cases of Chechen citizens 
that the Russian Government failed to properly 
investigate and prosecute human rights abuses by its 
forces, or found Russia directly responsible for human 
rights violations ranging from inhuman treatment to 
secret detention and deaths. Thousands more cases 
are pending.

The ongoing human rights violations from both sides 
of the confl ict have direct health implications for the 
majority of Chechens still suff ering from physical and 
mental war sequelae. Since the wars offi  cially ended 
almost 10 years ago, reports from non-governmental 
organisations and data from UN organisations have 
portrayed desperate living and public health conditions 
in the Northern Caucasus, even compared with other 
disadvantaged regions within the Russian Federation. 
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The infant mortality rate in Chechnya is at least twice 
the Russian average of 13 per 1000 livebirths, mainly 
due to diarrhoea and respiratory infections, and 
although trends have been improving, many thousands 
of women and children lack basic social services.4

After the wars, Chechnya’s ineffi  cient health system 
was left overburdened and its infrastructure literally 
bombed. 3 years ago, the Kremlin made reconstruction 
eff orts in Chechnya a policy priority, and the Chechen 
Government reportedly invested heavily into a 
programme (Sdorovye) for health facilities and the 
procurement of medical equipment. International 
organisations and the Chechen health ministry offi  cially 
announced and launched a series of programmes for 
health and education.4,5

The offi  cial portrayal of successful health-system 
reconstruction, whose standards still lack behind even 
Russian standards, particularly for subspecialty care, 
leaves out the many qualifi ed health professionals 
who have left for Moscow or abroad in search of better 
work and life conditions. Patients requiring services 
beyond primary care need to rely on a quota system 
that provides a limited number of grants to refer cases 
for specialised treatment that cannot be provided 
in Chechnya.6 International organisations off ering 
assistance with human rights investigations7 are 
confronted with the refusal of the federal government 
to cooperate,8 and the few non-governmental 
organisations operative in postconfl ict Chechnya 
are hindered in their work by an excessive burden of 
administrative hurdles created by recently imposed 
legal requirements.9

Similarly, those health professionals who stay in 
Chechnya are reluctant to speak out for improved 
health-services delivery, fearing to be regarded 
“unpatriotic”, a label which can soon become dangerous 
in the context of counter-terrorist activities. In a societal 
climate that analysts call one of the most repressive in 
the world,10 health-care delivery and programming that 
meets the needs of the ill and vulnerable (eg, targeting 
women and infants, tuberculosis patients, or the 
30 000 internally displaced persons still in Chechnya) are 
clearly challenging.

When Natalia Estemirova from the local human 
rights organisation Memorial was abducted and killed 

in Chechnya in July, 2009,7 after a series of abductions 
and murders of prominent and less high-profi le human 
rights activists, Memorial suspended its work there. 
The absence of independent monitoring mechanisms 
to hold policy makers and law-enforcement services 
accountable, and the lack of international attention 
and response, could create a dangerous nurturing 
ground for extremism. Spreading violence could 
become a threat beyond the region—and from there 
endanger global security.

Violence has resurged in Chechnya,1,3 menacing 
the health and health systems of its war-burdened 
population. The legitimate goal of controlling armed 
violence and stabilising a disadvantaged region will have 
to respect human rights to reverse this trend and bring 
sustainable improvements in health for this postconfl ict 
society. There is no miracle in Chechnya, but a situation 
that calls for international pressure from academia, 
parliamentary, governmental, and non-governmental 
organisations, and journalists.

Karsten Lunze
Preventive Medicine, Boston University, Boston, MA 02118, USA 
karsten.lunze@post.harvard.edu
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Aims The aim of this study was to assess whether pericardial fat, intrathoracic fat, and visceral abdominal adipose tissue
(VAT) are associated with the prevalence of cardiovascular disease (CVD).

Methods
and results

Participants from the Framingham Heart Study Offspring cohort underwent abdominal and chest multidetector com-
puted tomography to quantify volumes of pericardial fat, intrathoracic fat, and VAT. Relations between each fat depot
and CVD were assessed using logistic regression. The analysis of 1267 participants (mean age 60 years, 53.8% women,
9.7% with prevalent CVD) demonstrated that pericardial fat [odds ratio (OR) 1.32, 95% confidence interval (CI)
1.11–1.57; P ¼ 0.002] and VAT (OR 1.35, 95% CI 1.11–1.57; P ¼ 0.003), but not intrathoracic fat (OR 1.14, 95%
CI 0.93–1.39; P ¼ 0.22), were significantly associated with prevalent CVD in age–sex-adjusted models and after
adjustment for body mass index and waist circumference. After multivariable adjustment, associations were attenu-
ated (P . 0.14). Only pericardial fat was associated with prevalent myocardial infarction after adjusting for conven-
tional measures of adiposity (OR 1.37, 95% CI 1.03–1.82; P ¼ 0.03).

Conclusion Pericardial fat and VAT, but not intrathoracic fat, are associated with CVD independent of traditional measures of
obesity but not after further adjustment for traditional risk factor. Taken together with our prior work, these findings
may support the hypothesis that pericardial fat contributes to coronary atherosclerosis.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Keywords Pericardial fat † Visceral abdominal fat † Cardiovascular disease † Framingham Heart Study † Epidemiology

Introduction
Obesity currently affects nearly one-third of the population in the
industrialized world.1,2 Traditionally, anthropometric measures
such as body mass index (BMI) or waist circumference (WC) have
been used to quantify overall adiposity. However, regional fat
depots may be of greater importance than overall adiposity.3–8

Several studies have highlighted pericardial fat and abdominal
visceral adipose tissue (VAT) as unique, pathogenic fat depots.9–17

Abdominal VAT is the largest visceral fat depot in the human
body with more than 10 times the volume of pericardial fat.18 It is
significantly correlated with cardiovascular disease (CVD) risk
factors, the metabolic syndrome,19,20 and systemic markers of
inflammation.21 Therefore, VAT is hypothesized to have a systemic
effect on atherosclerosis.

In contrast, pericardial fat is a smaller fat depot, but surrounds
the coronary arteries and the myocardium and therefore may
have a local (paracrine) effect on the development of coronary
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artery disease. Recently, we showed that pericardial fat is associ-
ated with metabolic risk factors.18 Furthermore, we demonstrated
that pericardial fat is correlated with the presence of coronary
artery calcification.18 Additional studies have identified an associ-
ation between pericardial fat and the severity of coronary artery
disease.22,23 Taken together, these findings support the hypothesis
that the magnitude of perivascular fat tissue may be a determinant
of the extent of atherosclerosis in the coronary arteries.

In contrast, the impact of intrathoracic fat on total CVD,
because of its small volume and lack of close proximity to the cor-
onary arteries, may be limited, despite its correlation with CVD
risk factors. Therefore, the aim of this study was to assess the
association of pericardial, intrathoracic, and visceral abdominal fat
with the prevalence of CVD in the Offspring population of the Fra-
mingham Heart Multi-detector Computed Tomography (MDCT)
Study. We hypothesized that pericardial fat, because it may have
a local effect on the coronary arteries and abdominal VAT and a
systemic effect on atherosclerosis as the largest visceral fat
depot, are associated with total CVD. Further, we hypothesized
that intrathoracic fat, which is a small fat depot not in local ana-
tomic contact with the coronary arteries, would be less likely to
be associated with CVD.

Methods

Study sample
Participants of this study were drawn from the Framingham Heart
MDCT Study sample. Offspring participants underwent MDCT
imaging between June 2002 and April 2005. Exclusion criteria were
pregnancy, age ,40 years for women and age ,35 years for men,
and weight .320 pounds. Study design has been described
previously.24,25

Overall, 1422 subjects underwent CT scanning of the chest and
abdomen between June 2002 and April 2005. Of these, 1342 had non-
missing or interpretable pericardial fat, intrathoracic fat, and VAT
measures, and 1320 of those attended the seventh examination
cycle. Of the remaining 1320, 47 subjects were excluded due to a
history of prior open heart surgery, and an additional six subjects
were excluded due to a missing covariate profile, resulting in a total
sample size of 1267 participants.

The study was approved by the Institutional Review Boards of the
Boston University Medical Center and the Massachusetts General
Hospital. All subjects provided written informed consent.

Multi-detector computed tomography
imaging protocol
Participants underwent radiographic assessment of their chest and
abdomen in the supine position within one procedure using an eight-
slice MDCT scanner (LightSpeed Ultra, General Electric, Milwaukee,
WI, USA). The thoracic scan was performed during inspiratory
breath hold, with an average scan length of 18 s (tube voltage
120 kVp, tube current 320 mA ,220 lbs and 400 mA .220 lbs,
gantry rotation time 500 ms, temporal resolution 330 ms). Image
acquisition was prospectively triggered with the centre of the acqui-
sition at 70% of the R-R-interval. Images were reconstructed with a
slice thickness of 2.5 mm without overlap and a field of view of
25 cm. On average, 48 contiguous slices were taken for volume cover-
age from the carina to the diaphragm. For the abdominal scan, 25 con-
tiguous slices were reconstructed with a slice thickness of 5 mm

without overlap, starting 150 mm above the upper edge of S1, and a
field of view of 35 cm (tube voltage: 120 kVp, tube current 320 mA
,220 lbs and 400 mA .220 lbs, gantry rotation time 500 ms, pitch
1.33).

Fat tissue measurements
Pericardial fat, total thoracic fat, and VAT volumes were assessed using
a dedicated workstation (Aquarius 3D Workstation, TeraRecon, San
Matteo, CA, USA). Fat volumes were measured by a semi-automatic
segmentation technique. The reader was required to manually trace
a region of interest. Within the region of interest, fat was defined as
pixels within a window of 2195 to 245 Houndsfield units (HU)
and a window centre of 2120 HU. Pericardial fat volume was
defined as any adipose tissue located within the pericardial sac. Total
thoracic fat volume was defined as any adipose tissue located within
the thorax from the level of the right pulmonary artery to the dia-
phragm and from the chest wall to the descending aorta in addition
to fat inside the pericardial sac (Figure 1). For VAT, the muscular
abdominal wall was manually traced to separate VAT from the subcu-
taneous fat. Inter- and intra-observer reproducibilities were excellent
for VAT (ICC � 0.99),19 pericardial fat (ICC 0.95), and total thoracic
fat (ICC 0.98).18 Intrathoracic fat was defined as the difference
between total thoracic fat and pericardial fat in order to create a
unique fat depot that was non-overlapping with the pericardial fat
compartment. This is in contrast to our prior work in which intrathor-
acic fat referred to total thoracic fat.

Risk factor and covariate assessment
Risk factors and covariates were measured at the seventh examination
cycle (1998–2001). BMI was defined as weight (in kilograms) divided
by the square of height (in metres). WC was measured at the level
of the umbilicus. Fasting plasma glucose, total and high-density choles-
terol, and triglycerides were measured on fasting morning samples.
Diabetes was defined as fasting plasma glucose level of �126 mg/dL
or treatment with either insulin or a hypoglycaemic agent. Hyperten-
sion was defined as systolic blood pressure above 140 mmHg, diastolic
blood pressure above 90 mmHg, or treatment. Participants were con-
sidered current smokers if they had smoked at least one cigarette per
day within the previous year. Alcohol use was defined as a consump-
tion of more than seven drinks per week for women and more than 14
dinks per week for men. Women were considered menopausal if their
periods had stopped for �1 year.

CVD included coronary heart disease (CHD, defined as recognized
or unrecognized myocardial infarction, stable or unstable angina pec-
toris, and coronary insufficiency), stroke (defined as atherothrombotic
infarction, transient ischaemic attack, cerebral embolism, intracerebral
haemorrhage, and subarachnoid haemorrhage), intermittent claudica-
tion (defined as the presence of exertional calf discomfort that was
relieved with rest), and congestive heart failure (CHF, defined as the
presence of two major criteria or one major and two minor criteria
according to the Framingham Heart Study criteria for the diagnosis
of CHF26). All suspected CVD events were previously adjudicated
by a panel of three Framingham investigators after review of all avail-
able Framingham Heart Study examination records, hospitalization
records, and physician notes, as described previously in detail.27

Statistical analysis
Pericardial fat, intrathoracic fat, and visceral abdominal fat were nor-
mally distributed. Associations between the fat tissues were assessed
using the Pearson’s correlation coefficient. Associations between the
amount of each fat depot and the prevalence of CVD were assessed
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using multivariable logistic regression. First, all fat depots were standar-
dized to a mean of 0 and a standard deviation of 1 to facilitate direct
comparisons of effect sizes across different fat depots. For models
examining CVD as an outcome, we made the following covariate
adjustments: (i) age and sex adjustment; (ii) age, sex, BMI, and WC
adjustment; (iii) age, sex, BMI, WC, and multivariable adjustment,
including systolic blood pressure, hypertension treatment, total choles-
terol/HDL cholesterol, lipid-lowering therapy, diabetes, smoking,
alcohol use, menopausal status, and hormone replacement therapy.
Separate logistic regression analyses were preformed for each fat
tissue. To assess for a potential clustering of the data due to subjects
from the same family, we determined the P-values for the association
of pericardial fat, intrathoracic fat, and VAT with overall CVD using
general estimate equations (GEEs). For the GEE, we assumed the
exchangeable compound symmetry correlation structure between
members of the same nuclear family, and robust standard errors
were used. In GEE, we observed similar P-values and statistical signifi-
cance for the same models as using generalized linear models. For the
three fat variables of interest (pericardial fat, intrathoracic fat, and
VAT), we assess if there was a significant quadratic trend. For all
three variables, the quadratic trend was not significant (P . 0.14).

In secondary analyses, we tested the association of pericardial fat
and VAT with CHD, myocardial infarction, and stroke. Because of
the relatively small number of events (myocardial infarction, n ¼ 39
and stroke, n ¼ 19), these models were limited to the following
covariate adjustments: (i) age and sex; (ii) age, sex, BMI, and WC.

Sex interaction was tested in all models. SAS version 9.13 was used
for all computations. A two-tailed P-value of ,0.05 was considered
statistically significant.

Results
Overall, 1267 participants (mean age: 60 + 9 years, 53.8%
women) were included in this evaluation. Mean pericardial fat
volume was 124 + 50 cm3, mean intrathoracic fat volume was
115 + 63 cm3, and mean visceral abdominal fat volume was
2091 + 1099 cm3. Detailed sample characteristics are shown in
Table 1. The three fat depots were highly correlated (Pearson’s

correlation coefficient: 0.68 for pericardial fat vs. intrathoracic
fat, 0.63 for pericardial fat vs. VAT, and 0.74 for intrathoracic fat
vs. VAT; P , 0.001 for all).

Fat depots and the association with
cardiovascular disease
In an age- and sex-adjusted model, both pericardial fat and VAT
but not intrathoracic fat were significantly associated with CVD
(Table 2). The association of pericardial fat and visceral abdomi-
nal fat remained statistically significant after further adjustment
for BMI and WC, but was attenuated after multivariable adjust-
ment. There was no statistically significant difference in the
magnitude of the associations between pericardial fat and
VAT with CVD (P ¼ 0.99 for the model adjusted for age and
sex).

Visceral fat tissues and the association
with coronary heart disease, myocardial
infarction, and stroke
After observing a significant association of pericardial fat and VAT
with overall CVD, we performed secondary analysis to further
investigate the association of both fat tissues with CHD and myo-
cardial infarction as an outcome variable that may be influenced by
a potential local effect of pericardial fat and stroke as an outcome
variable that is influenced by a systemic effect of VAT but is not as
likely to be influenced by pericardial fat.

Both pericardial fat and VAT were significantly associated with
the prevalence of CHD in an age- and sex-adjusted model and
after further adjustment for BMI and WC. However, associations
were stronger for pericardial fat than for VAT.

In an age- and sex-adjusted model, both pericardial fat and VAT
were significantly associated with the prevalence of myocardial infarc-
tion. This association remained significant for pericardial fat after
further adjustment for BMI and WC, but was not significant for VAT.

Figure 1 Pericardial fat and intrathoracic fat in an axial image, showing that the pericardial sac was defined as the border between pericardial
and intrathoracic fat (A) and three-dimensional reconstructions of pericardial fat (B) and total thoracic fat (C). Intrathoracic fat was calculated by
subtracting pericardial fat from total thoracic fat. For this subject, pericardial fat volume was 153 cm3, intrathoracic fat volume was 287 cm3, and
VAT volume was 1865 cm3.
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Only VAT but not pericardial fat was associated with stroke in
an age- and sex-adjusted model. The association of VAT with
stroke remained statistically significant after further adjustment
for BMI and WC (Table 3).

There was no significant sex interaction for any fat depot
(P . 0.07 for all age- and sex-adjusted models).

Discussion
In this cross-sectional study, we examined associations of pericar-
dial fat, intrathoracic fat, and VAT with CVD in a community-based
sample and found that pericardial fat and VAT were both associ-
ated with CVD in age- and sex-adjusted models. These associ-
ations remained significant after adjustment for BMI and WC.

The finding that pericardial fat, a very small fat depot, is associ-
ated with CVD supports the hypothesis that pericardial fat may
have a paracrine role in the pathogenesis of CVD. In contrast,
the strong association of VAT with CVD is likely due to powerful
associations between VAT and CVD risk factors, including hyper-
tension, dyslipidaemia, and diabetes, that we and others have
reported previously, suggesting that VAT has systemic effects as
a pathogenic fat depot. These hypotheses are supported by our
finding that pericardial fat is predominantly associated with CHD
and myocardial infarction, whereas only VAT is associated with
stroke. However, the lacking association of pericardial fat with
stroke may be caused by a smaller number of strokes compared
with myocardial infarction (MI). The finding that pericardial fat
and VAT were similarly associated with overall CVD may indicate
that the potential paracrine effect of pericardial fat and the sys-
temic effect of VAT might be of comparable effect size.

However, associations were attenuated upon adjustment for CVD
risk factors, suggesting that ultimately relations between fat depots and
CVD are due to shared risk factors. Also, we cannot rule out that
several findings may be influenced by diminished statistical power to
detect modest effect sizes. Further, the association between pericar-
dial fat, VAT, and CVD events may be mediated via shared risk factors
in the pathogenesis between fat depots and actual events.

Notably, we observed different associations to CVD of
pericardial fat, intrathoracic fat, and VAT, despite their close
correlation.
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Table 2 Association of pericardial fat, intrathoracic fat, and visceral abdominal fat with cardiovascular disease per
standard deviation of fat tissuea

Models for all three exposures Pericardial fat VAT Intrathoracic fat

Odds ratio (95% CI) P-value Odds ratio (95% CI) P-value Odds ratio (95% CI) P-value

Age and sex 1.32 (1.11–1.57) 0.002 1.35 (1.11–1.57) 0.003 1.14 (0.93–1.39) 0.22

Age, sex, BMI, and WC 1.31 (1.08–1.59) 0.006 1.46 (1.11–1.92) 0.007 1.08 (0.85–1.59) 0.54

Age, sex, BMI, WC, and multivariable
adjustmentb

1.17 (0.95–1.45) 0.14 1.23 (0.92–1.63) 0.16 0.96 (0.75–1.24) 0.76

BMI, body mass index; WC, waist circumference; VAT, visceral abdominal fat; CI, confidence interval.
aAll fat depots have been standardized to a mean of 0 and standard deviation of 1 to facilitate comparisons across depots.
bIncludes systolic blood pressure, hypertension treatment, total cholesterol/HDL, lipid-lowering therapy, diabetes, smoking, alcohol use, menopausal status, and hormone
replacement therapy.
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Table 1 Study sample characteristics

Characteristic n 5 1267

Age (years) 60 + 9

Women (%) 53.8 (682)

Body mass index (kg/m2) 28.2 + 5.1

Waist circumference (cm) 94.2 + 13.7

Pericardial fat (cm3) 124 + 50

Intrathoracic fat (cm3) 115 + 63

Visceral abdominal fat (cm3) 2091 + 1099

Systolic blood pressure (mmHg) 126 + 18

Hypertensive treatment (%) 29.1 (369)

HDL cholesterol (mg/dL) 53.2 + 16.0

Total cholesterol (mg/dL) 201 + 36

Lipid-lowering treatment (%) 18.4 (233)

Diabetesa (%) 9.8 (124)

Smoking (%)

Current 10.2 (129)

Former 51.9 (657)

Never 38.0 (481)

Alcohol useb (%) 16.3 (207)

Post-menopausal (%) 82.7 (564)

Hormone replacement therapy (%) 36.7 (250)

All CVD (%) 9.7 (123)

CHD (%) 6.3 (80)

Myocardial infarction (%) 3.1 (39)

Stroke (%) 1.5 (19)

CHF (%) 0.2 (3)

Intermittent claudication (%) 1.9 (24)

Data presented as mean+standard deviation for continuous traits or per cent (n)
for dichotomous traits. CVD, cardiovascular disease; CHD, coronary heart
disease; HDL, high density lipoprotein; CVD, cardiovascular disease; CHF,
congestive heart failure.
aDefined as fasting plasma glucose �126 mg/dL or treatment with either insulin or
a hypoglycaemic agent.
bDefined as more than 14 drinks per week (men) or more than seven drinks per
week (women).
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In the context of the current literature
Our finding that pericardial fat is associated with the prevalence of
CVD and myocardial infarction after adjustment for age and sex
and traditional measures of obesity are supported by our prior
work, demonstrating a significant association of pericardial fat
volume with traditional risk factors and the presence of coronary
artery calcium.18 Likewise, Taguchi et al.22 found a significant
association between pericardial fat volume and the prevalence
of coronary artery disease in non-obese Japanese subjects. In a
study of 203 participants from Korea, a close association
between epicardial fat thickness and the severity of coronary
artery disease was found.23 Overall, our results are consistent
with the hypothesis that perivascular fat may be associated with
local vascular injury. In this context, our observation that VAT
and stroke are strongly associated warrants further exploration.

Potential mechanisms
The specific composition and metabolic activity of visceral fat tissues
such as pericardial fat and VAT are widely recognized as differing
from subcutaneous fat. Visceral fat tissues have smaller adipocyte
size,28 higher protein content,29 high rate of fatty acid incorpor-
ation,30 and fast insulin-induced fatty acid breakdown29 and
secrete several pro- and anti-inflammatory mediators and cyto-
kines such as adiponectin, interleukin-6, and TNF-a.10–16,21,31

The amount of adiponectin, a stabilizer of the inhibitor of NF-kB
released from pericardial fat,11 decreases with an increased
amount of fat.32 The decrease in adiponectin enhances the activity
of NF-kB, which leads to an increase in TNF-a and hence to a local
increase of inflammation.11 A mismatch of pro- and anti-
inflammatory mediators and cytokines secreted by pericardial fat
is suspected to have a local influence on the underlying coronary
arteries. Increased CD45 mRNA expression in the pericardial fat
of subjects with coronary artery disease, representing elevated
macrophage infiltration,13 and an increase in mast cells in the
adventitia of coronary lesions14 have been observed. The hypoth-
esis of an impact on local inflammation of pericardial fat and its role
in the pathogenesis of atherosclerosis of the coronary arteries are
supported by our findings.

Despite the relative size, VAT differentiates from pericardial fat in
blood supply and drainage. Intra-abdominal mesenteric fat (VAT)

has a circulatory communication path to the liver via the portal
circulation and thus may be highly associated with insulin resistance
of the liver and hepatic production of inflammatory factors such as
high sensitivity-C-reactive protein. VAT is associated with metabolic
risk factors,5,15,16,31,33–36 traditional CVD risk factors,19 and systemic
inflammatory markers.21 These associations further emphasize the
importance of VAT as a mediator of systemic CVD risk factors.

In contrast, intrathoracic and pericardial fat depots are substan-
tially smaller than VAT and are unlikely to release substances that
can be detected systemically. Therefore, their hypothesized role is
more likely to be paracrine via their local effect on inflammation in
the underlying tissue.10,13,14,21

Implications
Together with our previous findings of visceral fat tissues being
associated with risk factors and vascular calcification,18,19 these
findings suggest that visceral fat depots are associated with CVD.
Further research is warranted to establish the incremental value
of fat measurements to traditional CV risk factors and the causal
relationship between pericardial fat and VAT and the development
of CVD.

Strength and limitations
The strengths of our study include a community-based sample not
selected for adiposity-related traits. Fat volumes were quantified
using a highly reproducible volumetric CT-based measure. Limit-
ations of our study include the predominantly white Framingham
Offspring Study, hence generalization to other ethnic groups is
uncertain. Also, we were only able to assess prevalent CVD and
by definition could not assess the relation between fat depots
and fatal CVD. Given the cross-sectional study design, we cannot
establish causality. Although our data are plausible with the biologi-
cal hypothesis, a cause-and-effect relationship between pericardial
fat and myocardial infarction cannot be established in this cross-
sectional study. However, our results are consistent with our pre-
vious data, describing a cross-sectional association of pericardial fat
and coronary artery calcium in subjects without known CVD. We
included individuals with CHF as outcomes and recognize that these
patients may have an underlying pathology different from CAD.
However, there were only three participants with CHF: one
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Table 3 Association of pericardial fat and visceral abdominal fat with coronary heart disease, myocardial infarction, and
stroke per standard deviation of fat tissuea

Pericardial fat VAT

OR (95% CI) P-value OR (95% CI) P-value

CHD Age and sex adjusted 1.97 (1.32–2.94) 0.0009 1.34 (1.09–1.66) 0.006
Age, sex, BMI, and WC adjusted 1.92 (1.23–3.02) 0.004 1.36 (1.02–1.82) 0.04

Myocardial infarction Age and sex adjusted 1.48 (1.15–1.90) 0.002 1.55 (1.14–2.11) 0.005
Age, sex, BMI, and WC adjusted 1.37 (1.03–1.82) 0.03 1.38 (0.91–2.08) 0.13

Stroke Age and sex adjusted 1.43 (0.99–2.07) 0.06 1.82 (1.18–2.80) 0.006
Age, sex, BMI, and WC adjusted 1.29 (0.85–1.98) 0.23 1.83 (1.01–3.30) 0.046

CHD, coronary heart disease; BMI, body mass index; WC, waist circumference; VAT, visceral abdominal fat; CI, confidence interval.
aAll fat depots have been standardized to a mean of 0 and standard deviation of 1 to facilitate comparisons across depots.
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patient had angina pectoris about 2 years after the CHF occurred;
one patient had an MI about 10 years before the CHF occurred,
and the third patient only had CHF. Thus, it is unlikely to have
affected our results. Further, we excluded all participants who
had previously undergone cardiac bypass surgery, due to the
unreliability of pericardial fat in this setting. Therefore, we have
excluded participants with the most informative physiology and
biased our results towards the null. A further limitation of our
study is the diminished statistical power to detect modest effect
sizes. Thus, our findings that need to be confirmed in studies
with larger numbers of CVD events, including prospective
studies, are warranted to determine whether metabolic fat
depots are independently associated with CVD after adjustment
for traditional CVD risk factors.

Conclusion
Pericardial fat and VAT, but not intrathoracic fat, are associated
with CVD independent of traditional measures of obesity.
However, none of these fat depots are independently associated
with CVD after further adjustment for traditional risk factors.
Taken together with our prior work, these findings may support
the hypothesis that pericardial fat contributes to coronary athero-
sclerosis but needs to be confirmed in larger studies.
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Paracardiac mass with possible cardiac infiltration: the incremental clinical
value of multimodality non-invasive imaging
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An asymptomatic 24-year-old man
was referred for further investi-
gation with an incidental finding of
a mass over the left heart border
on an immigration chest X-ray
(Panel A). Physical examination
and laboratory results were
normal. Transthoracic echocardio-
gram showed a cystic structure
along the anterolateral left ventri-
cular (LV) border with no pericar-
dial effusion (Panel B). A CT scan
showed a lobulated mass in the
anterior and middle mediastinum.
Cardiac infiltration could not be
excluded (Panel C), resulting in an
MRI being performed.

On cardiac MRI, flattening of the
anterolateral LV wall with free move-
ment of the LV myocardium against
the lesion was noted (Panel G).
Although heterogenous in signal,
the T1 sequences (Panel D)
showed that the mass was isointense
to myocardium but had increased
signal intensity with STIR sequences
(Panel E). Myocardial tagging with
breaking of tag lines at end systole
suggested that there was no infiltra-
tion of the myocardium (Panel F).

This information assisted the surgical team in pre-operative planning; at resection, the mass was found to be well circumscribed
without myocardial involvement.

Pathological findings were of a cystic-encapsulated structure attached to the thymus gland, measuring 7 � 6.5 � 3 cm. Histological
specimens showed an encapsulated tumour with lobulation of architecture, fibrous septation, and a biphasic composition of small lym-
phocytes and polygonal epithelial cells consistent with thymoma (Panels H and I). No invasion of mediastinal fat was identified.

This case serves to highlight the incremental clinical value of non-invasive imaging modalities in delineating cardiac involvement of
paracardiac masses.

Published on behalf of the European Society of Cardiology. All rights reserved. & The Author 2009. For permissions please email: journals.permissions@oxfordjournals.org.
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Objective. Delay to medical care after sexual assault can be associated with adverse consequences for the
assault survivor. Few studies examine factors associated with timely presentation to care after sexual assault.
Using data from the Massachusetts Sexual Assault Nurse Examiner (SANE) program, we examine sexual
assault and survivor characteristics and their association with time to presentation after sexual assault.

Method. Cross-sectional data were collected during forensic exam for all patients presenting to 24 SANE-
affiliated hospitals in Massachusetts between July 2003 and June 2005. Data included patient demographics,
assailant information, and assault characteristics. A Cox proportional hazards model described factors

associated with delayed presentation for post-assault care.

Results. 478 females presented to SANE hospitals over two years. 66% were white, non-Hispanic; 14%
Hispanic and 13% black; 39% were between 18 and 24 years old. The median time from onset of assault to
presentation was 16 h. In multivariable analysis, assault by a known assailant was associated with delayed
presentation (hazard ratio=0.71, 95% confidence interval=0.57, 0.88).

Conclusion. Most women who present for exam following sexual assault do so expeditiously. If an
assailant is a family member or date, a woman is more likely to delay post-assault care. These findings can
inform public health interventions.
© 2009 Elsevier Inc. All rights reserved.
Introduction

Lifetime prevalence of rape is 18% among US adult women, with
annual prevalence between 0.3 (Tjaden and Thoennes, November
1998) and 1.1% (Moracco et al., 2007). Few rape survivors seek
immediate medical attention, even with serious injury (Tjaden and
Thoennes, November 1998). Delayed presentation may result in loss
of forensic evidence and postpones treatment for sexually trans-
mitted infections, postexposure prophylaxis for HIV, and emergency
contraception, which are maximally effective if given early after
assault (Resnick et al., 2000). Rape sequelae include illness and
increased healthcare utilization (Suris et al., 2004). Medical care
early after sexual assault may reduce these sequelae (Resnick et al.,
2000).

Little prior data describes factors associated with delay to
presentation for post-assault care. Prior study has retrospectively
compared those who engage in post-assault medical care to non-
ed at the Society of General
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l rights reserved.
presenters (Resnick et al., 2000). In a single institution study (Millar
et al., 2002), severe assault and an unknown perpetrator were
associated with earlier presentation.

Under Massachusetts law, medical providers treating sexual
assault survivors must complete an anonymous forensic encounter
form (Fallon et al., 2006). In Massachusetts, Sexual Assault Nurse
Examiners (SANEs) complete at least 24% of these encounter
forms, (Fallon et al., 2006) covering 24 hospital emergency rooms.
SANEs are more likely than non-SANE providers to provide post-
assault STD prophylaxis and emergency contraception (Campbell
et al., 2005). SANEs collect higher quality forensic evidence. When
cases are prosecuted, SANE exams are associated with more
convictions (Campbell et al., 2005). SANE care may be psycholo-
gically beneficial to sexual assault survivors (Campbell et al.,
2005).

Using data from the Massachusetts SANE program, we describe
characteristics of the assault, assailant and survivor, and examine the
association of these characteristics with time to presentation after
sexual assault.

Methods

Our sample included all subjects for whom a forensic encounter form was
submitted by a SANE for the two-year period from July 2003 through June 2005. We
limited analyses to female assault survivors age 12 and older.

mailto:jsm31@psu.edu
http://dx.doi.org/10.1016/j.ypmed.2009.03.016
http://www.sciencedirect.com/science/journal/00917435


Table 1
Females presenting to Massachusetts emergency rooms, SANE forensic encounter form,
7/03–6/05.

N=478 %

Age
12–17 132 28
18–24 185 39
25–59 153 32
60+ 8 2
Race/ethnicity
White, non-Hispanic 317 66
Hispanic 67 14
Black 60 13
Asian 9 2
Other/unsure 25 5
Assault location
House/dorm 310 65
Outdoors 64 13
Other/unsure 104 22
Region (N=465)
Boston 126 27
Central 11 2
Northeast 61 13
Southeast 179 38
Western 88 19
Penetration 471 99
Ejaculation 467 98
Severe violence 217 45
Verbal threat 137 29
Intoxicant exposure 76 16
More than 1 assailant
Yes 76 16
No 337 71
Unknown 65 14
Perpetrator relationship
Stranger 158 33
Family 23 5
Acquaintance/date 238 50
Other/unsure 59 12
Condom use
Yes 64 13
No 234 49
Unsure/unknown 180 38

Median IQR
Hours to ED presentation (n=392) 15.5 6.08–31.25

Minimum, maximum Range
0.5, 117 116.5

SANE = sexual assault nurse examiner.
IQR = interquartile range.
ED = emergency department.

Table 2
Time to presentation after sexual assault, females presenting to Massachusetts
emergency rooms, SANE forensic encounter form, 7/03–6/05 (N=392).

Variable Number Total person-hours aHR 95% CI

White, non-Hispanic 267 6071 1.20 0.95 1.53
Nonwhite 125 3147 Ref.
Age 12–17 110 2744 0.92 0.72 1.18
Adult 277 6291 Ref.
Known assailant 215 5552 0.71a 0.57a 0.88a

Unknown assailant 133 2460 Ref.
Severe violence 181 3786 1.12 0.88 1.41
No severe violence 211 5432 Ref.
Verbal threat 115 2251 1.29a 1.00a 1.65a

No verbal threat 277 6967 Ref.
Intoxicant exposure 67 1708 0.83 0.60 1.14
No intoxicant exposure 325 7510 Ref.

SANE = sexual assault nurse examiner.
aHR= adjusted hazard ratio. An adjusted hazard ratio of less than one indicates a delay
to presentation for care compared to the reference group, whereas an adjusted hazard
ratio of greater than one indicates earlier presentation to care compared to the
reference group.
CI = confidence interval.

a pb0.05.
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Dependent variable: Time to presentation was measured as the difference in hours
between assault time and date and time and date of presentation for SANE exam,
recorded on the forensic encounter form.

Independent variables: Age was categorized based Massachusetts Rape Crisis
Center groupings as 12–17, 18–24, 25–59 and 60 years or greater. Assault survivors
reported number of assailants and relationship of the assailant to the survivors
(stranger, family member, or date or acquaintance).

We created dichotomous variables based on theoretical (common characteristics)
and statistical (cells with small numbers) factors: race/ethnicity (white, non-Hispanic
versus nonwhite); age (teenage [ages 12–17] versus adult [18 or older]), relationship of
the assailant to the survivor (known [family, date or acquaintance] versus unknown),
severe violence (beating, physical restraints, burns, bites or use of a weapon versus
none), verbal threats (versus none), intoxicant exposure (voluntary or involuntary use
of intoxicants including alcohol versus none), assault surroundings (home or dorm
versus another location), and multiple assailants (greater than one versus one).

Statistical analyses

We computed frequencies for categorical data. For continuous variables, we
computed means with standard deviations for parametric and medians with
interquartile ranges for nonparametric distributions.

We used the Cochrane–Mantel–Hantzel chi-square test to perform bivariate tests of
whether pertinent assault characteristics (severe violence, verbal threats, intoxicant
exposure, assault surroundings, and multiple assailants) differed by age or race/
ethnicity of the assault survivor, or by the relationship of the assailant to the survivor.

To determine the factors associated with time to presentation after sexual assault,
we performed bivariate comparisons of median time to presentation using the
Wilcoxon Rank Sum. A Cox proportional hazards model described independent factors
associated with time to presentation. A decreased hazard ratio for presenting to the
emergency department is indicative of a relative delay in presentation among those
who are positive relative to those who are negative on a given factor.

Our final model included prespecified demographic criteria (age and race/
ethnicity) and all variables with pb0.10 in bivariate analyses. To confirm the robustness
of our variable selection, we used multiple selection procedures including stepwise
(entry criterion pb0.05, retention criterion pb0.10), backwards (retention criterion
pb0.10), and best subsets selection. Although assault in a house or dormwas significant
in bivariate analysis, we excluded this from the multivariable model due to high
association with the known assailant variable (χ2=54, pb0.001). All analyses were
performed using SAS software, Version 9 (SAS Institute, Cary, NC).

Results

During the two-year interval, 478 SANE forensic encounter forms
were filed on women. Assault characteristics are shown in Table 1.

In bivariate associations, 55% of those who reported a known
assailant reported severe violence, compared to 44% of those who did
not know their assailant (pb0.01). Teenagers (age 12–17) were more
likely to be assaulted by more than one assailant compared to adults,
(OR=2.15, 95% CI=1.28, 3.62). Subjects assaulted in a house or dorm
were more likely to know their assailant (OR=4.07, 95% CI=2.73,
6.07). None of the remaining bivariate associations was significant.

Time to presentation data were available for 392 subjects. There
were no significant differences in assault characteristics or demo-
graphics between these 392 subjects and those for whom time to
presentation datawere not available. Themedian time to presentation
was 16 h; 95% presented within 72 h.

Analysis of bivariate comparisons of median time to presentation by
potential explanatory variables yielded the following: severe violence
was associated with earlier presentation (median time 13 h versus 17 h
among those not reporting severe violence, pb0.01), verbal threatswere
associated with earlier presentation (10 h versus 17 h, pb0.01).
Intoxicant exposure (18 h versus 14 h, pb0.05) and assault at home
(16 h versus 12 h, pb0.05) were associated with later presentation. A
known assailantwas suggestive of an associationwith later presentation
(17 h versus 15 h, p=0.056). White, non-Hispanic race/ethnicity,
teenage status, penetration, ejaculation, condom use, and multiple
assailants were not significantly associated with time to presentation.

Table 2 shows multivariable analysis for time to presentation. A
known assailant was associated with delayed presentation to the
emergency department, and verbal threats were associated with
earlier presentation. The remaining covariates were not indepen-
dently associated with time to presentation.
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Discussion

Among women who present for SANE evaluation following sexual
assault in Massachusetts, most do so expeditiously. Most of our
sample would be eligible for collection of forensic evidence,
emergency contraception (Resnick et al., 2000), and HIV chemopro-
phylaxis (Smith et al., 2005), all recommended within 72 h of sexual
assault. This is important given the high rates of body cavity
penetration and ejaculation and low rate of condom use among
perpetrators in this cohort.

The high rate of severe violence (55%) reported by subjects who
knew their assailants contests the conventional view that severe
violence is associated with stranger assault (Stermac et al., 1995).
However, need for medical care due to severe violence may
differentially increase presentation for care among subjects who
know their assailants. Concordant with prior report, (McDermott et
al., 2008, Resnick et al., 2000) our data indicate that a majority of
assault survivors knew their assailant.

Study limitations and strengths

Our data have several limitations. Providers may underreport
treatment of sexual assault survivors. These data reflect a portion of
those sexual assault survivors who present for post-assault care, and
may not be generalizable to survivors who present to non-SANE
hospitals or who do not present for immediate care.

Older persons are underrepresented in our data (2% over age 60)
compared to census data for Massachusetts in 2005 (12%). However,
the frequency of sexual assault among older persons in our study is
similar to previous data (Zink and Fisher, 2006), and consistent with
prior report that younger individuals are disproportionately likely to
be sexually assaulted (McDermott et al., 2008). Frequency of Black
(13%) or Hispanic (14%) race/ethnicity is identical to census data. Our
data indicate a lower rate of intoxicant exposure (16%) compared to an
Irish sample (32%, McDermott et al., 2008).

The strongest independent predictor of delay to presentationwas a
known assailant. These data are a logical extension of prior report that
women assaulted by intimates are less likely to ever seek medical care
(Resnick et al., 2000).

Conclusions

Because most sexual assailants are known to survivors, delaying
care among those who know their assailant reflects a substantial
public health risk. Preventive efforts must include public health
campaigns to better inform survivors that assault by a known assailant
is a crime, and early access to medical care may mitigate adverse
outcomes.
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Sexual Assault in the Military and Its Impact on Sexual
Satisfaction in Women Veterans: A Proposed Model
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Abstract

Aims: Sexual assault in the military (SAIM) is associated with decreased sexual satisfaction. However, mediators
of this association have not been fully described.
Methods: Using a retrospective analysis of cross-sectional data collected for the national Veterans Affairs (VA)
Women’s Health Survey, we propose a mediator model to explain the association between SAIM and decreased
sexual satisfaction among women veterans. Four mediators of the association between SAIM and decreased
sexual satisfaction are tested: (1) emotional health-related quality of life, (2) physical health-related quality of life,
(3) lack of a close partner, and (4) gynecological illness. These mediators were chosen to encompass independent
domains potentially relevant to sexual satisfaction, including emotional, physical, and relational.
Results: Of 3161 women (87%) who answered the sexual satisfaction question, the mean age was 45 (SD 15)
years; 85% were white. Twenty-four percent reported a history of SAIM, and 39% reported sexual dissatisfaction.
In age-adjusted logistic regression analyses, both SAIM and sexual dissatisfaction were strongly associated with
each of the proposed mediators. However, of the four mediators, emotional health-related quality of life most
strongly attenuated the association between SAIM and sexual dissatisfaction. After including all mediators, the
association between SAIM and decreased sexual satisfaction was markedly attenuated.
Conclusions: SAIM’s negative impact on sexual satisfaction in women veterans operates both directly and
through its physical and mental health sequelae. Of the proposed mediators in this association, the most
prominent is mental health-related quality of life; the other proposed mediators were minimally related.

Introduction

Sexual satisfaction is a complex construct that incor-
porates multiple domains, including physical and emo-

tional satisfaction with sexual activity and satisfaction with
sexual interpersonal relationships.1–5 Sexual satisfaction is
defined as ‘‘an affective response arising from one’s subjec-
tive evaluation of the positive and negative dimensions
associated with one’s sexual relationship’’6 but may incorpo-
rate both partnered sexual activity and self-stimulation.2 Al-
though sexual satisfaction is increasingly acknowledged as an
important domain of health-related quality of life7 and emo-
tional and relational health,8 the correlates of sexual satisfac-
tion are not well described.2

Women veterans report high rates of decreased sexual sat-
isfaction.9,10 This may be due to the disproportionate burden
of risk factors for sexual dissatisfaction found among women
veterans. A history of sexual assault in the military (SAIM) is
unique to women veterans and highly associated with de-
creased sexual satisfaction.10 SAIM may be more traumatizing
than other forms of sexual violence because of assault by a
close or trusted colleague, use of a weapon, or perception of
inadequate response by the judicial system.11 More than half of
the women who report a history of SAIM were not satisfied
with their sex life, compared with 34% of women who did not
report a history of SAIM.10 Sexual trauma may predispose to
decreased sexual satisfaction through interference with sev-
eral domains of sexual satisfaction, including emotional

1Pennsylvania State University College of Medicine, Hershey, Pennsylvania.
2Boston University School of Medicine, Boston, Massachusetts.
3VA Boston Healthcare System and Boston University School of Public Health, Boston, Massachusetts.
4Lahey Clinic, Burlington, Massachusetts.

JOURNAL OF WOMEN’S HEALTH
Volume 18, Number 6, 2009
ª Mary Ann Liebert, Inc.
DOI: 10.1089=jwh.2008.0987

901



satisfaction, physical sexual function, including gynecological
functioning, and relational and interpersonal satisfaction.

SAIM is highly associated with adverse mental health
consequences.12,13 Sexual assault is associated with post-
traumatic stress disorder (PTSD) at higher rates than are
found in victims of other types of physical violence,14,15 and
military sexual trauma more strongly predicts the develop-
ment of PTSD than other types of trauma.16–18 Mental health
disorders are highly associated with decreased sexual func-
tioning,11,12,19–22 which may reciprocally lower satisfaction
with emotional elements of sexual life.

Medical sequelae of sexual trauma include physical in-
juries, a greater burden of chronic somatic complaints,11,23 and
decreased overall health-related quality of life.23 Increased
physical illness24,25 and decreased health-related quality of
life26 are likewise associated with sexual dysfunction. Sa-
tisfaction with physical aspects of sexuality may be compro-
mised by physical illness and overall decreased health-related
quality of life, which can result from sexual trauma.

An extensive literature describes the adverse impact of
sexual assault on gynecological and reproductive functioning.
Chronic gynecological complaints are common among rape
survivors,27,28 many of whom suffer vaginal and perineal
tears and the late sequelae of sexually transmitted diseases
(STDs).23 Sequelae of rape that may directly affect sexual
satisfaction include lack of pleasure with a sexual encounter
and dyspareunia.27–29 Other medically unexplained gyneco-
logical complaints that are strongly associated with sexual
assault history include unexplained menstrual irregularity,27

dysmenorrhea,27 and increased hysterectomy.30 The role of
medically unexplained gynecological symptoms as a potential
mediator for sexual dissatisfaction has not been established.

Traumatic experiences adversely affect interpersonal rela-
tions among trauma survivors,31,32 including disruption in
the ability to form close partnerships. Relational factors, such
as intimacy,4 marital stability and quality,33 marital satisfac-
tion,1 and satisfaction with nonsexual aspects of a relation-
ship,1 are associated with sexual satisfaction. Thus, trauma
may mediate decreased sexual satisfaction through its effect
on the relational domain of sexual satisfaction.

Prior work has linked decreased emotional health, de-
creased physical health, including gynecological function,
and disrupted interpersonal relations to both sexual trauma
and sexual dissatisfaction. However, these factors have never
previously been assessed for their potential mediation of the
association between sexual trauma and sexual dissatisfaction.
In this study, we develop and test a conceptual model to de-
scribe the association of SAIM and sexual dissatisfaction
through four proposed mediators: (1) lower emotional health-
related quality of life, (2) lower physical health-related quality
of life, (3) gynecological problems, and (4) disruption in in-
terpersonal relationships as measured by lack of a close
partner. We use the data of Skinner et al.9–12 to examine the
hypothesis that these physical and psychosocial correlates of
sexual trauma mediate the association between SAIM and
decreased sexual satisfaction among women veterans.

Materials and Methods

Subjects

We used data from the Veterans Affairs (VA) Womens’
Health Project, a cross-sectional, national survey of 3632

women veterans11 that was designed to characterize the
health-related quality of life of women who use VA ambula-
tory services. The design of this study has been described in
detail elsewhere.9 Briefly, a randomly selected subset of all
women veterans who had at least one outpatient VA visit
between July 1, 1994, and June 30, 1995, was identified. Eli-
gible subjects were mailed a self-administered questionnaire
and returned it in a postage-paid envelope.

Dependent variable

Sexual satisfaction was measured using a single, face-valid,
item asking: Overall how satisfied are you with your sex life?
1, very dissatisfied; 2, dissatisfied; 3, satisfied; 4, very satisfied.
Responses were dichotomized into satisfied (answer 3 or 4)
vs. dissatisfied (1 or 2), as described in other studies.2,7,34 The
sexual satisfaction construct is deliberately broad to measure
the emotional, physical, gynecological, and relational do-
mains relevant to sexual satisfaction. Use of a single, face-
valid item to measure overall sexual satisfaction has been
correlated in other studies to domains of functional sexuality,
including sexual interest and number of daily sexual
thoughts,34 and relational and emotional factors, including
family affection and partner initiation and communication.2

Independent variable

Self-reported SAIM was measured by an affirmative re-
sponse to the question: Did you ever have an experience
where someone used force or the threat of force to have sexual
relations with you against your will while you were in the
military?11,12 This definition conforms to the U.S. Merit Sys-
tem Protection Board guidelines.12

Mediator variables

We defined four potential mediators of the association be-
tween SAIM and sexual satisfaction: emotional health-related
quality of life, physical health-related quality of life, gyneco-
logical illness, and absence of a close partner.

Emotional health-related quality of life was measured with
the mental health composite score (MCS), and physical
health-related quality of life was measured with the physical
health composite score (PCS) of the Short Form (SF)-36. The
SF-36 is composed of eight subscales that aggregate to two
higher-order clusters. Vitality, social functioning, role limita-
tions due to emotional health, and mental health aggregate to
the MCS. Physical functioning, role limitations due to physi-
cal functioning, bodily pain, and general health aggregate to
the PCS. Reliability statistics for these measures exceed 80%,
and validity has been established by comparison of these
measures to other accepted clinical indicators for multiple
disease states.35–37 In these measures, scores range from 0 to
100, with a higher score indicating a more favorable health
state.

Gynecological illness was a composite variable created by
endorsing at least one of the following gynecological condi-
tions: current endometriosis; vaginitis or yeast infections;
abnormal, heavy, or irregular periods; chronic pelvic pain or
painful periods; or a history of problems getting pregnant,
hysterectomy, or abnormal Pap smears. In the construction of
the composite gynecological variable, we first indepen-
dently associated each age-adjusted element of the composite
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gynecological variable with sexual trauma and then did the
same for sexual satisfaction. Each element of this composite
variable was significantly ( p< 0.05) and independently as-
sociated with both sexual satisfaction and sexual trauma. All
the associations were in the expected direction (greater gy-
necological complaints among subjects endorsing sexual sat-
isfaction and sexual trauma, respectively), suggesting each
could logically be placed in the mediator pathway.

Close partner was created from two survey line items.
Subjects endorsed that they had a spouse or partner and
subsequently that this spouse or partner was someone they
‘‘feel very close and intimate with.’’ This definition was chosen
because these two face-valid questions incorporate necessary
elements of a published definition of a close interpersonal
relationship, defined as ‘‘repeated interactions over time
characterized by enduring bonds, emotional attachment,
personal need fulfillment and irreplaceability.’’38

Covariates

Covariates included self-reported age, educational status,
household income, and smoking. Alcohol abuse was defined
by a score of three or more on a validated five-item screening
test.12

Statistical methods

We compared demographic variables between sexually
satisfied and dissatisfied women. We used t tests to compare
continuous variables and chi-square to compare frequencies
between categorical variables. An alpha �0.05 determined
significance for all statistics.

To assess the clinical significance of statistical differences,
we calculated an effect size measure. The effect size is a pro-
portion of a standard deviation (SD), defined as the absolute
value of the difference between the mean scores of the satis-
fied vs. dissatisfied women, divided by the SD of the reference
group (satisfied).39 Using previously published guidelines, an
effect size of 0.20–0.40 is considered small, 0.50–0.79 is mod-
erate, and �0.80 is large.40

We used logistic regression to separately model the asso-
ciation between each of the four proposed mediators and the
exposure (SAIM), adjusting for age. We similarly modeled the
association between each proposed mediator and the out-
come (sexual satisfaction), adjusting for age. Lack of an in-
dependent association of any proposed mediator with either
the exposure or outcome would suggest that the proposed
mediator is incorrectly identified as a mediator.

After determining that each of the mediators was inde-
pendently associated with both SAIM and sexual satisfaction,
we used a nested approach to test the proposed mediation
model, fitting a sequence of logistic regression models. In
nested modeling, each successive model includes significant
or prespecified predictors from the previous model and adds
potential predictors from the next domain. We first tested an
unadjusted odds ratio (OR) for decreased sexual satisfaction,
given SAIM (model 1). Next (model 2), we tested and retained
all demographic and health-related variables that changed
this unadjusted effect estimate by �10%. Next we tested four
models, one for each proposed mediator. If a potential me-
diator reduced or eliminated the effect of SAIM on sexual
satisfaction, this was consistent with our hypothesis and re-
tained in our mediator model. If a potential mediator was

either not statistically significantly associated or did not alter
the effect estimate of SAIM on sexual satisfaction by at least
10% or more, it was inconsistent with our model. In our third
model (model 3), we created a fully adjusted model, retaining
all proposed mediators and demographic and health-related
variables that were statistically significant or changed the
unadjusted effect estimate by �10%. All statistical analyses
were run using SAS version 9.1 (SAS Institute, Cary, NC).

Results

As has been reported previously, 3632 women completed
questionnaires, a 58.4% response rate.11 Of these, 3181 women
met inclusion criteria for our analyses, of whom 24% endorsed
a history of SAIM.11

In unadjusted analyses (Table 1), respondents who re-
ported dissatisfaction were more likely than those who re-
ported satisfaction to be older, unmarried, more educated,
and of lower household income. Respondents who reported
dissatisfaction were more likely to endorse more smoking and
alcohol abuse.

All proposed mediators were associated with sexual dis-
satisfaction. The mean mental health composite score among
the sexually satisfied was 44, compared with 35 among the
sexually dissatisfied. The effect size for emotional health-
related quality of life on sexual satisfaction was 0.73, re-
presenting a moderate clinical difference. The mean physical
health composite score among the sexually satisfied was 39,
compared with 37 among the sexually dissatisfied. This effect
size was 0.16, a clinically inconsequential effect.

A high proportion of our sample endorsed any gyneco-
logical problem. However, this was more frequent among the
sexually dissatisfied (86%) than the satisfied (76%). The pro-
portion of respondents endorsing no close partner was greater
among the sexually dissatisfied (46%) versus the satisfied
(25%).

In Table 2, each of the proposed mediators was significantly
associated with both the exposure to SAIM and the outcome
of sexual dissatisfaction (all p< 0.001), and each of the asso-
ciations was in the expected direction. Thus, each of the pro-
posed mediators independently met criteria for inclusion in
our adjusted final model describing the association between
SAIM and sexual satisfaction.

Table 3 shows the results of our nested logistic regression
analyses to determine the association of our proposed medi-
ators between SAIM and decreased sexual satisfaction. In
model 1 (unadjusted), we found that SAIM was associated
with 2.3 greater odds of decreased sexual satisfaction. After
adjusting for demographics, including age, marital status,
race, education, income, and the health behaviors of smoking
and alcohol abuse (shown in model 2), we found modest at-
tenuation of the association of SAIM and sexual dissatisfac-
tion, with SAIM conferring 1.8 greater odds of decreased
sexual satisfaction.

We then created four models, adding each proposed me-
diator independently. Addition of the mental health com-
posite score produced the most marked reduction in the
association between SAIM and sexual dissatisfaction, reduc-
ing the OR from 1.78 to 1.42. This is a 20% change in the
overall effect estimate, suggesting that emotional health-
related quality of life is a substantial mediator of this associ-
ation.
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A substantially smaller effect was found with the other
proposed mediators. The addition of physical compo-
nent scale to model 2 resulted in a small (1%) reduction in
the increased odds of sexual dissatisfaction relative to the
increased odds of sexual dissatisfaction associated with
model 2 (1.78 to 1.76). Endorsing any gynecological prob-
lem decreased the OR of sexual dissatisfaction from 1.78 to
1.72, a minimal change of 3% in the effect estimate. Addition
of the close partner variable also attenuated the association
between SAIM and sexual dissatisfaction, reducing the OR
from 1.78 to 1.70, a 4% change in the overall adjusted effect
estimate.

Table 4 shows the final adjusted model, with independent
factors associated with sexual dissatisfaction. After control-
ling for demographics, health behaviors, and the proposed
mediators, SAIM remained modestly associated with sexual
dissatisfaction (OR 1.32, 95% CI 1.02, 1.72). The increased
odds of sexual dissatisfaction associated with SAIM in the
fully adjusted model dropped from 1.78 to 1.32, reflecting a
clinically important 26% reduction in the effect estimate. Of
note, age, marital status, race, and family income were not
significantly associated with sexual satisfaction. Participants
who reported lower educational attainment were less likely to
report sexual dissatisfaction. Neither adverse health behavior

Table 1. Demographics of Female Veteran Outpatients, by Sexual Satisfaction

% sexually satisfieda % sexually dissatisfieda

Variables n¼ 1937 (61.3%) n¼ 1244 (37.8%)

Sexual assault in the military*** 18 33
Demographics

Age, years, mean (SD)*** 46 (16) 43 (13)
Marital status***

Married=partnered 45 33
Divorced=separated 29 39
Widowed 8 6
Never married 19 21

Race ( p¼ 0.11)
Black 19 21
White 75 72
Other 6 7

Education*
1–12 years 28 24
13þ years 73 76

Household income**
<$20,000 40 44
$20,000 – $49,999 42 42
$50,000þ 13 9
Unknown 5 5

Health Behaviors
Smoking***

Never 38 34
Former 31 26
Current 31 40

Alcohol abuse*** 7 12
Proposed Mediators

SF-36 mental health composite score (0–100), mean (SD)*** 44.1 (12.4) 35.1 (12.0)
SF-36 physical health composite score (0–100), mean (SD)*** 39.0 (12.6) 37.0 (11.7)
Any gynecological problem*** 76 86
No close partner*** 25 46

aPercentages may not add up to 100% because of rounding error.
***p< 0.001; **p< 0.01; *p< 0.05.

Table 2. Association of Proposed Mediators with Both Exposure (SAIM) and Outcome

(Sexual Dissatisfaction) among Women Veteran Outpatients

Age-adjusted OR* (95% CI)

Proposed mediator SAIM Sexual dissatisfaction

SF-36 mental health composite score (per 1 SD decrease) 1.69 (1.54, 1.85) 2.08 (1.92, 2.27)
SF-36 physical health composite score (per 1 SD decrease) 1.28 (1.18, 1.41) 1.23 (1.14, 1.33)
Any gynecological problem 1.98 (1.57, 2.51) 1.77 (1.45, 2.15)
No close partner 1.40 (1.16, 1.68) 2.87 (2.42, 3.41)

*All p< 0.001.
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of smoking or alcohol abuse was significantly associated with
sexual dissatisfaction.

Each of the proposed mediators was independently asso-
ciated with sexual dissatisfaction in the final model. A 1-SD
decrement in mental health composite score was associated
with 1.91 greater odds of sexual dissatisfaction and a 1-SD
decrement in the physical health composite score was asso-
ciated with 1.27 greater odds of sexual dissatisfaction. En-
dorsing a gynecological problem was associated with 1.39
greater odds, and lack of a close partner was associated with
2.51 greater odds of sexual dissatisfaction. Differences in the
magnitudes of the effect estimates should be interpreted with
caution in this model, which includes both measurement and
categorical variables.

Discussion

In a sample of over 3000 female veterans, increased mental
health-related quality of life, increased physical health-related
quality of life, lack of gynecological morbidity, and having a
close partner largely mediate the adverse effect of SAIM on
sexual satisfaction. Decreased mental health-related quality of
life was the most prominent mediator in the association be-
tween SAIM and sexual dissatisfaction.

The dominant mediator role of mental health-related
quality of life has been suggested in studies of specific mental
health conditions relevant for survivors of SAIM, such as
posttraumatic stress disorder (PTSD) and depression. An as-
sociation between PTSD and decreased sexual satisfaction has
been directly described in male populations,19,41–43 even
among those with nonsexual trauma. Among women, the link
between sexual dissatisfaction and PTSD is not as well de-
scribed. However, sexual dysfunction is described among
female populations with PTSD,20 and sexual dissatisfaction as
a manifestation of sexual dysfunction may be more prominent
in survivors of sexual assault, with resultant PTSD. Avoidant
behavior with respect to sexual activity and intrusive negative
thoughts when attempting consensual sexual activity44 may
lead to sexual dissatisfaction. Sexual assault is more strongly
associated than other types of physical assault with the de-
velopment of PTSD in women.13,15

Depression likely contributes to lower mental health-
related quality of life after SAIM.21 Hypoactive sexual desire

and anhedonia, which may manifest as decreased sexual
satisfaction, are common features in depression.45 Women
with a history of violence victimization are more likely than
their male counterparts to manifest depression.46 The inde-
pendent contributions of PTSD and depression as potential
mental health-related mediators may be difficult to establish
because of the high rate of cooccurrence of these psychiatric
conditions among women veterans.47 Thus, emotional health-
related quality of life may be an ideal measure to capture the
functional impact of these disorders.

Although we determined that decrements in physical
health-related quality of life were statistically significant in
our final adjusted model, this association showed a minimal
clinical effect. Thus, our findings were concordant with the
expected direction of association but not with the expected
magnitude. This was unexpected because self-perceived
health status has been associated with sexual satisfaction
among women.48 Moreover, sexuality can be adversely af-
fected by a variety of chronic nongynecological medical con-
ditions,25,49,50 including respiratory disease,51 renal disease
requiring chronic dialysis,52 neurological disease such as
multiple sclerosis,53,54 and endocrinopathies such as diabe-
tes mellitus55 and the metabolic syndrome,56 and has been

Table 3. Odds Ratios of Sexual Dissatisfaction Given

SAIM in Women Veteran Outpatients Nested Logistic

Regression Models

OR* 95% CI

Model 1: Unadjusted 2.26 1.91, 2.68
Model 2: Demographics

and health behaviors
1.78 1.42, 2.23

Model 2 plus SF-36
mental health composite score

1.42 1.11, 1.83

Model 2 plus SF-36
physical health composite score

1.76 1.39, 2.24

Model 2 plus any
gynecological problem

1.72 1.37, 2.16

Model 2 plus no close partner 1.70 1.35, 2.14
Model 3: Model 2 plus

all 4 proposed mediators
1.32 1.02, 1.72

*All p< 0.05.

Table 4. Odds Ratios for Sexual Dissatisfaction

among Women Veteran Outpatients

Variable aOR 95% CI

SAIM** 1.32 1.02 1.72
Age (per 1 year increase) 1.00 0.99 1.01
Marital status

Divorced 1.07 0.79 1.45
Never married 1.22 0.88 1.68
Widowed 0.97 0.54 1.73
Married Ref. — —

Race
Black 1.00 0.75 1.34
Other 0.88 0.55 1.40
White Ref. — —

Education**
Less than high school 0.24 0.06 0.95
High school only 0.59 0.38 0.92
Some college 0.84 0.57 1.24
Completed college Ref. — —

Income
<$20,000 1.05 0.70 1.57
$20,000 – $49,999 1.16 0.80 1.69
Don’t Know 0.79 0.42 1.48
$50,000þ Ref. — —

Smoking
Current 0.91 0.70 1.20
Former 0.94 0.96 1.26
Never Ref. — —

Alcohol abuse 1.42 0.95 2.12
Proposed Mediators

SF-36 mental health
composite score (per 1 SDa decrease)**

1.91 2.17 1.68

SF-36 physical health
composite score (per 1 SDa decrease)**

1.27 1.42 1.13

Any gynecological problem** 1.39 1.01 1.90
No close partner** 2.51 1.92 3.29

**p< 0.05.
aMCS, 1 SD¼ 13.0; PCS, 1 SD¼ 12.3.
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associated with poorer self-reported health among women
with heart disease.57 Thus, we anticipated that women with
greater decrements in physical health-related quality of life,
associated with the experience of SAIM, would report de-
creased sexual satisfaction.

One explanation for the limited role of physical health-
related quality of life as a mediator is that our sample was
relatively homogeneous with respect to health status. Further,
because physical health-related quality of life is less important
for sexual functioning in women than in men,58 women may
be less likely to report decreased sexual satisfaction due to
decreased health-related quality of life.

Endorsement of a gynecological problem was likewise as-
sociated with a modest increase in odds of sexual dissatis-
faction. Although this finding is concordant with our
expected direction of association, we anticipated a greater
overall impact on our effect estimate, given the extensive lit-
erature describing the adverse and long-standing impact of
sexual assault on gynecological and sexual functioning.27–29

Much of the literature on sexual functioning in survivors of
sexual assault does not directly address the construct of sexual
satisfaction. Thus, whereas gynecological problems may
manifest as sexual dysfunction in assault survivors, this sex-
ual dysfunction may not be reported as decreased sexual
satisfaction but may be more appropriately measured as an-
other form of sexual dysfunction, such as sexual pain disor-
ders. Alternatively, the limited impact of gynecological
problems on the association between SAIM and decreased
sexual satisfaction may be explained by the relative homo-
geneity of our sample with respect to gynecological com-
plaints. A substantial majority of both sexually satisfied and
dissatisfied subjects endorsed any gynecological problem,
suggesting that all women veterans may be at high risk for
gynecological complaints. This finding deserves further
study.

Not only having a close partner but having a long-standing
stable partner is protective of sexual functioning.24 Given the
adverse impact of trauma on interpersonal relationships,31 we
anticipated that our close partner variable would be an im-
portant mediator of the association between SAIM and de-
creased sexual satisfaction. The minimal independent
contribution of this variable to the association suggests that
although it functions as an intermediary, the adverse mental
health-related quality of life is the predominant mediator.

Of note, we found no independent effect of marital status
after controlling for having a close partner. Lack of a close
partner was more strongly associated with sexual dissatis-
faction in our model than was marital status. This suggests
that the stability of interpersonal relationships, rather than
partner availability, more strongly affects sexual satisfaction
in this population, a finding reported in other work.59

Our findings with respect to educational status were sur-
prising. Lower education in our cohort was correlated with
increased sexual satisfaction. Prior work has described in-
creased interest in sex and decreased painful sex with higher
educational attainment.58 In international samples,5,60 higher
educational attainment was correlated with greater sexual
satisfaction, possibly due to more permissive sexual attitudes.
Conversely, among Finnish women,5 higher educational at-
tainment was associated with female orgasmic dysfunction.
The study of orgasmic dysfunction as a possible mediator of

decreased sexual satisfaction was beyond the scope of this
work but presents a target for future research.

The remaining sociodemographic variables were not sig-
nificant in our final model, suggesting limited independent
contribution of these to sexual satisfaction in a model that
includes mental health-related quality of life.

Our work has several important strengths. Sexual satis-
faction, an important dimension of health-related quality of
life, has been minimally studied in women veterans, and
further research on this topic may improve care for a growing
population of women veterans. Although prior studies have
described an association between sexual trauma and sexual
dissatisfaction, our study extends this line of inquiry by pro-
posing and testing mediators of this association.

An important limitation of our study is that our data are
cross-sectional. Thus, causality cannot be established, and
the directionality of association can only be inferred. Some
directions of associations proposed in our mediator model
may logically be reversed. For example, sexual dissatisfaction
may lead to a lower emotional health-related quality of life
or may impact the ability to form close partnerships instead of
the converse. This cannot be tested in cross-sectional data,
which preclude the establishment of temporal associations.
Additionally, the data were collected by self-report; thus, the
medical conditions and other histories collected cannot be
verified. Further, we did not collect data on satisfaction with
sexual frequency. Relational and physical aspects of sexual
satisfaction may logically be compromised by partner un-
availability. Further, women voluntarily abstaining from ei-
ther partnered or unpartnered sexual activity may report high
sexual satisfaction.

The VA Women’s Health Project did not collect data on
premilitary sexual violence, including childhood sexual
abuse, or ongoing interpersonal violence, including intimate
partner violence (IPV). Thus, a potentially unmeasured con-
founder in these associations is nonmilitary violence. Sexual
revictimization is common, affecting approximately two
thirds of rape victims, and there is evidence that the adverse
health effects of multiple victimizations are cumulative.61

Thus, among subjects with a history of multiple victimiza-
tions, premilitary or ongoing interpersonal violence may ac-
count for these findings.

We cannot adequately assess the relative contribution of
antidepressant medication on sexual satisfaction in these data.
Antidepressant medications, especially selective serotonin
reuptake inhibitor (SSRI) antidepressants, contribute to sexual
dysfunction in women.62 Given the burden of psychiatric ill-
ness in this population, it is possible that a large proportion of
these women were prescribed antidepressant medications.
Some women may have experienced adverse sexual side ef-
fects of SSRI medication and were dissatisfied because of this.
Regardless, among women who are appropriately treated for
psychiatric illnesses that have resulted from trauma, the as-
sociation between SAIM, and decreased sexual satisfaction
may be attenuated due to improved emotional health-related
quality of life.

Finally, the sexual satisfaction construct is based on a sin-
gle, face-valid question designed to capture all domains of
sexual satisfaction. A single, face-valid question to measure
overall sexual satisfaction has been related previously to
functional, relational, and emotional aspects of sexuality.2,34 A
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multiple-question, psychometrically validated instrument
designed to capture operationally different domains of sexual
satisfaction was not available in these data. Indeed, the study
of sexuality is often problematic because studies that enroll
subjects willing to answer detailed multiquestion surveys
addressing sexual issues may not represent the population
under study.63 Conversely, surveys designed to measure a
broad range of topics, such as the one reported here, may be
more representative of the study population but provide
limited ability to elaborate details of the domains of sexual
constructs. Future research should establish if the proposed
mediators impact more strongly on operationally distinct
domains of sexual satisfaction.

After controlling for mediators, a modest but significant
association between SAIM and decreased sexual satisfaction
remained. This suggests that the four proposed mediators do
not fully describe the association between SAIM and sexual
dissatisfaction. Elaboration of additional mediators presents
an important target for further research.

Conclusions

Women veterans are exposed at high rates to sexual
trauma, which adversely impacts sexual satisfaction, an im-
portant aspect of health-related quality of life. Much of the
adverse impact of SAIM on sexual satisfaction in women
veterans is explained by decrements in emotional health-
related quality of life. The Department of Defense reported
that 1620 service members were victims of SAIM during fiscal
year 2007.64 As the population of women veterans increases in
both the VA and the community, the burden of SAIM may
become more evident. Healthcare providers treating survi-
vors of SAIM should focus on treatable sequelae of this ad-
verse life event, including mental health consequences.
Providers who recognize adverse mental health disorders in
SAIM survivors should screen patients for adverse sexual
effects in all domains of sexual satisfaction: emotional, phys-
ical including gynecological, and relational. In addition to
primary prevention of SAIM, efforts to both screen for and
then appropriately treat the sequelae of SAIM may improve
patient satisfaction and overall well-being of women veterans.
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IN"rRODUCTION - The differential diagnosis of patients presenting with chest pain is extensive, 
ranging from benign musculoskeletal etiologies to life-threatening cardiac disease. Many of the 
diseases that cause chest pain are reviewed in detail elsewhere. This topic will discuss the 
differential diagnosis of chest pain in an approximate order of prevalence seen in primary care 
practice. Within each subsection, diseases that may pose an immediate life-threat are discussed 
first, followed by the more common etiologies, and then by other causes of chest pain. Details 
about the office evaluation of the patient with chest pain are found separately. (See "Qiagnosti<;: 
QQ.PIoach to chest pain in adults".) 

CHEST WALL PAIN - Chest wall causes of pain are among the most common etiologies of chest 
pain seen by primary care clinicians, accounting for 36 percent of episodes in one report (table 
lA:::6) [ll Chest wall tenderness may present concomitantly with myocardial ischemia; the latter 
should be considered first in any patient at risk by age, history, or associated symptoms [1]. 
Causes of true chest wall pain may be musculoskeletal or related to the skin and sensory nerves. 

Musculoskeletal pain - Demographic features, characteristics of the chest pain, and associated 
symptoms may favor the diagnosis of musculoskeletal chest pain or suggest other causes of chest 
discomfort (table 2). As an example, the patient may describe a history of repetitive or 
unaccustomed activity involvlnq the upper trunk or arms. Certain characteristics of the chest pain 
or associated symptoms may suggest a nonmusculoskeletal origin. (See "Clini<;:aJevaJYatiooof 
musculoskeletal chest pain".) 

Musculoskeletal chest pain is often insidious and persistent, lasting for hours to weeks. It is 
frequently sharp and localized to a specific area (such as the xiphoid, lower rib tips, or 
midsternum), but may be diffuse and poorly localized. The pain may be positional or exacerbated 
by deep breathing, turning, or arm movement; the first two, however, are also noted in a variety 
of visceral processes, particularly those involving the pleura and pericardium. 

The proportion of patients with chest pain having a musculoskeletal source varies with the clinical 
setting. It is more common in ambulatory patients presenting to their primary care clinician than 
presenting to an emergency department (tab1U). It also occurs more frequently among women 
than men. One study examined the incidence of musculoskeletal chest pain in 122 consecutive 
patients presenting to an emergency department with chest pain [2]. Of 36 patients diagnosed 
with costochondritis, 69 percent were women. By comparison, women represented only 31 
percent of the presenting patients who did not have a subsequent diagnosis of costochondritis. 
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The differential diagnosis of musculoskeletal chest pain has been divided into three categories (see 

"M.i;lJQI~i;lUSesQfmus~uJoskeleti;lL~hestpi;ljn" : 

• Isolated musculoskeletal chest pain syndromes (costosternal, posterior chest wall syndromes) 
• Rheumatic diseases 
• Nonrheumatic systemic diseases 

Isolated musculoskeletal chest pain syndromes - There are a number of chest wall 
syndromes with chest pain associated with musculoskeletal inflammation (tqRJe4). 

• "Costochondritis" is one of the more common presentations of musculoskeletal chest pain. It is 
a diffuse pain syndrome, in which multiple areas of tenderness are found that reproduce the 
described pain. The upper costal cartilages at the costochondral or costosternal junctions are most 
frequently involved. The areas of tenderness are not accompanied by heat, erythema, or localized 
swelling. 

• Chest wall pain occurring after coronary artery bypass surgery may be a result of incisional 
discomfort, of internal mammary artery grafting, or related to sternal wires [J]. 

• Costovertebral joint dysfunction syndrome is an uncommon condition that causes posterior 
chest wall pain and may mimic a pulmonary embolism. Thoracic disk herniation is another unusual 
cause of posterior chest pain; the pain is sometimes dermatomal and "band-like," and retrosternal 
or retrogastric pain has also been described DtA]. 

Rheumatic diseases - Involvement of thoracic joints in rheumatic diseases can be 
associated with musculoskeletal chest wall pain (tqRJe~). Examples include rheumatoid arthritis, 
ankylosing spondylitis, psoriatic arthritis, and fibromyalgia. (See "Major causes of musculoskeletill 
~hestpqin". ) 

Nonrheumatic systemic diseases - A variety of systemic disorders can be characterized by 
bony involvement that can lead to chest wall pain (ti;lbJe~). Examples include stress fractures L~J, 

neoplasms including pathologic fractures [6J, sickle cell anemia, and infections such as septic 
arthritis and osteomyelitis. 

Skin and sensory nerves - Chest pain may be the presenting symptom of herpes zoster
 
(shingles); it may precede the characteristic rash and, rarely, zoster may occur without a rash [Z].
 
Dysesthesia is usually present in the affected dermatome. Postherpetic and postradiation
 
neuralgia are other unusual causes of chest pain. (See "PQstherpeti~neUIqlgiq".)
 

CARDIAC CAUSES OF CHEST PAIN - Cardiac causes of chest pain may be related to
 
myocardial ischemia resulting from coronary heart disease, aortic dissection, valvular heart
 
disease, inflammation of the myocardium or pericardium, or reversible left ventricular dysfunction
 
due to emotional stress. In cardiac syndrome X ischemic type chest pain may occur in the absence
 
of documented epicardial coronary artery disease. (See 'Cq[dji;lc:: SyndIO/Ile X' below.)
 

Coronary heart disease - Ischemic chest pain due to coronary artery disease (CAD)
 
encompasses a spectrum of presentations including stable angina pectoris, unstable angina, non

ST elevation myocardial infarction, and ST elevation myocardial infarction. (See"CJqssJfi~gtjQI}Qf
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unstable angina and non-ST elevation~ocardial infarction".) Patients classically complain of 
chest heaviness, pressure, tightness or burning, but may vigorously deny "pain." (see 
"PC3thQPhY$JQIQgYC3n<:J<::liniC::<:'llpr~$~ntC3JiQnQfj$c::h~mi<::<::h~stPC3 in". Other descri ptlo ns such as 
provocation with physical or emotional stress or cold, relief with rest, and radiation to the neck, 
jaw, and shoulder are common. Ischemic pain usually lasts more than 2 but less than 20 minutes, 
unless a myocardial infarction is occurring. Associated symptoms may include dyspnea, nausea 
and vomiting, diaphoresis, presyncope, or palpitations. 

This classical description of pain due to CAD is most frequently seen in middle-aged men with risk 
factors for atherosclerosis; women, patients with diabetes, and the elderly often do not present 
with classical symptoms. As an example, one study of 94 patients found that 32 percent, 
especially women over age 65, presented with "atypical" symptoms; abdominal pain was most 
common, occurring in one-third of these patients, while paroxysmal dyspnea was the presenting 
symptom in 17 percent [8J. Such presentations do not necessarily suggest a better prognosis [~]. 

Even elderly women diagnosed with "nonspecific chest pain" may be at increased risk of cardiac 
morbidity [lQ]' The term "atypical" chest pain should be avoided; it increases the risk of 
misdiagnosing women, the elderly, patients with long standing diabetes, and those with a 
myocardial infarction who present with symptoms such as dyspnea or postprandial epigastric pain. 
(See"<:::Ji.n.i.c::Q.I....ff,!C3.t.u.r~.s .....C3.n.d.....d.iC3g.nQ.$i.$Qf...C::Q.rOD.<:'l ry.. Of,!C3 rtd}$~C3$~in .... VY.om~n".) 

Patients with chest pain who use cocaine are at increased risk of acute coronary syndrome [11J. 
In one series, approximately one-fifth of patients with cocaine-associated chest pain experienced 
an acute coronary syndrome [12]. The differential diagnosis of chest pain in patients who have 
used cocaine is similar to that in the general population except that the likelihood of the patient 
having a serious event is increased [l:n (See "<:::oC::C3Ln~:8<::uJ~iotQxjC::<:'ltjQn".) 

One interesting group of patients is those with variant angina, in which coronary vasospasm may 
result in classical anginal pain. It may be precipitated by hyperventilation and, occasionally, by 
exercise. Vasospastic angina may be associated with life-threatening arrhythmias. Patients are 
typically less than 60 years old and, other than cigarette or cocaine use, do not necessarily have 
traditional cardiovascular risk factors. The rest ECG may reveal transient ST segment elevation. 
(See:'VC3riC3Dt<:'lDg iO<:'l". ) 

Spontaneous coronary artery dissection is a rare but often deadly cause of myocardial infarction 
that mainly affects otherwise healthy, young females [14]. 

Aortic dissection - Sudden, severe, and often migratory chest pain occurs in most but not all 
patients with dissection of the ascending or descending aorta, but its diagnosis often requires a 
high index of suspicion [15]. It is most common in men older than age 60. The pain typically is 
cataclysmic in onset, and is often described as a "ripping" or "tearing" sensation. Pain is 
commonly felt in the anterior or posterior chest, or in the neck, throat, or jaw. Hypertension is the 
most important risk factor; less common associations include Marfan's syndrome, congenital 
bicuspid and unicommisural aortic valves, aortic coarctation and, rarely, pregnancy [16,17]. 
Cocaine use may precipitate aortic dissection [18]. 

Aortic dissection should be considered in any patient who presents with a catastrophic illness 
associated with hypertension, an aortic murmur, and unexplained physical findings of vascular 
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ortqln. The presentation may be subtle, however; in one series, one-third of cases were initially 
misdiagnosed [In. 

Symptoms associated with aortic dissection may be related to impaired blood flow to an organ or 
limb induced by the original dissection or by propagation of the dissection proximally or distally. 
Even in the absence of chest pain, findings that should prompt consideration of aortic dissection 
include, in approximately decreasing order of incidence: 

• Abnormal aortic contour or widened mediastinum on chest radiograph, seen in most patients 
(pi..GlyreJ ) 

• Congestive heart failure, which may be due to acute aortic insufficiency (movie 1) 
• Neurologic deficits, including paraplegia, stroke, or decreased consciousness (due to spinal 

cord ischemia, dissection into the carotid arteries, or diminished carotid blood flow, respectively) 
• Syncope, cardiac tamponade, and sudden death due to rupture of the aorta into the 

pericardial space 
• Shock, hemothorax, and exsanguination, which may result if the dissection extends through 

the adventitia, with hemorrhage into the pleural space 
• Acute lower extremity ischemia due to dissection into the iliac vessels 
• Infrequently reported sequelae such as myocardial ischemia due to coronary occlusion, signs 

of mesenteric or renal ischemia, Horner syndrome due to compression of the superior cervical 
sympathetic ganglion, vocal cord paralysis due to compression of the left recurrent laryngeal 
nerve, and other rare physical findings 

The initial evaluation to rule out dissection should involve confirming that chest pain is not typical 
for this disorder, that there are no new neurologic symptoms, checking that pulses and upper 
extremity blood pressures are symmetric and normal and that the murmur of aortic regurgitation 
is not present, excluding heart failure on exam, and determining that the aortic contour is not 
widened on chest radiograph. A normal electrocardiogram may raise concern that chest pain is not 
due to an acute myocardial infarction. Definitive diagnosis is made with aortography or 
noninvasive techniques including CT scanning, magnetic resonance imaging, and transesophageal 
echoca rd iography. (See "CUniCi:3JffignifestgtJOOSgHd diggOosisofgQr1icdJssection".) 

Valvular heart disease - Significant valvular abnormalities, particularly of the aortic or mitral 
valves, may present with chest pain. 

• Aortic stenosis should be considered whenever a patient presents with progressive angina, 
dyspnea, and/or syncope. A detailed physical examination of the heart should be performed to 
exclude "weak and delayed" arterial pulses, a sustained apical impulse, and characteristic 
auscultatory findings (moyie?). (See "AYscultgtiooof Ci:3IdJgcffilJrmUIS" and "AvscuIJi:ltioIJoflJei:lIt 
sounds".) The ECG may reveal left ventricular hypertrophy. It is important to obtain an 
echocardiogram in patients with suspected aortic stenosis early in the evaluation since exercise 
stress testing may be contraindicated. (See "PgthophYSioJogYi:3nd cJinici:llfei:lturesofvaJvuJaI 
aortic steoosJsJn adUJts" .) 

• Patients with mitral stenosis infrequently experience chest pain. The pain often resembles 
angina and, although it is most commonly the result of pulmonary hypertension and right 
ventricular hypertrophy, may be due to underlying coronary artery disease or a coronary artery 
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'embolism [19]. An atrial tachyarrhythmia with left atrial and pulmonary vascular distension is 
another cause of intermittent chest pain in mitral stenosis. (See "Qverviewo{PlJJmOIJaJY 
hypertension". ) 

• Valvular pulmonic stenosis is a relatively common congenital defect, but a rare cause of chest 
pain in primary care practice. Pulmonic stenosis occurring later in life is associated with the 
carcinoid syndrome. (See "Qlnical features of the carcinoid syndrome" and "Clinical manifestations 

g.o.dd.iggOosJs....QtplJJmo.oi.c...steOQsis". ) 

Pericarditis - The major clinical manifestations of acute pericarditis are chest pain (usually 
pleuritic), a pericardial friction rub, and Widespread ST segment elevation on the 
electrocardiogram [2.Q]. (See "AlJsClJltationothegrtsQlJnds".) At least two of these features, with 
or without an accompanying pericardial effusion, are usually present. 

The chest pain of acute pericarditis is typically of fairly sudden onset and occurs over the anterior 
chest. It is usually sharp and exacerbated by inspiration. However, dull, oppressive pain, difficult 
to distinguish from that of myocardial infarction, can also occur. The pain may decrease in 
intensity when the patient sits up and can radiate, especially to the trapezius ridge. (See 
".l:;vgllJgtioOand... mgnagemeot..Qf...gClJle ...pe(Jci,"l.[dj.tis'~.) 

Myocarditis - Myocarditis may present with both cardiac and systemic symptoms. When chest 
pain occurs, it is usually associated with concomitant pericarditis although evidence of infarction 
may be seen. Systemic symptoms include fever, myalgias, and muscle tenderness. (See "CLlnicaJ 
manifestations and diagnosis of myocarditis in adults".) 

Stress-induced cardiomyopathy - Emotional stress can precipitate severe, reversible left 
ventricular dysfunction in patients without coronary heart disease, probably related to 
exaggerated sympathetic stimulation. Patients most commonly present with acute substernal 
chest pain. (See "Stress-::indlJced{takotsuJ::>o}cgrdjomyoPgthYII') 

Cardiac syndrome X - Cardiac syndrome X is a syndrome of angina-like, non-gastrointestinal 
chest pain associated with normal coronary arteries; it is most commonly seen in premenopausal 
women [2.1]. The pain is typical of angina in approximately one-half of patients and may be 
precipitated by exertion, although it also occurs at rest. The pain also often has characteristics 
atypical for epicardial CAD; it is more severe, prolonged, and is variably relieved with 
nitrates [22,2.~]' An association with an underlying panic disorder has been described [23]. ST 
segment depression may be seen on treadmill exercise testing. 

The diagnosis is one of exclusion, generally made if coronary angiography does not demonstrate 
evidence of CAD. In referral populations of women with chest pain (eg, hospitalization, undergoing 
coronary angiography), myocardial ischemia and/or coronary microvascular dysfunction are 
present in 20 to 50 percent of patients with normal coronary arteries. (See IICgJoji,"lC syndJome X: 
A.ngi.OgPectorisVi.it.h....no.rmglco.rooq(Yarte.ries". ) 

Pheochromocytoma - Pheochromocytoma is a catecholamine-secreting tumor that rarely 
presents with chest pain [2.4]. It should particularly be considered in patients who lack other 
coronary risk factors; have other symptoms suggestive of pheochromocytoma (eg, severe or 
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paroxvsmal hypertension, headache, or generalized sweating or palpitations); whose symptoms 
are paroxysmal or worsen after the administration of beta adrenergic blockage; or who appear to 
be experiencing demand ischemia [25J. (See "<:::IJDicaLpresE:!otaJionaDddia900sisOf 
pheo.chrOfDoCY1oma." and "E;J.E:!YalgdcardJac...t.ropooiD....COOCE:!.otra.tiOD.....in Jbe....a.PsE:!oc.:e....of...ao .. ac.ylg 
corooarysyodrOmg". ) 

GASTROINTESTINAL CAUSES OF CHEST PAIN - The heart and esophagus share similar 
neurologic innervation. Thus, it may be difficult to distinguish between chest pain due to 
myocardial ischemia and that originating from the esophagus based upon the history alone. 
Esophageal disease may cause symptoms thought "classical" for myocardial ischemia, including a 
sensation of chest pressure, provocation with exercise or emotion, palliation by rest or nitrates, or 
a crescendo pattern [:2§]. In one study of 28 patients referred to a cardiology clinic for chest pain, 
36 percent ultimately had a diagnosis of reflux esophagitis [:27]. After a history was taken 
independently by a cardiologist and a gastroenterologist, an accurate diagnosis was made in only 
40 and 30 percent of patients with myocardial disease and reflux esophagitis, respectively. 

Any patient at risk for CAD who presents with anginal-quality chest pain should have myocardial 
ischemia ruled out before being given a gastroenterologic diagnosis. Neither the clinical history 
nor the response of new chest pain to a "GI cocktail" (eg, vlscous lldocajne and antacid) reliably 
differentiates the diagnoses, which often coexist [2a]. There are, however, several clues that 
suggest an esophageal etiology (table 6) [26]. 

Gastroesophageal reflux disease - Chest pain due to gastroesophageal reflux disease (GERD) 
can mimic angina pectoris and may be described as squeezing or burning, located substernally 
and radiating to the back, neck, jaw or arms, lasting anywhere from minutes to hours, and 
resolving either spontaneously or with antacids. It may occur after meals, awaken patients from 
sleep, and be exacerbated by emotional stress. The preponderance of patients with reflux-induced 
chest pain also give a history of typical reflux symptoms (ie, dyspepsia, regurgitation, acid taste). 
(See"<:::Jioica1maoJfeslaJionsaoddJagOOsiso{gastrOE:!soplJageaJrefll,J)(jnadl,Jlls".) Afte r card iac 
disease has been ruled out, a trial of acid suppression may assist in the diagnosis of GERD [29

~1]. (See "<:::hestpaiOQtesoPha9E:!.alorigJo".) 

Esophageal hyperalgesia - There are considerable experimental data to indicate that some 
patients with noncardiac chest pain have a lower threshold for esophageal pain than normal 
subjects. Studies utilizing intraesophageal balloon distension have shown that many patients with 
unexplained chest pain experience their pain at a lower volume of balloon inflation than that found 
in appropriate control subjects [32,33]. (See "Chest pain of esophageal origin", section on 
'!;sQPhageaJhYPE:!JsensitivJty'. ) 

Some patients with cardiac syndrome X may have a similar problem in which there is altered 
sensory awareness to cardiac events, the so-called "sensitive heart" D4,~5]. (See "Cardiac 
syodromeX.:....Angi.o.a ... pE:!ctQLis ...w.it.IJ.....norma.I....cQron.arya.rtE:!.rigs: ..Pat.IJ.Og.eOg.sis". ) 

Abnormal motility patterns and achalasia - The relatively uncommon diagnosis of a motility 
disorder or esophageal spasm should be entertained if chest pain is associated with dysphagia, 
and a parJl,JfD swallow study does not reveal an anatomic abnormality of the esophagus. (See 

."Oiffl,J.sE:!esOpha9.e.a.I....spa.sfD... and.....nutcracker...E:!.sQP.IJi:l.g.l,Js.".) 
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':sophageal rupture, mediastinitis, and foreign bodies - Spontaneous perforation of the 
esophagus most commonly results from a sudden increase in intraesophageal pressure combined 
with negative intrathoracic pressure caused by straining or vomiting (effort rupture of the 
esophagus or Boerhaave's syndrome) [J6]. Other causes of perforation include caustic ingestion, 
pill esophagitis, Barrett's ulcer [J7], infectious ulcers in patients with AIDS, and iatrogenic injury 
(typically from passing an instrument or tube through the esophagus or following dilation of 
esophageal strictures). (See 'ICQmpljcgtion$Qt~$QPh9g~gl?triGt!Jr.~dilgtiQn'~.) 

The classical history in a patient with Boerhaave's syndrome is one of severe retching and 
vomiting followed by excruciating retrosternal chest and upper abdominal pain. Odynophagia, 
tachypnea, dyspnea, cyanosis, fever, and shock develop rapidly thereafter [9,36]. (See 
"6Q~Lhggv~'$$yngrQm~:Effor.tIl,JptYI~Qfth~~$QPbggU$". ) 

A patient with a foreign body impacted in the esophagus may present with chest pain. Esophageal 
foreign bodies are most commonly seen in children. Adult patients are often prisoners, edentulous, 
or are mentally retarded, psychiatrically ill, or dependent on alcohol LJm. (See':EQr.~jgnbQdil;$jD 

the esophagus in adults".) 

Medication-induced esophagitis - Medications can induce esophageal abnormalities via both 
systemic and local actions. The types of medication causing direct esophageal injury can be 
roughly divided into antibiotics (most commonly doxycycline), antiinflammatory agents (especially 
asntrlm. and others including bisphosphonates, PQtg$?il,lr:D<:;bJocide, qYJnic:liD~ preparations, and 
iron compounds in the United States; emepronium, alprenolol, and pi!.Jgv~riUm are common 
etiologies in other countries. The typical patient with medication-induced esophagitis does not 
have a history of prior esophageal disease. Patients will often present with the sudden onset of 
odynophagia and retrosternal pain; the pain may be so severe that swallowing saliva is difficult. 
Patients often relate (after careful questioning) the onset of symptoms to the swallowing of a pill 
without water, commonly at bedtime. (See'IM~c:liGgtJQn:::inc:lVG~9l;$QPhggilis".) 

Other gastrointestinal causes of chest pain - The possibility of radiating or referred visceral 
pain due to peptic ulcer disease, cholecystitis or biliary colic [J9], pancreatitis, kidney stones or 
even appendicitis [40J should be considered in any patient with unexplained chest pain. 

PULMONARY CAUSES OF CHEST PAIN - The pulmonary causes of chest pain may be related 
to the pulmonary vessels, lung parenchyma, or pleural tissue. 

Pulmonary vasculature - Chest pain caused by abnormalities of the pulmonary vessels may be 
due to an acute problem such as a pulmonary embolism or a chronic condition such as pulmonary 
hypertension. 

Acute pulmonary thromboembolism - The diagnosis of acute pulmonary embolism often 
requires a high index of suspicion, especially since it is an uncommon cause of chest pain in the 
primary care setting [1,41,42]. It should be considered in any patient who presents with chest 
pain that is usually but not necessarily pleuritic in nature or dyspnea which is not fully explained 
by the clinical evaluation, chest radiograph, or electrocardiogram [43:::45J. Individual symptoms 
and signs are not helpful diagnostically because their frequency is similar among patients with and 
without PE [46J. The Prospective Investigation of Pulmonary Embolism Diagnosis (PIOPED) study 
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found that the most common symptoms of pulmonary embolism were dyspnea (73 percent), 
pleuritic chest pain (66 percent), cough (37 percent), and hemoptysis (13 percent) [45]. Ninety
seven percent of patients had pleuritic pain, dyspnea or tachypnea; 90 percent had dyspnea, 
tachypnea or signs of deep venous thrombosis; 84 percent had a chest x-ray abnormality; and 50 
percent had nonspecific electrocardiographic abnormalities. Subsequent studies have corroborated 
these findings [4Z,4~]. 

The PIOPED II study further elucidated that, if present, dyspnea may occur only on exertion. The 
onset of dyspnea is usually rapid. Orthopnea may occur. Occasionally, common symptoms may be 
absent or mild if present, even with severe pulmonary embolism. A low-probability objective 
clinical assessment does not exclude the diagnosis [46]. 

Most patients with pulmonary embolism have identifiable risk factors including immobilization, 
surgery within the last three months, stroke, history of venous thromboembolism, or malignancy 
(tgbJ~]) [49]. (See "QY~rYJ~wottlJ~~gLJ$~$QtY~nQLJ$tbJQmbQ$Js'.'.) 

Pulmonary hypertension and cor pulmonale - Patients with secondary pulmonary 
hypertension often have symptoms that reflect the underlying etiology (eg, chronic obstructive 
pulmonary disease, pulmonary embolic disease, collagen vascular disease). There are, however, 
symptoms directly attributable to secondary pulmonary hypertension including dyspnea on 
exertion, fatigue, lethargy, chest pain, and syncope with exertion. Typical exertional angina has 
been reported in patients with mitral stenosis or congenital heart disease and cor pulmonale even 
in the presence of normal coronary arteries [19]. The mechanism by which angina occurs is 
unclear; both pulmonary artery stretching and right ventricular ischemia have been proposed. 
(SeeIlQY~Iyi~WQlpl,JJmoogJybYP~Jt~nsion~'.) 

Idiopathic pulmonary arterial hypertension is a rare disease. Most patients present with exertional 
dyspnea, which is indicative of an inability to increase cardiac output with exercise. Exertional 
chest pain, syncope, and edema are indications of more severe pulmonary hypertension and 
impaired right heart function. (See "Overview of pulmonary hypertension".) 

Lung parenchyma - Causes of chest pain related to the lung parenchyma include infection, 
cancer, or chronic diseases such as sarcoidosis. 

Pneumonia - The patient with community acquired pneumonia (CAP) caused by pyogenic 
organisms classically presents with the sudden onset of rigors followed by fever, pleuritic chest 
pain, and cough productive of purulent sputum. Chest pain occurs in 30 percent of cases, chills in 
40 to 50 percent, and rigors in 15 percent. Because of the rapid onset of symptoms, most 
individuals seek medical care within six days [50]. (See "Oiagoostic::gpprogc::oJoc::ommlJoity... 
acqUired pneumonia in adults".) 

The Infectious Disease Society of America (IDSA) and American Thoracic Society (ATS) guidelines 
on community acquired pneumonia, as well as other ATS guidelines, can be accessed through the 
ATS web site at www.Jborfl~jc::.OJgjs~c::tionslpl.Jp.IJ@tionslstgt~m~ntslind~x.otmJ. 

Cancer - Isolated chest pain is a relatively rare presentation of lung cancer [lA1,42]. The 
chest pain experienced by 25 to 50 percent of lung cancer patients is usually in association with 
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cough, dyspnea, weight loss or hemoptysis. Some patients have a dull, intermittent pain on the 
side of the tumor; severe or persistent pain often indicates chest wall or mediastinal invasion. 
(See"QY~ryi.~.w.Qf..the.....ris.k....f9.~tQI$, ..P9thQJQgy,.....a.nd .. ~Jin.lcaLmi:l ..nj.f~$tati.Qn$Qf ... IIJ.ng.....cencer" and 
"J;Y9Jqi:ltiQnQf..m.~d.iasti.na.L.m.a.ss~s.'.'. ) 

Sarcoidosis - Chest pain is a common manifestation of pulmonary sarcoidosis, although it 
rarely occurs in isolation; most commonly it is accompanied by cough and dyspnea. (See "Cljnic.aJ 
manifestations and diagnosis of sarcoidosis".) Granulomatous involvement of the ventricular 
septum and conduction system of the heart can lead to a variety of arrhythmias (including heart 
block) and sudden death; such involvement may be heralded by chest pain, palpitations, syncope, 
or dizziness. (See "Cardiac sarcoidosis".) 

Pleura and pleural space - Pleuritic chest pain is caused by irritation of nerve endings of pain 
fibers in the costal pleura. It often has a stabbing quality that worsens with inspiration. Pain 
referred from the pleura may be felt in the thoracic wall in the areas of skin innervated by the 
intercostal nerves [5.1]. 

Pneumothorax - A spontaneous pneumothorax (as well as an acute pulmonary embolus) 
should be considered in any patient who complains of the sudden onset of pleuritic chest pain and 
respiratory distress (pictlJr~2). A primary spontaneous pneumothorax usually occurs without a 
precipitating event in a person (most commonly young, tall, adult male smoker) with no clinical 
lung disease; recurrence is common [52J. A secondary spontaneous pneumothorax occurs as a 
complication of underlying lung disease such as chronic obstructive pulmonary disease or 
pneumocystis pneumonia. (See "Primary spontaneous pneumothorax in adults" and "Secondary 
$p.Qnta.n~QlJs...pn~JJm.QtbQra.:>..<jrLadlJlts" ..) 

A tension pneumothorax is rare, but potentially life-threatening unless treated emergently. It 
occurs when a tissue flap from the injured lung creates a one-way valve, progressively trapping 
air in the intrapleural space during inspiration. Respiratory failure occurs as the healthy lung is 
compressed. Physical findings include a unilateral loss of breath sounds with hypertympany, shift 
of the trachea away from the injured side, and jugular venous distension. The diagnosis is based 
upon a characteristic history and examination; it should be emergently treated prior to a 
confirmatory chest radiograph. Decompression is accomplished by inserting a large-bore needle 
into the second intercostal space in the midclavicular line on the affected side [53J. 

Pleuritis/serositis - Pleuritis is an inflammation of the parietal and serous pleura of the 
lung. Viral pleurisy is a common cause of pleuritic chest pain in young adults (table 8). Other 
causes include autoimmune diseases such as systemic lupus erythematosus or rheumatoid 
arthritis, and drugs that can cause a lupus-like syndrome including procaJnamide, bYdIalazin~, 

isoniazid, and others. (See "Drug-induced lupus" and "Overview of lung disease associated with 
rb~qm.atQ.i.d.....arth.rit.i.s". and"PIJ..lmQ.n.a.rym.a.niJest9tIQn.$....Qf...syst~micJq.pq.s ....~.rytb.~.ma.tQsqs ....i.n....adlJ.l.t$".) 

Pleural effusion - A patient with a significant pleural effusion is more likely to present with 
dyspnea or vague chest discomfort than with typical "pleuritic" chest pain, except in the setting of 
pleuritis. (See"QiagnQstic~valqatiQnQtapJ~IJJal~ffIJSiQnjnadqltsl'.) 

Mediastinal disease - Disease originating in the mediastinum is a rare cause of chest pain in 
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primary care practice. Such pain may be associated with signs and symptoms of involvement of 
different mediastinal or surrounding structures [54]. (See "I:Vi:llqi:ltJQJ1QfmeoJqstini:llmqssesl'.) 

PSYCHOGENIC/PSYCHOSOMATIC CAUSES OF CHEST PAIN - Chest pain may be a 
presenting symptom of panic disorder, depression, and hypochondriasis, as well as cardiac, 
cancer, or other phobias Cti:lbJe9) [,55:-57]. (See I'Qverv iewQ[pi:lnicdisQroer".) 

A report of patients evaluated in an emergency department for chest pain found that 20 percent 
had panic disorder as the etiology [5Jn. Reviews of the literature have estimated that 
approximately one-third of patients presenting to the emergency department for chest pain have a 
psychiatric disorder, while approximately one-half of patients with noncardiac chest pain have 
various psychiatric diagnoses [59,60], Among patients with chest pain due to CAD, 20 to 30 
percent also have a coexlstlnq psychiatric disorder. Hyperventilation, which is associated with 
panic attacks, can also result in nonanginal chest pain and occasionally electrocardiographic 
changes, particularly nonspecific ST and T wave abnormalities [6L64]. 

Given its prevalence and long-term negative impact on function [63], panic disorder and other 
psychosocial pathology should be actively considered in evaluating the patient who complains of 
chest pain of uncertain etiology [64]. Vigilance is necessary since patients with psychiatric 
disorders may develop organic disease [2$,60]. In addition, ischemia may occur during a panic 
attack in a patient with CAD [65]. Thus organic disease must be reasonably excluded before 
ascribing chest pain to a nonorganic origin. 

Another psychological basis for chest pain is the Munchausen syndrome. This entity denotes a 
psychological disorder in which patients deliberately feign serious medical illness, inventing false 
symptoms and signs. In one literature review, 58 patients with cardiac Munchausen syndrome 
were identified [66]. Of these, 54 (95 percent) were male; the mean age was 44 years (range, 23 
to 71). The most common presenting symptom was retrosternal chest pain (50 patients); other 
presenting complaints were syncope, dyspnea, and back pain. Patients typically gave a history of 
prior cardiac disease and often reported havlnq "white collar" jobs; on investigation, these 
historical data proved to be untrue. (See "EactitiQl.IsoJsQrderqodMl.Iochi:lYsensynorornel'.) 

Acute myocardial infarction was the most common admitting diagnosis. All subjects had had 
numerous admissions and extensive cardiac testing, which were negative for cardiac disease but 
which the patients reported were positive. When confronted, most patients changed their history, 
became uncooperative, and refused psychiatric examination. The majority left hospitals against 
medical advice, and none reported for outpatient follow-up. 

PAIN REFERRED TO THE CHEST - Referred pain may occur when the same spinal cord 
segments supplying dermatomal areas of the chest wall also innervate the very sensitive parietal 
pleura or peritoneum. As an example, irritation of the mediastinal pleura or of the central 
diaphragm due to gallbladder or liver disease may result in neck and shoulder pain, while more 
peripheral diaphragmatic irritation may result in inferior chest pain [51]. A herniated thoracic disc 
may cause "band-like" anterior chest pain [4]. 

INFORMATION FOR PATIENTS - Educational materials on this topic are available for patients. 
(See"pqlientJnfQrmi:lliQn:ChestpaJn".) We encourage you to print or e-mail this topic review, or 
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to refer patients to our public web site, ww~.uptodate.com/patients, which includes this and other 
topics. 

SUMMARY - In the primary care setting, the etiology of nonemergent chest pain can be 
musculoskeletal (36 percent), cardiac (16 percent), gastrointestinal (19 percent), pulmonary (5 
percent), or psychiatric (8 percent). (tableZ). 

• An approach to the diagnostic evaluation of the adult with chest pain is presented separately. 
(See "Diagnostic approach to chest pain in adults".) 

• Chest wall pain can be categorized as musculoskeletal pain or disorders of the skin and
 
sensory nerves. Musculoskeletal pain can be caused by costochondritis, pain related to surgery,
 
costovertebral joint dysfunction, rheumatologic disorders, and non-rheumatologic disorders (see
 
'<:::tlestwaJJpi'lin' above.
 

• Cardiac causes of chest pain may be related to myocardial ischemia resulting from coronary
 
heart disease, aortic dissection, valvular heart disease, inflammation of the myocardium or
 
pericardium, reversible left ventricular dysfunction due to emotional stress, or cardiac syndrome
 
X. Cardiac syndrome X is ischemic type chest pain that occurs in the absence of documented
 
epicardial coronary artery disease. (See'<:::i'lg:ligc::c::i:lW5e59fcoestPi'lin' above.)
 

• Gastrointestinal causes of chest pain may include gastroesophageal reflux, esophageal 
hyperalgesia, abnormal motility, esophageal disease, and medication use. It may be difficult to 
distinguish between chest pain due to myocardial ischemia and gastrointestinal causes based upon 
the history alone. Any patient at risk for CAD who presents with anginal-quality chest pain should 
have myocardial ischemia ruled out before being given a gastroenterologic diagnosis. (See 
'Gastrointestinal causes of chest pain' above.) 

• The pulmonary causes of chest pain may be related to the pulmonary vessels, lung
 
parenchyma, pleural tissue, or mediastinal disease (see'pwJmO[lgJyc::aJ,l5esoLcOestpgiJl' above.
 

• Chest pain may be a presenting symptom of panic disorder, depression, and hypochondriasis, 
as well as cardiac, cancer, or other phobias. (See 'Psychogenic/psychosomatic causes of chest 
pain' above.) 

• Referred pain may occur when the same spinal cord segments supplying dermatomal areas of 
the chest wall also innervate other areas that are inflamed, including liver disease or a herniated 
thoracic disc (see 'Pain referred to the chest' above. 

Use of UpToDate is subject to theSwbscriptioni'lodl"iCenseAgreernent. 
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Alternative diagnoses to cardiac ischemia for patients with chest PpPia.i.n ..., 

Non-ischemic cardiovascu~la~r~ I~::::::='::=:J~ Gastrointestinal--l~::=':=';==;;;;;;;;";";:;':"__--j 

Aortic dissection* 

~y()~~~~~!is 
Pericarditis 
Chest wall 

Cervical disc disease 
Costochondritis 
Fibrositis 
Herpes zoster (before the rash) 
Neuropathic pain 
Rib fracture 
Sternoclavicular arthritis 

* Potentially life-threatening conditions.
 
Adapted with permission from: ACCjAHAjACP Guidelines for the Management of Patients with Chronic Stable
 
Angina. ] Am Coli Cardiol1999; 33:2092. Copyright ©1999 American College of Cardiology.
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Causes of nonemer ent chest ain in MIRNET 

Cause 

Musculoskel~~~IL i.I1c:.Il.J~iI19 .C:~!5t~c:~~ n~~!~.is 
Gastrointestinal 
Cardiac 
Stable ar'l9ina 
Unstable angina or MI 
Other cardiac 

~!5yc:hi~tric 

Pulmon~ry 

Other/unknown 

ractices 

Prevalence, percent 
36 
19 
16* 
10.5 
1.5 

3.8 

8 
5 
16 

MIRNET: Michigan Research Network. 
* As high as 50 percent in older populations.
 
Adapted from Klinkman, MS, Stevens, 0, Gorenflo, OW, ) Fam Pract 1994; 38:345.
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1m ortant features of the histor in musculoskeletal chest ain 

Features suggestive of visceral causes 
Middlea9E!dor elderly patient 
Risk factors for coronary disease 
Exertional pain 
Cough 
Fever 
!?yspnea 
J.\typic~llocation 

Features suggestive of musculoskeletal cause 
Insidious onset 
Recellt repetitive unaccustomed activityJtrunk and arms) 
Pain may be localized or diffuse 
Positional co~ponent 

Persistent al1.~ p~.()I()n9E!d(lastin9."holJrs-~.~ys) 
Features suggestive of associated condition 

!'JE!"~~,t~~()~ac:!c:, or shoulder p~in(p~!"l1rE!ferredt()C:~E!~!) 

Chronic low ba.C:~J?~..i.I1' .. y()u11~,lp~!i~_llt. (~I1~y~()~i!lg. sp()r1dylit.i~t . 
<:>C:lJJ~~.i nf'.~.~~~.!i().I1.(a n~ylo~.i.119~P()11 d.YJ.itis or related di.~~.~~E! ) .... 
Diffuse museu 1().~kE!!E!.!.~lp~ln/slE!E!P ..9.isturbance .(!i~r()~y~19i~1." 

~E!~ip~E!E~lj.()!.l1t p~.il1.~.l1d ~~.E!lliI19Jrheumatoid arthritis). 
Skin lesions (acne or psoriasis), (psoriatic arthritis, SCCH) 
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Prevalence of musculoskeletal ain 

Population 
Prevalence, 

percent 

f\J()':!:~E!l.~.r~.~~ti:l!:':!~IJ.Ii:lt()I}'.~.i:lE~c:~~~!pi:li.~. 
All adult eme~~~~c:yro0I!1c:~.~~!pail1 

Non-cardiac el!1~E~~.I1c:xr()om chest.pi:li ll . 
Pediatric el!1~~~I1~x.!()()m ch~~!p.~ill . 
Chest pain with negative coronary angiography (nonspecific tenderness in 
another 50-60 percent) 

36 
10-15 ...................... 

26 
20-25 
13-20 

Prevalence of musculoskeletal chest pain in patients with chest pain in different clinical settings. See text for 
details. 
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Characteristics of isolated musculoskeletal chest ndromes 

Disorder	 Clinical manifestations 
Costosternal Multiple areas of tenderness that reproduce the described pain, usually in 
syndromes the upper costal cartilages at the costochondral or costosternal junctions; 
(c:;()stochondritis) there is no swellin9~ 

Tietze's syndrome	 Painful, nonsuppurative localized swelling of the costosternal, 
sternoclavicular, or costochondral joints, most often lnvolvlnq one joint in 
the area of the second and third ribs; rare, primarily affectsvounq adults. 

Sternalis syndrome	 Localized tenderness over the body of the sternum or overlying sternalis 
muscle; palpa~ion often causes radiation ()fpCJin biiaterCJlly. 

Xiphoidal9ia Localized discomfort over the sternum at the xiph()i~process. 

Spontaneous Most often occurs in the dominant side, associated with moderate to 
sternoclavicular heavy repetitive tasks; almost exclusively occurs in middle-aged women. 
subluxation 
Lower rib pain Pain in the lower chest or upper abdomen with a tender spot on the 
!:iyndromes costal mar9in;pain can ~E:!reproduce~bypressin9()n the !:ipot. 
Posterior chest wall May be caused by herniated thoracic disc, leading to band-like chest pain 
syndromes that may have a unilateral dermatomal distribution. Also induced by 

costovertebral joint dysfunction; tenderness over the affected area, 
worse with coughing or deep breathing. 
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Rheumatic and s stemic diseases associated with musculoskeletal chest wall ain 

Systemic lupus erythematosus 
Rheumatoid arthritis 
Ankylosing spondylitis 
Psoriatic arthritis 
Sternocostoclavicular hyperostosis (SAPHO syndrome) 
Fibromyalgia (fibrositis) 
Infectious arthritis 

~~IClpsil'lgpolychondritis 

Other systemic conditions 
<:>~teop()rosis, <:>steomalacia 

I~!!l()~~J~~~l'li~D!I!!~~i[I'l~I'l,t/ ...,ll1e~~s~~.tiC.~I"l'! ..Pri 111ary) 
Sickle cell disease 
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Aortic dissection 

PA chest film in a patient with the sudden onset of excruciating 
interscapular pain and hypotension. The ascending aortic arch is dilated, 
displacing the trachea to the right (black arrow). A left lower lobe density 
is suggestive of a pleural effusion. Surgery revealed a dilated ascending 
aorta with a dissection approximately 3 cm distal to the aortic valve. 
Courtesy of Robert A Novelline, MD. 
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Features found more fre uentl in atients with eso ha eal chest ain 

Pain provoked byswallowing 
Pain p~ovoked~ypostural challges 
Paillpalliatecj~y antacids 
An inconsistent relationshipto exercise 
Substernal chestpain that does not radiate 
Fr~guent episodes of spontaneou~Pi3in 

Nocturnal peln 
Severe onset ofpain,colltinuing as a background ache for several hours 
Pain associated with heartburn and regurgitation of acid into the mouth 
Data from Davies, HA, Jones, DB, Rhodes, J, Newcombe, RG, J Clin Gastroenterology 1985; 7:477. 
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Causes of venous thrombosis 

Inherited thrombophilia 
Factor V Leiden mutation 
Prothrombin gene mutation 
Protein S deficiency 
Protein C deficiency 

Antith ro rTl~in(AT)deficiellcy ... 
Rare disorders 
Dys~ibrinogE!nemia 

~~qui~~~.,,~iso~!!~~~, """",,,,,_,,,,.,,,,.,,,,,,,__,,,,,,, """,_"",,,,.,-,,-,,,---,,,,,,,,"-''''''-''-'''''-''''-'''''''' ""'"''''-,,,-,,-,---,,,, """"''''',-",,,''--'' 
r-1C::llignancy 
Presence of a central venous catheter 
Surgery, especially orthopedic 
Trauma 
Pregnancy 
Oral contraceptives 
Hormone replC::lc::ement therapy 
Tamoxifell, Bevacizumab, Thalidomide, Lenalidomide 
Immobilization 
Congestive failure 
Antip~ospholipid antibody syndrome 
Myeloproliferative disorders 
Polycythemia vera 
Essential thrombocythemia 

Paro)(ysmaI nocturnal hemoglobinuria 
Inflammatory bowel disease 
Nep~rot.ic syn~rome 

t:!yp~~~.isc::~~it.y ..
 
Waldenstrom's macroglobulinemia
 

~ LJI~~plE!,,':'lYE!10ma 

Marked lelJ~~c::ytosis in acute leukem,i.a"".".. 
Sickle cell anemia 
HIVjAIDS 
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Pneumothorax 

Left panel: A left-sided, simple pneumothorax is seen on this PA chest radiograph 
(large white arrows). Right panel: On the expiratory film, the pneumothorax is larger 
and more easily seen (small white arrows). 
Courtesy of Robert A Novelline, MD. 
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Causes of leuritic chest ain 

Viral pleurisy 
Pneumonia 
Acutepulmonary~mbolus 

Pneumothorax
 
Pericarditis
 
Collagen vascular diseases, including systemic lupus erythematosus, mixed connective tissue
 
~.i!;~~~,,~nd rheumatoid arthritis
 

l?E':J9:~rl~':J<:~~.~I':JP~~ .....
 
!.rlfl~~~C1!~~y bowel disease
 
Familial Mediterranean fever
 

~.C1~i.~ti~rl P.rl.~':J ~gll.!!i!; ..
 
Pulmonary histoplasmosis, infection with the lung fluke Paragonimus
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Dia nostic criteria for anic attack and anic disorder 

Panic attack (summary of DSM-IV criteria)
 
A discrete period of intense fear or discomfort, in which four (or more) of the following
 
~YI'l'lP~oms devel<:>£C1~rlJP"~IYi3':ld reach ap~i3k within ten minutes:
 
Cardiopulmonary symptoms
 

Chest pain or discomfort
 
Sensations of shortness of breath or smothering
 
Pal£itati0':ls!pou':lding~eart,or accelerated heart rate
 
Neurological symptoms
 

Trembling or shaking
 

Parasthesii3s;(':llJl'l'l~':l~ss or ti':l~li':'9sensation). 

Feelin9 diz;zY'lJns;t~aciy,li9~!:headed or faint 
Psychiatric symptoms 

Derealization (feelings; of unreality) orci~personalization(beingdetached from oneselt) 
Fear of losin9c:ontrol or going crazy 

FeaEC?fciying 
Autonomic symptoms 

~\Y~C1ti':l_~ 
Chills or hot flushes 
Gastrointestinal symptoms 

E~~fi_~9C?f"c~.oki~.9~ 
Nausea or abdominal distress 
Panic disorde~_1sum~~~y of DS~_:IV cr~"~~!~l" ._" " . " . "."_. 
With agoraphobia . --/ 

A. Recurren!, unexpectedpanic attacks. 
B. At least one of the attacks has been followed by a month or more of: persistent concern about 
having additional attacks; worry about the implications of the attack or its consequences; a 
si9':lific:C1':lt.S~C1':l9~i.r1~~~C1\,fiC?rr~ICI.~~ci .t,o the attacks. 
C. The presence of agoraphobia, ie, anxiety about being in places or situations in which escape 
might be difficult (or embarrassing) or in which help might not be available in the event of 
haVin~apanicattack: 
Without agoraphobia 

A. Both A and B above 
B. Absence of agoraphobia 
Adapted from Diagnostic and Statistical Manual of Mental Disorders, 4th Ed, Primary Care Version (DSM-IV-PC). 
American Psychiatric Association, Washington, DC 1995. 
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Article: The Net Clinical Benefit of Warfarin Anticoagulation in Atrial 

Fibrillation 
Daniel E. Singer, 

Yuchiao Chang, 

Margaret C. Fang, 

Leila H. Borowsky, 

Niela K. Pomernacki, 

Natalia Udaltsova, 

and Alan S. Go 

Ann Intern Med September 1, 2009 151 :297-305; 

CHADS2 (8SX2) 

o lames L. Meisel, M.D., FACP 

Boston University School of Medicine 

Singer et al have further validated the benefit of anticoagulation 

with adjusted-dose warfarin for populations at high risk for 

thromboembolic stroke due to nonvalular atrial fibrillation (1,2). 

Increased net clinical benefit may accrue to older patients, those 

with a history of ischemic stroke or TIA and those with CHADS2 

scores of 2 or more (3). 

The mnemonic "CHADS2 (85x2)" may help clinicians recall the thrust 

of the latest research (3,4,5). In this adaptation, age>=85, like a 

history of ischemic stroke or TIA, would be given a double point 

value. Thus age>=85 alone would raise a patient's CHADS2 score to 

2, i.e., into the high risk lone. Age 75-84, like a history of 

congestive heart failure, hypertension and diabetes mellitus, would 

remain less potent but validated risk factors. 

Weighing the probable benefit of stroke prevention against bleeding 

risk, especially in the elderly, remains an important part of 



individualized decision-making. This is especially true since 

"CHADS2 (85x2)", while at the moment a logical tool to help 

physicians decide who should receive chronic anticoagulation, has 

not been independently validated and is partially dependent upon a 

large, well done but non randomized observational assessment (3). 
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a b s t r a c t

Background: Emerging evidence suggests that different inflammatory biomarkers operate through distinct
biologic mechanisms. We hypothesized that the relation to peripheral arterial disease (PAD) varies for
individual markers.
Methods: In a community-based sample we measured 12 biomarkers including plasma CD40 ligand,
fibrinogen, lipoprotein-associated phospholipase-A2 mass and activity, osteoprotegerin, P-selectin, and
tumor necrosis factor receptor 2 (TNFR2); and serum C-reactive protein, intracellular adhesion molecule-
1, interleukin-6, monocyte chemoattractant protein-1, and myeloperoxidase in Framingham Offspring
Study participants (n = 2800, 53% women, mean age 61 years). We examined the cross-sectional relation
of the biomarker panel to PAD using (1) a global test of significance to determine whether at least one
of 12 biomarkers was related to PAD using the TEST statement in the LOGISTIC procedure in SAS and (2)
stepwise multivariable logistic regression with forward selection of markers with separate models for
(1) ankle-brachial index (ABI) category (<0.9, 0.9–1.0, >1.0) and (2) presence of clinical PAD (intermittent
claudication or lower extremity revascularization).
Results: The group of inflammatory biomarkers were significantly related to both ABI and clinical PAD

(p = 0.01 and p = 0.02, respectively, multi-marker adjusted global significance test). Multivariable forward
elimination regression retained interleukin-6 and TNFR2 as significantly associated with PAD. For one
standard deviation change in interleukin-6 and TNFR2 concentrations, there was a 1.21 (p = 0.005) and
1.19 (p = 0.009) increased odds of a change in ABI level respectively. Similar results were observed for
clinical PAD.
Conclusion: Interleukin-6 and TNFR2 were significantly associated with PAD independent of established

r, sug
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. Introduction

Peripheral arterial disease (PAD) affects approximately five to
ight million Americans [1] and is a powerful predictor of incident
oronary heart disease, stroke, and mortality [2–4]. The ankle-
rachial index (ABI), a subclinical measure of PAD, is considered
marker of generalized atherosclerosis. It is now well estab-

ished that inflammation plays a central role in the pathogenesis
f atherosclerosis and, further, that various inflammatory markers
redict incident cardiovascular disease (CVD) events [5,6]. How-
ver, risk for CVD associated with inflammatory markers is often
ttenuated with adjustment for traditional risk factors.

The relation between inflammatory markers and PAD is not fully
haracterized. C-reactive protein predicts risk of symptomatic PAD
7,8], and also is associated with atherosclerosis in the aorta [9]
nd femoral artery [10], but the associations are attenuated after
ccounting for established risk factors. Adjusted inverse relations
etween the ABI and C-reactive protein have been reported in men
11], in ever smokers [12], and in persons with prevalent CVD [13].
igher C-reactive protein concentrations are associated with pro-
ression of aortic, iliac, and lower extremity atherosclerosis [14],
nd in one small study both a low ABI and a high C-reactive pro-
ein identified persons at greatest risk for clinical events and death
15]. Reports of the relations between other inflammatory mark-
rs and PAD are limited, often focus on a single marker, or on
mall hospital-based or referral-based samples, and demonstrate
onflicting results [10,16–18]. Emerging evidence suggests that
ifferent inflammatory markers operate through distinct biologic
echanisms, and thus the relative importance to the atheroscle-

otic process and PAD may differ for individual markers.
We examined the cross-sectional relations of a panel of 12

nflammatory biomarkers and PAD in a large community-based
ample. We selected the inflammatory and oxidative stress mark-
rs to represent various stages and pathways in the inflammatory
rocess, including chemokines (monocyte chemoattractant-1),
ytokines (interleukin-6, tumor necrosis factor-alpha and tumor
ecrosis receptor-2; selectins [P-selectin and CF40 ligand] cell
dhesion molecules [intercellular adhesion molecule-1]) acute
hase reactants (C-reactive protein, fibrinogen), and an oxidative
tress marker (myeloperoxidase). We hypothesized that different
nflammatory markers represent distinct biologic pathways, and
hus not all markers would be related to PAD. Moreover, we pos-
ulated that the strength of the relation would vary for different
iomarkers operating through unique pathways. To our knowl-
dge, no other study has evaluated the relation between multiple
iomarkers from potentially diverse biologic pathways and PAD
onjointly.

. Methods

.1. Study sample

The Framingham Offspring Study was initiated in 1971 when
124 adult children (and offspring spouses) of the Original cohort
ere enrolled in the Framingham Heart Study. Offspring partici-
ants have been examined approximately every 4–8 years since
he study’s inception. Written informed consent was obtained at
ach examination and the Institutional Review Board of Boston
niversity Medical Center approved the examination content.

Offspring participants who attended the seventh examination

ycle (1998–2001) were eligible for this study. The examination
ncluded a standardized medical history and physical examination,
lectrocardiogram, noninvasive cardiovascular testing, and mea-
urement of fasting lipids, glucose, and a panel of inflammatory
iomarkers. Of the 3539 participants attending the examination,

v
f
r
i
a

osis 203 (2009) 509–514

05 were examined off-site and did not have ABI testing, 92 partic-
pants had incomplete ABI data, and 12 participants were excluded
ecause of an ABI > 1.4. We further excluded participants missing all
iomarker data (n = 289) and participants with incomplete risk fac-
or data (n = 141). Thus, our study sample included 2800 Offspring
articipants with data available for all 12 biomarkers and complete
isk factor data.

.2. Measurement of ankle-brachial index

Ankle-brachial systolic blood pressure measurements were
btained using a standard protocol by trained technicians and the
etails previously published [19]. An 8 MHz Doppler pen probe and
n ultrasonic Doppler flow detector (Parks Medical Electronics, Inc.)
ere used to measure the systolic blood pressure in each limb. All

imb blood pressures were repeated, and if the initial and repeat
lood pressures differed by more than 10 mmHg at any one site,
third measurement was obtained. Measurements were obtained

rom the dorsalis pedis artery only if the posterior tibial pulse could
ot be located by palpation or with Doppler probe. For this study,
he ABI was defined as the ratio of the average systolic blood pres-
ure in the ankle divided by the average systolic blood pressure in
he higher arm. The lower ABI was used for analysis. Based on prior
pidemiologic studies, we analyzed ABI < 0.9 as indicative of PAD.

.3. Intermittent claudication and lower extremity
evascularization

Intermittent claudication was assessed using a standardized
hysician-administered questionnaire that inquired about the
resence of exertional calf discomfort related to walking uphill
r walking rapidly and was relieved with rest. Two physicians
ndependently interviewed all participants suspected to have inter-

ittent claudication. An endpoint panel, comprised of three senior
nvestigators, examined all medical evidence and made the final
iagnosis of the presence of intermittent claudication. Participants
ere also queried about revascularization procedures including

ower extremity bypass surgery and percutaneous transluminal
ngioplasty. The endpoint panel reviewed hospital records for all
ardiovascular procedures.

.4. Inflammatory biomarker measurement

At examination cycle seven, 12 biomarkers were measured
ncluding plasma CD40 ligand, fibrinogen, lipoprotein-associated
hospholipase A2 mass and activity, osteoprotegerin, P-selectin,
nd tumor necrosis factor receptor 2 (TNFR2); and serum C-reactive
rotein, intracellular adhesion molecule-1, interleukin-6, mono-
yte chemoattractant protein-1, and myeloperoxidase. Specimens
ere collected from fasting participants and plasma and serum

liquots were stored at −80 ◦C until analysis. Biomarkers, except
-reactive protein, were measured in duplicate with commer-
ially available ELISA kits from R&D Systems (intracellular adhesion
olecule-1, interleukin-6, monocyte chemoattractant protein-1, P-

electin, TNFR2), Bender MedSystems (CD40 ligand), Diagnostica
fibrinogen), Oxis (myeloperoxidase) and ALPCO (osteoprotegerin).
he Dade Behring BN100 nephelometer was used to measure high
ensitivity C-reactive protein. Lipoprotein-associated phospholi-
ase A2 activity was measured by GlaxoSmithKline, and mass
as measured by DiaDexus. Details for assays have been pre-
iously published [20]. The intra-assay coefficients of variation
or the biomarkers were as follows: CD40 ligand 4.4 ± 3.4%, fib-
inogen 1.1 ± 1.1%, intracellular adhesion molecule-1 3.7 ± 2.4%,
nterleukin-6 3.1 ± 2.1%, lipoprotein-associated phospholipase A2
ctivity 7.0% (low) and 5.9% (high) and mass (based on 24% dupli-
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ate readings) 6% (low) and 8% (high) concentrations, monocyte
hemoattractant protein-1 3.8 ± 3.3%, myeloperoxidase 3.0 ± 2.5%,
steoprotegerin 3.7 ± 2.9%, P-selectin 3.0 ± 2.2%, TNFR2 2.2 ± 1.6%.
he kappa statistic based on 146 C-reactive protein samples was
.95. Additionally, plasma tumor necrosis factor alpha (R&D Sys-
ems, CV 7.6% low, 5.6% high control) and urinary isoprostanes,
-Epi-PGF2� (Cayman, Ann Arbor, MI; CV 9.1 ± 5.8%), indexed to
rinary creatinine were measured on a subset of participants.

.5. Clinical covariate assessment

Covariates were defined at the time of examination cycle seven.
edication use and current smoking within the year preced-

ng the exam were self-reported. Resting blood pressure was
easured twice by the examining physician. Hypertension was

efined as an average blood pressure of systolic ≥140 or dias-
olic ≥90 mmHg or use of anti-hypertensive medication. Body mass
ndex was calculated as weight in kilograms divided by the height
n meters squared. Diabetes was defined by fasting blood glucose
f ≥126 mg/dL, or use of insulin or oral hypoglycemic agents. CVD
as defined as coronary heart disease, stroke or transient ischemic

ttack, and heart failure. An endpoint adjudication panel made the
nal diagnostic determination using previously reported criteria
21].

.6. Statistical analysis

Sex-specific standardization of biomarkers was performed (i.e.,
ithin each sex, biomarkers were standardized to have a mean

f 0 and a standard deviation of 1). Due to skewed distri-
utions, biomarker concentrations were natural logarithmically
ransformed for analysis. Our primary analysis was the simultane-
us consideration of multiple biomarkers (independent variables)
n relation to PAD defined as two separate variables: (1) ABI cat-
gory (ABI: <0.9, 0.9–1.0, >1.0) and (2) presence of clinically overt
AD defined as intermittent claudication or lower extremity revas-
ularization. Separate logistic regression models were run for ABI
ategory and presence of clinically overt PAD. First, we performed
global test of significance to determine whether at least one of

2 biomarkers was related to the PAD dependent variables using
he TEST statement in the LOGISTIC procedure in SAS. The analysis

as adjusted for age, sex, and the following 13 clinical covari-

tes previously reported to be correlated with biomarkers and or
AD [19,22,23]: current cigarette smoking, number of pack-years
f cigarette smoking, diabetes, fasting glucose, body mass index,
aist circumference, total to HDL cholesterol ratio, fasting triglyc-

t
a
i
a
r

able 1
linical characteristics of the study sample

ariable mean (S.D.) or % Intermittent claudication

Yes or vascular intervention, N = 90

ge, years 67 (9)
omen, % 43

urrent smoking, % 27
ack years among ever smokers, mean 63 (25)
iabetes, % 29
ody mass index, kg/m2 29.7 (6.1)
otal/HDL cholesterol ratio 4.5 (1.4)
ipid lowering treatment, % 49
ypertension, % 74
ypertension treatment, % 68
spirin usea, % 57
revalent cardiovascular diseaseb, % 52
ormone replacement among women, % 38

a Aspirin use is defined as three or more tablets per week.
b Cardiovascular disease did not include intermittent claudication.
osis 203 (2009) 509–514 511

ride, lipid lowering treatment, hypertension, aspirin use, prevalent
VD (myocardial infarction, coronary insufficiency, angina pec-
oris, stroke, or transient ischemic attack), and use of hormone
eplacement therapy. Second, we conducted a stepwise multivari-
ble ordinal logistic regression with PAD as the dependent variable,
ith forward selection of biomarkers using a p < 0.05 adjusting for

ge, sex, and forcing the 13 clinical covariates into the model. For
iomarkers identified to be related to PAD in the second step of the
nalysis we calculated point estimates of the odds ratio (or i.e., the
elative change in odds of PAD), with 95% confidence intervals, per
tandard deviation increase of the biomarker examined.

We conducted several secondary analyses. We examined effect
odification by age (<60, ≥60 years) and sex for significant

iomarker—PAD relations. We repeated the analysis in persons
ree of CVD. Finally because multiple reports have used different

arkers or sets of markers, we analyzed the multivariable-adjusted
inear relations of each log-transformed marker (dependent vari-
ble), one marker at a time, to the independent PAD measures using
ROC GLM in SAS. Tumor necrosis factor-alpha was measured on a
ubset of participants attending examination cycle seven (n = 2129)
nd was included in the secondary analysis. SAS version 8.1 was
sed to perform all analyses [24].

. Results

.1. Participant characteristics and biomarker concentrations

Clinical characteristics of the study sample by presence of
linically overt PAD, and by ABI category are shown in Table 1.
articipants with PAD, defined by symptoms or an ABI < 0.9, were
lder than participants without PAD. The untransformed median
or the 12 biomarkers and tumor necrosis factor-alpha (available
n a subset) by ABI level are shown in Table 2. A graded increase in
arker concentrations across decreasing ABI levels was present for

ll markers except lipoprotein-associated phospholipase A2 mass
nd activity whereas an inverse relation was seen for CD40 ligand.

.2. Global relations of multiple biomarkers and measures of PAD

The inflammatory markers as a group were significantly related
o both ABI and clinically detected PAD (p = 0.01 and p = 0.02 respec-

ively for the multi-marker adjusted global test of significance)
s shown in Table 3. The forward elimination regression retained
nterleukin-6 and TNFR2 in the final models as significantly associ-
ted with ABI and with intermittent claudication or lower extremity
evascularization. The odds of a one category reduction in ABI

Ankle-brachial index

No, N = 2710 <0.9, N = 111 0.9–1.0, N = 225 >1.0–1.4, N = 2464

61 (9) 70 (8) 65 (10) 60 (9)
54 50 71 52
13 30 26 12
43 (23) 65 (25) 47 (23) 41 (22)
12 26 20 11
28.0 (5.1) 28.2 (5.5) 28.5 (6.6) 28.0 (4.9)

4.0 (1.3) 4.4 (1.5) 4.0 (1.5) 4.1 (1.3)
19 40 28 19
44 76 62 42
32 66 49 31
30 49 34 30
10 33 15 9
30 16 31 31
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Table 2
Unadjusted inflammatory marker data by ankle-brachial index level

Marker, units Ankle-brachial index

<0.9, N = 111 0.9–1.0, N = 225 >1.0–1.4, N = 2464

Untransformed marker concentrations, median (lower, upper quartile)

CD40 ligand, ng/mL 0.78 (0.46, 2.31) 0.96 (0.53, 3.04) 1.27 (0.56, 4.07)
C-reactive protein, mg/L 3.77 (1.99, 8.89) 3.71 (1.53, 7.08) 2.02 (0.94, 4.76)
Fibrinogen, mg/dL 425 (384, 481) 388 (349, 446) 368 (326, 418)
Intercellular adhesion molecule-1, ng/mL 283 (243, 323) 255 (223, 292) 239 (209, 279)
Interleukin-6, pg/mL 4.82 (2.85, 7.84) 3.46 (2.21, 5.66) 2.58 (1.75, 4.09)
LpPLA2, mass, nmol/(mL min) 284 (231, 374) 293 (231, 367) 288 (229, 360)
LpPLA2, activity, ng/mL 143 (120, 173) 134 (116, 162) 141 (119, 165)
Monocyte chemoattractant protein-1, pg/mL 346 (283, 412) 326 (269, 409) 310 (252, 378)
Myeloperoxidase, ng/mL 43.4 (29.5, 61.7) 40.3 (26.9, 58.2) 39.9 (27.8, 59.6)
Osteoprotegerin, pmol/L 6.71 (5.35, 8.36) 5.85 (4.88, 7.10) 5.30 (4.39, 6.34)
P-selectin, pg/mL 39.7 (31.4, 54.0) 38.5 (31.4, 48.7) 36.0 (28.2, 45.1)
Tumor necrosis factor receptor 2, pg/mL 2407 (2024, 3187) 2154 (1718, 2856) 1945 (1642, 2340)
Tumor necrosis factor alphaa, pg/mL 1.51 (1.15, 1.85) 1.37 (0.99, 1.92) 1.18 (0.92, 1.58)
Urinea 8-epi-PGF2� , ng/mmol 162 (103, 247) 151 (100, 234) 131 (88, 192)

a TNF-� data is available on a subset of 2129 participants, urine 8-epi-PGF2 available on 2404 participants LpPLA2 = lipoprotein-associated phospholipase A2.

Table 3
Joint consideration of biomarkers in relation to the ankle-brachial index and clinical peripheral arterial disease

Global Pa Stepwise selection biomarkerb Odds ratio (95% confidence interval)c p-Value

ABId 0.01 Interleukin-6 1.21 (1.06, 1.38) 0.005
TNFR2 1.19 (1.05, 1.36) 0.009

Intermittent claudication or lower extremity
revascularization

0.02 Interleukin-6 1.36 (1.06, 1.74) 0.02
TNFR2 1.31 (1.04, 1.64) 0.02

a A simultaneous test of whether at least one of the 12 biomarkers were related to PAD (PAD is the dependent variable). Covariates in multivariable model include age,
sex, current cigarette smoking, number of pack-years of cigarette smoking, diabetes, fasting glucose, body mass index, waist circumference, total to HDL cholesterol ratio,
fasting triglyceride, lipid lowering treatment, hypertension, aspirin use (≥3 per week), prevalent cardiovascular disease (excluding intermittent claudication), and hormone
replacement therapy use (women only).

b Individual biomarkers significantly related to PAD after forward stepwise selection (PAD is the dependent variable) are displayed.
c Point estimate indicates relative change in odds of PAD (ABI level or presence versus absence of intermittent claudication or lower extremity revascularization) per
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evel increased by 21 and 19% per a 1-standard deviation increase
n interleukin-6 and TNFR2, respectively. Similar results were
bserved for intermittent claudication or revascularization.

.3. Secondary analyses

In analyses of ABI, excluding participants with prevalent CVD
n = 2496), the global test examining whether the markers as a
roup were related to ABI was not significant (p = 0.34). The forward
tepwise selection regression retained only interleukin-6 with a
early identical point estimate (estimate 1.21, 95% confidence inter-
al 1.05, 1.39, p = 0.01). The analysis of clinical PAD was not run in
articipants free of prevalent CVD due to small numbers (n = 43).
o significant interactions were noted for sex and age with regard

o the association between biomarkers and ABI.
In adjusted regression models examining each marker sepa-

ately, C-reactive protein, interleukin-6, fibrinogen, tumor necrosis
actor alpha, and TNFR2 were significantly inversely related to ABI
evel (p-values ranging from <0.0001 to 0.02). For each biomarker,

e exponentiated the adjusted mean log-transformed biomarker

nd its 95% confidence interval to obtain its adjusted geometric
ean and corresponding 95% confidence interval (Table 4). Simi-

ar markers were associated with clinical PAD (C-reactive protein,
nterleukin-6, and TNFR2; p-values ranging from <0.0001 to 0.01)

ith the following exceptions: fibrinogen and tumor necrosis factor
lpha were not significantly associated (data not shown).

a
p
t
a
m
h

r log Interleukin-6 and 0.30 for log TNFR2).

. Discussion

.1. Principal findings

In our cross-sectional community-based study, we examined
he relations of a panel of 12 inflammatory biomarkers to PAD
ssessed by ABI, and by clinically defined intermittent claudication
nd/or lower extremity revascularization. Interleukin-6 and TNFR2
ere significantly related to both measures of PAD. In secondary

nalyses, examining the relation of each marker separately to ABI,
e observed additional significant inverse relations for C-reactive
rotein, fibrinogen, and tumor necrosis factor alpha after adjusting
or known risk factors.

.2. Interleukin-6 and PAD

Interleukin-6 is known to play a critical role in the inflamma-
ory process with both pro-inflammatory and anti-inflammatory
ffects that include the stimulation of C-reactive protein, fibrino-
en and other acute phase reactants and increased endothelial cell
dhesiveness. In accordance with our results, in a small study of

atients with intermittent claudication, interleukin-6 concentra-
ions were higher in patients compared to healthy controls both
t rest and after treadmill exercise (p < 0.001) suggesting that this
arker is associated with peripheral atherosclerosis [25]. In a

ospital-based investigation of the interleukin-6 G (-174) C geno-
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Table 4
Secondary analyses: multivariable-adjusted regression of individual biomarkers on ankle-brachial indexa

Biomarker Geometric means and 95% confidence intervalsb

Ankle-brachial index level

<0.9 0.9–1.0 >1.0–1.4 p-Value

C-reactive protein 2.91 (2.42, 3.51) 2.44 (2.15, 2.77) 2.19 (2.11, 2.28) 0.007
Interleukin-6 3.64 (3.21, 4.13) 3.09 (2.84, 3.37) 2.86 (2.78, 2.93) 0.0005
Fibrinogen 394 (381, 407) 372 (363, 381) 372 (369, 374) 0.005
Tumor necrosis factor alpha 1.43 (1.29, 1.58) 1.32 (1.24, 1.42) 1.25 (1.22, 1.27) 0.02
TNFR2 2258 (2142, 2379) 2087 (2013, 2164) 2009 (1987, 2030) <0.0001
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a Biomarkers with p < 0.05 displayed.
b For each biomarker (dependent variable), we exponentiated the adjusted mean lo
ean and corresponding 95% confidence interval. Covariates in multivariable mode

ypes, in patients with type II diabetes with and without PAD,
he GG genotype and higher plasma concentrations of interleukin-

and other inflammatory markers were more common in PAD
atients [26]. The investigators of that report hypothesize that the
G genotype promotes PAD in patients with diabetes by induc-

ng release of interleukin-6 which in turn results in increased
oncentrations of other biomarkers such as C-reactive protein. In
he Edinburgh Artery Study, inflammatory marker concentrations,
ncluding interleukin-6, were significantly elevated at baseline in
articipants who developed symptomatic PAD during follow-up
27]. In that study, interleukin-6 was a predictor of incident PAD
ut the association was attenuated with adjustment for CVD risk
actors.

Elevated concentrations of interleukin-6 have been noted in a
ommunity-based sample of older participants with a low ABI [28],
finding similar to our study. Furthermore, interleukin-6 was pre-
ictive of PAD progression defined by declining ABI over 12 years
f follow-up even after adjusting for traditional risk factors and
ther inflammatory markers (C-reactive protein, intracellular adhe-
ion molecule-1, vascular adhesion molecule-1, and E-selectin) [16],
nd hemostatic factors [17]. Moreover, interleukin-6 was the only
nflammatory marker independently associated with ABI decline
n persons free of baseline PAD. The independent predictive value
f interleukin-6 in relation to PAD progression may reflect its
ole in both inflammatory and hemostatic processes. Additionally,
nterleukin-6 predicts the development of type II diabetes [29]
nd hypertension [30], both significant predictors of PAD. Finally,
nterleukin-6 predicts risk for incident CVD events [5] and persons

ith coronary disease have nearly a threefold risk of intermit-
ent claudication. Hence, the association between interleukin-6
nd PAD is likely mediated through a variety of complex inter-
elated biologic pathways and appears to extend to early peripheral
therosclerosis, atherosclerosis progression, and incident symp-
omatic disease.

.3. TNFR2 and PAD

Tumor necrosis factor alpha is a pro-inflammatory cytokine
hat affects vascular tissues including endothelial cells. Tumor
ecrosis factor alpha exerts its biologic effects through two cell
urface receptors, TNFR1 and TNFR2. However, the role of TNFR2
n the regulation of inflammatory responses in endothelial cells
s unclear. In mice, the proatherogenic effect of tumor necrosis
actor alpha was mediated primarily through TNFR2 [31]. Fur-
her, in mice endothelial TNFR2 is essential for tumor necrosis

actor alpha induced leukocyte–endothelial-cell interaction which

ediates several important steps of the inflammatory response
ncluding leukocyte rolling, adhesion, and transmigration [32]. A
otential mechanism for TNFR2 mediated endothelial dysfunction

s the down-regulation of lysyl oxidase, a key enzyme in extracellu-

t
b
s
t
i

sformed biomarker and its 95% confidence interval to obtain its adjusted geometric
de covariates listed in Table 3 legend.

ar matrix maturation. TNFR2 has been shown to be involved in lysyl
xidase down-regulation, which in turn is associated with endothe-
ial dysfunction [33]. To our knowledge there is only one small
tudy of patients with intermittent claudication and critical limb
schemia demonstrating elevated tumor necrosis factor receptor
oncentrations compared with controls [34].

.4. Other markers and PAD

In the Physician’s Health Study, C-reactive protein was the
trongest nonlipid predictor of the development of symptomatic
AD [8]. In that report both C-reactive protein and fibrinogen
mproved risk prediction for PAD. However, the two markers were
orrelated and C-reactive protein was the stronger predictor of
isk. The associations between C-reactive protein and fibrinogen
nd incident PAD were confirmed by the Edinburgh Artery Study
nd persisted after accounting for risk factors and prevalent CVD
27]. Additional associations between C-reactive protein and ABI,
AD progression, and risk for adverse CVD events among indi-
iduals with PAD have been reported [11,13,28]. However, these
rior reports were limited as only a few other biomarkers were
xamined. If we considered each marker separately, both C-reactive
rotein and fibrinogen were associated with PAD. But in our global
odel that considered all 12 biomarkers conjointly neither C-

eactive protein nor fibrinogen was significantly associated with
AD. One possible explanation may be that the effect of C-reactive
rotein and fibrinogen may be mediated through interleukin-6 and
NFR2. It is known that interleukin-6 up-regulates both C-reactive
rotein and fibrinogen and that all three biomarkers are correlated.

.5. Strengths and limitations

The strengths of the present study include the community-
ased sample, the simultaneous measurement of a panel of
iomarkers, and the direct measurement of clinical factors previ-
usly reported to be correlated with PAD and or the inflammatory
arkers. Several limitations merit comment. The study is cross-

ectional and thus we cannot infer that the associations between
AD and the inflammatory markers are causal. We suspect, but
annot establish with the current study design that the relations
re bidirectional, with inflammation contributing to PAD and PAD
xacerbating systemic inflammation. Conversely, we note that we
ay have failed to detect small to modest associations. Medi-

ation usage (aspirin and lipid lowering treatments) may have
ltered some inflammatory marker concentrations. Since medica-

ion usage was higher in those with PAD, our results may have
een biased toward a null result. In addition, the estimated effect
izes of the observed associations were modest; we acknowledge
hat statistical significance is not synonymous with clinical signif-
cance. We acknowledge that walk test data would have enhanced
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he accuracy of a PAD diagnosis. Lastly, our sample is primarily
hite, limiting the ability to generalize our results to other racial

nd ethnic groups.

. Conclusions

In a community-based sample interleukin-6 and TNFR2 were
ignificantly associated with PAD accounting for established risk
actors. Their effects appear to be independent of each other sug-
esting that each marker represents a distinct biologic pathway
ediating the complex process of vascular inflammation in periph-

ral atherosclerosis. Further research is needed to establish the role
f these markers in predicting incident clinical PAD events and
isease progression and to determine whether therapies targeting
hese markers alter prognosis in patients with PAD.
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Abstract

Common symptoms associated with HIV disease and its management are often underrecognized and under-
treated. A clinical decision support tool for symptom management was developed within the Veterans Health
Administration electronic medical record (EMR), aiming at increasing provider awareness of and response to
common HIV symptoms. Its feasibility was studied in March to May 2007 by implementing it within a weekly
HIV clinic, comparing a 4-week intervention period with a 4-week control period. Fifty-six patients and their
providers participated in the study. Patients’ perceptions of providers’ awareness of their symptoms, proportion
of progress notes mentioning any symptom(s) and proportion of care plans mentioning any symptom(s) were
measured. The clinical decision support tool used portable electronic ‘‘tablets’’ to elicit symptom information at
the time of check-in, filtered, and organized that information into a concise and clinically relevant EMR note
available at the point of care, and facilitated clinical responses to that information. It appeared to be well
accepted by patients and providers and did not substantially impact workflow. Although this pilot study was
not powered to detect effectiveness, 25 (93%) patients in the intervention group reported that their providers
were very aware of their symptoms versuas 27 (75%) control patients ( p¼ 0.07). The proportion of providers’
notes listing symptoms was similar in both periods; however, there was a trend toward including a greater
number of symptoms in intervention period progress notes. The symptom support tool seemed to be useful in
clinical HIV care. The Veterans Health Administration EMR may be an effective ‘‘laboratory’’ for developing and
testing decision supports.

Introduction

Many of the symptoms related to HIV disease, its
complications, and=or its management (e.g., fatigue,

pain, diarrhea, sleep disturbances) are underrecognized and
therefore undertreated in many care settings.1–5 Although
antiretroviral therapy (ART) has greatly increased life ex-
pectancy, it may precipitate side effects that substantially
decrease quality of life1 and may create a barrier to the high
adherence levels necessary for maximum benefit.2 Survey
instruments that detect symptoms common in HIV care

have been developed to facilitate effective symptom man-
agement6–8 but those instruments have not been regularly
incorporated into clinical practice.

We postulated that providers underrecognize and under-
treat common symptoms because of the substantial time
burden required to ask about the many individual symptoms,
and because of providers’ lack of comfort regarding appro-
priate management strategies. At the same time, we observed
that the growing sophistication of clinical decision support
tools may alleviate such barriers,9–12 and that the advanced
electronic medical record (EMR) system of the Veterans
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Health Administration (VHA) may serve as a ‘‘laboratory’’ to
test the feasibility of new types of clinical decision supports.
With this in mind, we constructed an EMR-based clinical
decision support tool to increase providers’ awareness of and
responses to common symptoms, and tested the feasibility of
incorporating our tool into routine care.

Methods

We sought to construct a clinical decision support tool that
would elicit information about symptoms at the time of check-
in for a routine clinic visit, organize that information to em-
phasize what is most useful for clinical care, present that
information in an easy-to-use form at the point-of-care, and
recommend clinical responses based on that information. We
chose these design factors because they encompass a broad
range of information management necessary for clinical care.
In addition, many of those design factors have been shown to
help integrate computerized systems into clinical workflow.9

Because our ultimate objective was to improve symptom
management in HIV care, we refer to our decision support
tool as the Tool to Enhance Management of Symptoms
(TEMS). Because clinical guidelines suggest assessing and
reinforcing adherence at each visit13 and because adherence
rates may be related to the prevalence of side effects, we
augmented the symptom information with a briefer query
regarding medication adherence.

Clinical setting

We aimed to implement our TEMS within a weekly half-
day HIV clinic at our urban Veterans Affairs (VA) Medical
Center. Approximately 30 patients are seen in a typical clinic
session, which is staffed by two to four attending physicians
(from General Internal Medicine and Infectious Diseases), one
physician assistant, one clinic coordinator, and several rotat-
ing trainees (fellows and residents).

Design of clinical decision support tool

We sought to base recommended response strategies for
symptoms on evidence-based guidelines when available, and
to supplement those with expert opinion from our senior clinic
personnel. The site principal investigator (R.B.), along with the
clinic director and infectious diseases trainee, constructed re-
sponse strategies based on their expert opinion, in conjunction
with HIV textbooks,14,15 recent Department of Health and
Human Services guidelines,13 well-regarded HIV care web-
sites,16–18 and other sources. The informatics infrastructure
underlying the TEMS was developed by a senior programmer
having 14 years of experience with VHA data systems (F.L.),
working in conjunction with the Chief Information Officer of
the Connecticut VA Healthcare System ( J.E.) and the director
of the Informatics Fellowship program at our institution
(C.B.). The senior programmer required approximately 200
hours of programming time to implement the intervention.

We describe our design aims by discussing each of the four
main design factors that we sought to incorporate into TEMS:
elicitation, organization, presentation, and recommendation
(Fig. 1 and Appendix).

Elicitation. We strove to elicit information in a manner
that would minimize respondent burden, would not interrupt

the clinical workflow, and would direct information transfer
into the EMR without manual transcription. For those reasons,
we sought to identify surveys of HIV symptoms that were
validated yet comparatively brief, and could be administered
by using portable devices that could interface with the EMR.

Among several HIV symptom indices that we considered
as candidates for inclusion in TEMS, only 2 have been vali-
dated in the ART era.6–8 We chose the 20-item HIV Symptom
Index6 because it has been widely used in clinical studies of
HIV=AIDS, including Adult AIDS Clinical Trials Group
(AACTG) studies and the Veterans Aging Cohort Study
(VACS).19 An example of an item in the index is, ‘‘How much
have you been bothered by fatigue or loss of energy?’’ with
possible responses, ‘‘I do not have this symptom.’’ ‘‘I have it
and it doesn’t bother me.’’ ‘‘I have it and it bothers me a little.’’
‘‘I have it and it bothers me.’’ and ‘‘I have it and it bothers me a
lot.’’

With the intent of minimizing additional respondent bur-
den, we chose to gather information on medication adherence
by using a single question, which we based on a patient ad-
herence instrument developed by the Outcomes Committee
of the AACTG.20 The question asks, ‘‘When was the last time
you missed one or more doses of your HIV medications?’’
with possible responses of ‘‘today,’’ ‘‘yesterday,’’ ‘‘within the
last week,’’ ‘‘within the last month,’’ and ‘‘more than 1 month
ago.’’

Elicit information
on symptoms,
adherence  

Recommend
clinical

responses

Organize
information, omit

nonessential

Present
information in
progress note

Check-in

Patient starts 
clinician visit 

Patient finishes clinician 
visit, check-out

Links to relevant 
clinical guidelines

Filtering logic  

Patient completes 
check-in, waits to 

see clinician

Patient visit pathway
Information pathway

FIG. 1. Schematic diagram of design factors for Tool to
Enhance Management of Symptoms (TEMS). These factors
encompass a wide spectrum of information management
necessary for clinical care, and are synchronized with the
workflow of a typical clinic visit. Information is elicited at the
same time that vital signs are measured, and the computer-
generated progress note can be viewed at the same time that
other patient information is used for decision making.
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Organization. We strove to organize the information to
deemphasize any that was not clinically important or ac-
tionable, as evidence suggests that providers often ignore
clinical decision support information that is insufficiently
specific.12 We sought to use two distinct ‘‘filters’’ on the survey
information, the first excluding information pertaining to
symptoms that were not sufficiently bothersome to prioritize,
and the second limiting the detail of information when a pa-
tient appeared to endorse a great number of unrelated
symptoms simultaneously (such patients would be unlikely
to respond to any 1 or 2 interventions to alleviate symptoms,
and may have a more global problem such as depression).

Presentation. We strove to ensure that symptom infor-
mation was presented through an interface that was simple
and clear and had the capacity to be linked to response
strategies. For that reason, we collected the symptom infor-
mation on a ‘‘tablet’’ thin-client computer and aimed to
present the information within an EMR progress note that
could be accessed during the patient encounter. We aimed to
construct flexible templates for notes (i.e., notes that could
have alternative structures depending upon the level of in-
formation detail), so that notes could generally remain as brief
as possible yet ‘‘telescope’’ into longer notes when it was es-
sential to communicate additional information.

Recommendation. We sought to provide clinical recom-
mendations by developing an interface that would anticipate
clinicians’ information needs and address them rapidly, in
real time.12 Our goals were (1) to fit into the user’s workflow12

(e.g., allowing the clinician to place an order to address the
symptom while viewing the note that alerted her to that
symptom); (2) to minimize medical knowledge barriers (e.g.,
permitting the clinician to retrieve the preferred approach for
addressing a symptom in case she does not already know it);
and (3) to minimize institution-specific knowledge barriers
(e.g., allowing the clinician to learn how a particular drug or
laboratory test is listed in the EMR order menu in case she
does not already know it). Consequently, we sought to embed
hyperlinks in the note to clinical and diagnostic algorithms,
experts’ recommendations, and relevant orders (including
medications, tests, and consultations).

Study design

Four clinic sessions comprised the control phase, and were
followed by four clinic sessions comprising the intervention
phase. During the control phase (March 2007), TEMS was not
activated and therefore participants did not complete the HIV
symptom survey. During the intervention phase (mid-April
through mid-May 2007), TEMS was activated, and all par-
ticipants were asked to complete the HIV symptom survey.
Therefore, only in the intervention phase did providers re-
ceive the computer-generated progress notes and have access
to the other functionalities of TEMS. In both the control phase
and the intervention phase, all participants received a one-
item postvisit survey in which they were queried about their
perception of their providers’ level of awareness about their
symptoms. The item asked, ‘‘How aware of your symptoms
do you think your health care provider was?’’ with possible
responses, ‘‘not at all aware,’’ ‘‘a little bit aware,’’ ‘‘somewhat
aware,’’ ‘‘quite a bit aware,’’ and ‘‘very much aware.’’21,22

To maximize the generalizability of the study, we did not
impose any inclusion criteria other than having a clinic ap-
pointment during the period of the study (March 2007–May
2007), having HIV infection, and providing informed consent.
Patients were excluded only if they were making their first
visit to the clinic because a thorough symptom review would
likely be performed as part of routine care at initial visits. Each
individual could participate in each phase of the study no
more than once (i.e., a patient could participate once in both
phases of the study, but could not participate in either phase
twice); however, we did not require that patients who par-
ticipated in one phase also participate in the other phase. This
study was approved by the Institutional Review Board at the
Connecticut VA Healthcare System and the Human In-
vestigations Committee at Yale University. The sponsor did
not have any role in the collection, analysis, or interpretation
of data; in the decision to submit study results for publication;
or in the drafting or revision of the manuscript.

Outcomes

In a subset of participants, we assessed the acceptability of
the system and the information provided to physicians by
having a cognitive engineer (M.R.) review the entire process.
By using a human factors approach, the cognitive engineer
analyzed barriers to: (1) entering symptoms into the tablet
personal computer; (2) transferring the symptoms electroni-
cally into the VHA EMR; and (3) having providers act on the
symptom information. In addition, the study coordinator
(K.M.) independently noted which barriers seemed to be most
prevalent for participants.

Because this was a pilot study and its primary outcome was
to assess the feasibility of TEMS, the study was not powered
to detect clinically significant changes in the effectiveness of
symptom recognition and=or management. However, this
study did incorporate two prospectively defined effective-
ness measures as secondary outcomes. First, we evaluated
responses on the postvisit survey, comparing the proportion
of intervention versus control participants who thought that
their providers were ‘‘very aware’’ of their symptoms by using
the w2 test for proportions. Second, we performed chart re-
views to assess the proportion of progress notes that included
at least one symptom addressed by TEMS. The reviews were
completed in a blinded fashion and in duplicate (C.N. and
S.F.); the agreement between the blinded reviewers was high
(k score¼ 0.862 for having at least one symptom mentioned in
progress note; k score¼ 1.00 for having at least 1 symptom
mentioned in the treatment plan). Because only a minority
(N¼ 8) of patients participated in both the control and inter-
vention phases and therefore could serve as their own control,
each progress note during the intervention period was com-
pared with the most recent progress note that preceded the
intervention period, even if it pertained to a visit prior to the
control phase.

Results

Of 60 clinic patients invited to participate, 56 (93%) agreed
to participate, and 55 (98%) completed all parts of the study
(1 patient left before completing the postvisit survey). Eight
patients (14%) participated in both the intervention and con-
trol phases, 28 patients (50%) participated in the control phase
only, and 20 patients (36%) participated in the intervention
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phase only (Table 1). The mean (standard deviation [SD]) age
of the patients was 54.4 (9.5); 40 (73%) were minorities and 33
(59%) had hepatitis C coinfection. Approximately two thirds
had plasma HIV RNA levels below 400 copies per milliliter,
and the median CD4 count was approximately 400 cells per
milliliter. Most (79%) reported last missing a dose of anti-
retroviral medications more than 1 month ago, but a sub-
stantial minority (21%) reported more recent nonadherence

(4% within the last week to month, 14% within the last day to
week, and 4% on the day of the survey).

Feasibility

The vast majority of patients required fewer than 5 minutes
to complete the survey, and none required more than 10
minutes. Approximately half of the patients were able to use

Table 1. Baseline Characteristics of Study Participants

Characteristics Intervention group (n¼ 28) Control group (n¼ 36) All (n¼ 56)a

Mean (SD) age, years 53.6 (11.2) 55.7 (8.4) 54.4 (9.5)
Race

Black, n (%) 21 (75.0) 24 (66.7) 38 (67.9)
White, n (%) 5 (17.9) 10 (27.8) 15 (26.8)
Hispanic, n (%) 2 (7.1) 2 (5.6) 3 (5.4)

Male gender, n (%) 27 (96.4) 35 (97.2) 55 (9.8)
CD4þ count (cells=mm3)

Mean (SD) 410.7 (241.6) 388.0 (218.5) 409.5 (225.6)
Median 410 383 394

HIV RNA �400 copies=mL, n (%) 18 (64.3) 24 (66.7) 38 (67.9)
Type of current ARV therapy

NNRTI-based regimen, n (%) 4 (19.0) 6 (19.3) 10b (20.8)
PI-based regimen, n (%) 2 (9.5) 3 (9.7) 3b (6.2)
Boosted PI-based regimen, n (%) 13 (61.9) 13 (41.9) 24b (50.0)
Other, n (%) 2 (9.5) 9 (29.0) 11b (22.9)

Coinfection with HCV, n (%) 17 (60.7) 22 (61.1) 33 (58.9)

aEight patients participated in both the intervention group and the control group.
bSome patients were not taking any ARV medication (total of 8).
ARV, antiretroviral; NNRTI, non-nucleoside reverse transcriptase inhibitor; PI, protease inhibitor; HCV, hepatitis C virus; SD, standard

deviation.

Table 2. Endorsement of Symptoms by Participants in the Intervention Phase

Any symptom
(Score �1)a

Bothersome symptoms
(Score � 3)a

Of patients with bothersome
symptoms, patients attributing

them to HIV medications

Fatigue or loss of energy, n (%) 19 (67.9) 9 (32.1) 0 (0.0)
Fever, chills, or sweats, n (%) 10 (35.7) 5 (17.9) 1 (20.0)
Feeling dizzy or lightheaded, n (%) 10 (35.7) 3 (10.7) 0 (0.0)
Pain, numbness, or tingling in hands or feet, n (%) 17 (60.7) 14 (50.0)b 1 (7.1)
Trouble remembering, n (%) 18 (64.3) 6 (21.4) 0 (0.0)
Nausea or vomiting, n (%) 4 (14.3) 3 (10.7) 0 (0.0)
Diarrhea or loose bowel movements, n (%) 15 (53.6) 3 (10.7) 3 (100.0)
Sad, down, or depressed, n (%) 13 (46.4) 4 (14.3) 1 (25.0)
Felt nervous or anxious, n (%) 17 (60.7) 6 (21.4) 2 (33.3)
Skin problems,c n (%) 15 (53.6) 8 (28.6) 1 (12.5)
Cough or trouble catching your breath, n (%) 12 (42.9) 6 (21.4) 0 (0.0)
Headache, n (%) 11 (39.3) 2 (7.1) 0 (0.0)
Loss of appetite or change in the taste of food, n (%) 16 (57.1) 6 (21.4) 2 (33.3)
Bloating, pain, or gas in your stomach, n (%) 14 (50.0) 5 (17.9) 1 (20.0)
Muscle aches or joint pain, n (%) 16 (57.1) 10 (35.7) 0 (0.0)
Problems with having sex,d n (%) 14 (50.0) 9 (32.1) 3 (33.3)
Changes in the way your body looks,e n (%) 11 (39.3) 5 (17.9) 1 (20.0)
Weight loss or wasting, n (%) 14 (50.0) 8 (28.6) 2 (25.0)
Hair loss or changes in the way your hair looks, n (%) 6 (21.4) 2 (7.1) 1 (50.0)

aThe following scoring system was used:
score 0—‘‘I do not have this symptom’’; score 1—‘‘I have this symptom and it doesn’t bother me’’; score 2—‘‘I have this symptom and it

bothers me a little’’; score 3—‘‘I have this symptom and it bothers me’’; and score 4—‘‘I have this symptom and it bothers me a lot.’’
bOnly ‘‘pain, numbness, or tingling in hands or feet’’ was rated as bothersome or very bothersome by most patients.
cSkin problems, such as rash, dryness, or itching.
dProblems with having sex, such as loss of interest or lack of satisfaction.
eChanges in the way your body looks, such as fat deposits or weight gain.
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the electronic tablet on their own, whereas the other half
needed assistance. Based on observations made by the cog-
nitive engineer, the most common reasons for needing assis-
tance were inability to read the text because of small font;
difficulty handling the stylus because of arthritis or other
dexterity impairments; or difficulty understanding particular
words (for example, asking what a ‘‘provider’’ was). Those
factors were also independently endorsed as particularly
important by our study coordinator. Although all patients
completed the symptom survey, some patients were con-
cerned about the confidentiality of their information, and
others were concerned about its usefulness (‘‘doctors never
check the computer anyway’’). Additionally, one patient with
a superficial skin infection was concerned that the tablet and
stylus may serve as a vector for communicable disease.

While this pilot study did not include quantitative end
points for provider feasibility, the cognitive engineer qualita-
tively assessed provider feasibility by reviewing the electronic
medical records and meeting with the providers individually
at the end of the study period. She noted that most of the
physicians acted upon the new information in the computer-
generated progress note (e.g., some physicians copied and
pasted the information from the symptom index-generated
note into their own progress note) and that the workflow was
only slightly affected.

Patients seemed to be very comfortable using TEMS to
endorse symptoms. Twelve of the 20 symptoms queried were
endorsed by most participants (Table 2). However, because
TEMS used ‘‘bothersome’’ as the minimum severity threshold

for inclusion in the computer-generated progress note, most
endorsed symptoms were not included in the notes. Indeed,
participants were able to use the tool to discriminate among
varying severities of symptoms; only 1 symptom (‘‘pain,
numbness, or tingling in hands or feet’’) was rated as ‘‘both-
ersome’’ by most participants.

Effectiveness

In the intervention phase, 25 (93%) participants thought
that their clinicians were ‘‘very aware’’ of their symptoms,
whereas during the control phase, only 27 (75%) participants
thought their clinicians were very aware ( p¼ 0.07; Table 3).

Additionally, although the proportion of providers’ notes
listing symptoms was identical in the control and intervention
phases (Table 4), there was a trend toward including a greater
number of symptoms in intervention phase progress notes
(mean [SD] number of symptoms mentioned in the progress
note but not in the problem list: 3.6 [3.2] in the intervention
phase versus 2.7 [2.3] in control phase, p¼ 0.07; mean [SD]
number of symptoms mentioned in the problem list: 1.9 [1.5]
in the intervention phase versus 1.6 [1.3] in control phase,
p¼ 0.22).

Discussion

We have developed a clinical decision support tool (TEMS)
that focuses on symptom management in HIV care. TEMS
encompasses a wide breadth of information management in
clinical care, from eliciting information through recomm-
ending clinical approaches to that information. Its design is
particularly noteworthy because it processes and filters eli-
cited information in order to emphasize that which is most
clinically relevant, and therefore minimizes additional time
burden on clinicians. In that respect, TEMS is innovative be-
cause informatics interventions generally do not place a great
emphasis on minimizing demands on clinicians’ time and
attention, and therefore are at risk of inducing ‘‘alert fatigue’’
and subsequent reductions in effectiveness.

Our pilot study suggests that TEMS was accepted by cli-
nicians and did not substantially impede workflow, and
therefore it was successful in this initial feasibility test. We
have learned that TEMS acceptance by patients could be im-
proved by increasing font size, increasing stylus size, simpli-
fying language, reassuring patients about confidentiality, and
cleaning the keyboard=stylus with disinfectant in between
uses. Nevertheless, available resources did not allow us to
assess many important aspects of its feasibility. Future work

Table 3. Post-visit Survey: Patients’ Perceptions

of Providers’ Awareness of their Symptoms

Control group
(n¼ 36)

Intervention group
(n¼ 27)a

Not at all aware, n (%) 0 (0.0) 0 (0.0)
A little bit aware, n (%) 1 (2.8) 0 (0.0)
Somewhat aware, n (%) 3 (8.3) 1 (3.7)
Quite a bit aware, n (%) 5 (13.9) 1 (3.7)
Very much aware, n (%) 27 (75.0)b,c 25 (92.6)b,c

aOnly 27 of the 28 patients enrolled in the intervention phase
completed the post-visit survey.

bp¼ 0.07 based on differences between ‘‘very much aware’’ versus
all other response categories.

cExcluding patients who participated in both phases, 90% of
intervention patients’ physicians were thought to be ‘‘very much
aware’’ vs. 75% of control subjects’ physicians ( p¼ 0.02).

Table 4. Symptoms Mentioned in Progress Notes and Treatment Plans
a

Control Phaseb (n¼ 28) Intervention Phaseb (n¼ 28)

Progress notes mentioning symptoms, n (%) 22 (78.6) 22 (78.6)
Number of symptoms mentioned:

Mean (SD) 2.7 (2.3) 3.6 (3.2)
Median 2 3

Treatment plans listing symptoms, n (%) 23 (82.1) 23 (82.1)
Number of symptoms listed:

Mean (SD) 1.6 (1.3) 1.9 (1.5)
Median 2 2

aProgress notes were defined exclusive of treatment plans.
bBecause not all patients in the intervention phase also participated in the control phase, we used their most recent prior visit as a surrogate.
SD, standard deviation.
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should better evaluate the impact of TEMS on providers by
measuring the additional time required for clinicians to view
notes and to respond to them, assessing more precisely pa-
tient time requirements and staffing requirements generated
by TEMS, and surveying providers regarding their satisfac-
tion with the tool. Additionally, the favorable trends that
were observed regarding effectiveness (i.e., perception of
providers’ symptom awareness) need to be confirmed in fu-
ture studies having greater statistical power.

There are many possible ways to use clinical decision
support systems to individualize care in the VHA, as EMR
information may be combined with self-reported patient in-
formation in a wide range of domains (i.e., preferences,
symptoms, behaviors, clinical data), and the resulting infor-
mation may be used to tailor clinical strategies for individual
patients (Fig. 2A). For example, an expanded version of TEMS
could be developed with the aim of improving adherence to
ART (Fig. 2B) by combining pharmacy refill data with
symptom survey data to identify patients with probable ad-
herence difficulties, and to individualize approaches to im-
prove adherence based on relevant behavioral risk factors, for
example, depression,2,23,24 alcohol abuse,25–28 or other sub-
stance abuse.29–32

TEMS has important limitations, some of which were not
anticipated during its design. Even though it uses portable
electronic tablets that have the capacity to transmit informa-
tion wirelessly, evolving VA security standards have forced
us to use hardwired network connections, thereby removing
some of the tablet’s flexibility. We envisioned a wide network
of hyperlinks to help clinicians respond to symptom infor-
mation, but constructing those links was not possible within
the time and budgetary constraints of this pilot project. More
generally, clinical decision support tools require regular up-
dates of clinical knowledge and technical support in order
to impact care in a sustainable manner.10–12 Nonetheless, we
have accomplished our main objectives and have designed a
clinical decision support tool having a structure that can be
generalized to other diseases and clinical management ques-
tions. Because informatics expertise and EMRs are becoming
increasingly sophisticated, we may be entering a promising
era for clinical decision support tools that aim to individualize
care.
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Appendix. Detailed Description of Incorporating Design Factors into TEMS

This appendix discusses in more detail how we incorporated each
of the four main design factors into TEMS: elicitation, organization,
presentation, and recommendation.

Elicitation

TEMS collects information on a portable electronic ‘‘tablet’’ (Pa-
nasonic model CF-08) that enables respondents to answer questions
by using a hand-held stylus similar to a pen, or alternatively by
touching the screen with a finger. After a patient has his or her vital
signs measured, the medical assistant registers the patient in the
tablet-based survey application and remains with the patient in order
to help with any technical difficulties that may arise as the patient uses
the tablet. The tablet queries patients about their symptoms by using
the 20-question HIV Symptom Index. Because the HIV Symptom
Index does not fit onto 1 screen, patients must proceed through
5 screens in order to answer all questions. The implementation was
programmed so that respondents are not able to ‘‘skip’’ a question.

We developed TEMS in conjunction with the clinicians who would
implement it, and strove to incorporate their suggestions. Clinicians
thought that the usefulness of symptom information would be greatly
enhanced if the duration of each symptom could be reported, along
with patients’ judgment about whether that symptom was due to a
medication side effect. For that reason, we augmented the HIV
Symptom Index by asking additional questions regarding duration of
symptoms (‘‘How long has this symptom bothered you?’’ with pos-
sible responses of ‘‘less than 1 week,’’ ‘‘between 1 week and 1 month,’’
‘‘between 1 month and 1 year,’’ and ‘‘longer than 1 year’’) and attri-
butability of symptoms to medications using the 1-question item
adapted from the AACTG questionnaire (‘‘Do you think that this
symptom is caused by drugs that you take to treat your HIV infec-
tion?’’ with possible responses of ‘‘yes,’’ ‘‘unsure,’’ and ‘‘no’’). Also, in
response to ideas from providers, we ensured that each patient’s vital
signs would be included with the symptom information. To avoid
errors that might result from manual entry, TEMS extracts vital sign
information automatically from the electronic medical record (EMR).

We had hoped to use the wireless capacities of the tablet to transmit
symptom information into the EMR in order to minimize staff burden
(i.e., they would have the flexibility to elicit symptom information at a
variety of places and times). However, shortly before beta-testing
TEMS, the VHA issued an embargo of wireless data-encoding algo-
rithms. Therefore, we beta-tested TEMS by using a wired connection
to transmit the data, and will try wireless transmission pending the
approval of a VHA-compliant data-coding algorithm.

Organization

We maximized the specificity of information to be presented to the
provider by using two distinct information filters, each of which re-
duces the level of information detail when that information is unlikely
to lead to an effective clinical response. The first filter excludes
symptom information when a symptom is sufficiently minor so that it
is unlikely to warrant a clinical response (i.e., if the symptom is not
bothersome or very bothersome). The second filter reduces the detail
of symptom information when a patient endorses multiple unrelated
symptoms, because clinical approaches directed at the various
symptoms themselves may be less effective than clinical approaches
geared to a latent underlying condition (e.g., depression). Thus, we
defined a specifiable ‘‘threshold’’ for the number of symptoms: if a
patient endorsed more than the threshold number of symptoms, then
the note informed the provider about which symptoms were en-
dorsed but did not include duration and attributability; if a patient
endorsed the threshold number of symptoms or fewer, then the note
included the full detail of symptom duration and attributability. We

have currently set the threshold at three symptoms, but we have not
yet determined the optimal threshold value.

Presentation

TEMS generates progress notes by using one of two templates
(Fig. 1). If a patient endorses a number of symptoms that falls below
the numerical threshold, then the note gives full detail about each
symptom. Appendix Figure 1A shows the note that was generated for
a patient who endorsed two symptoms (headache, which has lasted
less than 1 week, with the patient being unsure of its relationship to
medications; and loss of appetite, which has lasted for 1 week to 1
month, attributed by the patient to his HIV medications). However, if
a patient endorses a number of symptoms that exceeds the specified
threshold, then the note limits the level of detail. Appendix Figure 1B
shows the note that was generated when a patient endorsed 13 sep-
arate symptoms. Although the patient reported severity and symp-
tom attribution, that information is not represented in the note. Both
note formats contain the result of the one-item adherence query and
the vital signs.

In our original concept of the tool, we had planned for physicians
to see a ‘‘pop-up’’ alert on their computer screen when the computer-
generated progress note was created (we thought that this would be
desirable because many physicians review the patient record before
patients enter the examination room). However, the pop-up pre-
sented an unforeseen programming burden because of technical fea-
tures of the VHA’s EMR architecture, and therefore we had to
substitute a low-tech approach in which patients carried a bright
yellow ‘‘alert’’ card into their examination room, serving as a prompt
for the physician to look at the results of the symptom index.

Recommendation

Each symptom in each progress note is linked to a file that rec-
ommends a corresponding clinical response strategy (Fig. 2), either
diagnostic considerations or symptom treatments. Because diagnostic
considerations are often distinct for individuals with HIV, TEMS
emphasizes those considerations that are particularly applicable to
individuals with HIV infection. Additionally, because HIV-infected
individuals who are severely immunosuppressed have particular
diagnostic considerations (i.e., opportunistic infections, etc.), TEMS
stratifies strategies by CD4 count when indicated (<200 cells per
milliliter versus �200 cells per milliliter). When diagnoses would be
facilitated by using another screening instrument (e.g., the Alcohol
Use Disorders Identification Test to screen for hazardous alcohol
consumption), that instrument along with its scoring algorithm is
included in the response strategy.

To mitigate barriers to provider adherence, each recommendation
is expressed by using the terminology and care options particular to
our institution (e.g., rather than recommending ‘‘refer for alcohol
treatment,’’ TEMS will recommend ‘‘Substance Abuse Clinic con-
sult’’), and we designed our therapeutic strategies to include only
generic drugs that were on formulary. The full text of all response
strategies is available at www.vacohort.org.

We had intended to link each symptom in the computer-generated
progress note to its response strategy by means of a hyper-link, but
technical barriers discouraged such an approach. As an alternative, we
placed a Uniform Resource Locator (URL) next to each symptom so
that the URL could be copied and pasted into a Microsoft Word doc-
ument and ‘‘pointed’’ to a document that contains the corresponding
response strategy. Similarly, we intended to embed in each response
strategy hyper-links to relevant orders, but that also proved to be
prohibitively burdensome. As an alternative, we carefully edited each
response strategy to ensure concordance between an order’s specifi-
cation in our response strategy and its representation in the EMR.
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Driving After Binge Drinking
Timothy S. Naimi, MD, MPH, David E. Nelson, MD, MPH, Robert D. Brewer, MD, MSPH

Background: Although binge drinking is strongly associated with alcohol-impaired driving, little is
known about the prevalence of or risk factors for driving after binge drinking.

Purpose: The purpose of this study was to assess the prevalence of, and risk factors for, driving during
or shortly after a specific binge drinking episode.

Methods: The data were analyzed in 2007 and 2008 from 14,085 adults from 13 states in 2003 and 14
states in 2004 who reported binge drinking and answered an additional series of questions
about binge drinking behaviors as part of the Behavioral Risk Factor Surveillance System
survey. Binge drinking was defined as the consumption of five or more drinks during a
drinking occasion.

Results: Overall, 11.9% of binge drinkers drove during or within 2 hours of their most recent binge
drinking episode. Those drinking in licensed establishments (bars, clubs, and restaurants)
accounted for 54.3% of these driving episodes. Significant independent risk factors for
driving after binge drinking included male gender (AOR�1.75); being aged 35–54 or �55
years compared to 18–34 years (AOR�1.58 and 2.37, respectively); and drinking in bars or
clubs compared to drinking in the respondent’s home (AOR�7.81). Drivers who drank
most of their alcohol in licensed establishments consumed an average of 8.1 drinks, and
25.7% of them consumed �10 drinks.

Conclusions: Because binge drinking and subsequent driving were common in establishments licensed
to sell alcohol, and because licensing is conditional on responsible beverage service
practices (i.e., not selling to intoxicated people), efforts to prevent impaired driving should
focus on enforcing responsible beverage service in licensed establishments.
(Am J Prev Med 2009;37(4):314–320) Published by Elsevier Inc. on behalf of American Journal of
Preventive Medicine

Introduction

Excessive drinking is the third leading actual
cause of death in the U.S.,1 is responsible for
approximately 79,000 deaths annually, and

shortens the lives of those who die by approximately 30
years.2,3 Binge drinking, defined as the consumption of
five or more drinks on an occasion, is responsible for
more than half of these deaths3 and contributed to the
13,000 deaths from alcohol-related motor vehicle
crashes in 2006.4 In the U.S., approximately 15% of all
adults report one or more episodes of binge drinking in
the past month, resulting in 1.5 billion binge drinking
episodes annually (or approximately seven episodes per
adult per year).5 Survey research has shown that binge
drinking is strongly associated with alcohol-impaired
driving. For example, a recently published study found
that 88% of self-reported episodes of alcohol-impaired

driving involved adults who reported past-month binge
drinking.6 Another study found that 12% of binge
drinkers report that they drove after having “perhaps
too much to drink” in the past month, although the
amount of alcohol consumed was not quantified.7 In
addition, the increase in binge drinking episodes ob-
served among U.S. adults from 1993 to 20015 paralleled
a similar increase in alcohol-impaired driving episodes
during this time period.7

However, little is known about the likelihood of, or risk
factors for, driving after a specific binge drinking episode.
Although most impaired-driving countermeasures focus
on reducing driving among individuals who are already
impaired, little attention has been focused on the role
played by demographic or environmental factors that may
be risk factors for this impairment and/or propensity to
drive. It was hypothesized that establishments licensed to
sell alcohol were the site of a large proportion of binge
drinking and subsequent driving episodes, but it was not
clear whether that association was mostly accounted for by
the characteristics of those consuming alcohol in licensed
establishments. Therefore, the purpose of this study was
to assess the prevalence of, and risk factors for, driving
during or shortly after a specific binge drinking episode.
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Methods

Data for this study came from the CDC’s Behavioral Risk
Factor Surveillance System (BRFSS) survey, a random-digit
telephone survey of U.S. adults aged �18 years in all 50 states,
the District of Columbia, and the territories of Guam, Puerto
Rico, and the U.S. Virgin Islands. The survey includes questions
on a variety of health risk behaviors, including alcohol consump-
tion. Details about the BRFSS are available at http://www.
cdc.gov/brfss/technical_infodata/index.htm.

A binge drinker was defined as someone who consumed
alcohol in the past 30 days and who gave a nonzero response
to the following question: Considering all types of alcoholic
beverages, how many times during the past 30 days did you have 5 or
more drinks on an occasion? In 2003 and 2004, the BRFSS survey
offered states a new, optional module of six additional
questions to be asked of those who reported binge drinking;
all questions were about a respondent’s most recent binge
drinking episode. Driving after binge drinking was assessed by
the question: Did you drive a motor vehicle, such as a car, truck, or
motorcycle during or within a couple of hours after this occasion? A
yes answer to this question was the numerator for determin-
ing the prevalence of driving after binge drinking. Because
each respondent was providing information about a single
binge drinking event, prevalence information was combined
with the number of binge drinkers in particular strata to
determine the number of episodes of driving after binge
drinking. Other questions in the module elicited information
about the number and type of alcohol-containing beverages
(beer, wine, or liquor) consumed during their most recent
binge drinking episode and the physical location where most
binge drinks were consumed.

Analyses were limited to the 18 states that used this set of
binge drinking questions in both 2003 and 2004 (nine states);
2003 only (four states); or 2004 only (five states). States using
the module in both years were California, Maine, Michigan,
Minnesota, Montana, Nevada, New Hampshire, Wisconsin,
and Wyoming; states using it in 2003 only were Nebraska,
North Carolina, Pennsylvania, and South Dakota; and states
using the module in 2004 only were Delaware, Idaho, New
Mexico, North Dakota, and Virginia. The median response
rate to the BRFSS survey among these states across both years
was 55.0% and included 121,172 respondents, including
16,496 people who reported one or more episodes of binge
drinking in the past month. The weighted prevalence of
binge drinking among respondents in the states and years
included in the study was 16.3%, which is approximately 1%
higher than that for the U.S. during 2003–2004. The
weighted prevalence of driving after binge drinking was very
similar in 2003 (11.9%) and 2004 (11.6%).

The study was restricted to those who reported one or more
episodes of binge drinking in the past 30 days. Data were
weighted by age, gender, and race or ethnicity to be repre-
sentative of the adult population for each state and year
analyzed; weights were divided by 2 for states with 2 years of
data. After excluding binge drinkers with missing or incom-
plete information from the binge drinking module, data from
14,085 respondents were analyzed, including 1848 respon-
dents who reported driving during or within 2 hours of binge
drinking.

All data analyses were conducted using SAS, version 9.0,
and SUDAAN, version 9.0. Analyses were conducted for three

types of variables: demographics, alcohol-specific measures,
and binge drinking location. Demographic characteristics
included age group (18–24, 25–34, 35–44, 45–54, �55 years),
which was collapsed into three groups (18–34, 35–54, and
�55 years) for regression analysis based on strata size and
similarity with respect to driving characteristics; gender; race
or ethnicity (white, non-Hispanic; black, non-Hispanic; other,
non-Hispanic; and Hispanic), which was collapsed to white
non-Hispanic versus other for regression analysis; education
level (less than high school, high school graduate, some college,
and college graduate), which was collapsed to some college or
more versus high school graduate or less for regression analysis;
income level (�$25,000, $25,000–$49,999, and �$50,000),
which was collapsed to �$50,000 versus �$49,000 for regression
analysis; marital status (married, never married, unmarried
couple, divorced, or separated), which was collapsed to married
versus nonmarried for regression analysis; and employment
status (employed, unemployed, student, homemaker, or re-
tired), which was collapsed to employed versus nonemployed for
regression analysis. Alcohol stratification variables included the
number of binge episodes during the past 30 days (one to two,
three to four, and five or more), which was collapsed to one to
two versus three or more for regression analysis; and the total
number of drinks consumed during the last binge episode (five
to six, seven to nine, and ten or more), which was collapsed to
five to six versus seven or more for regression analysis. The
physical location where most of the drinks were consumed (own
home, another person’s home, bar or club, restaurant, other
public place, or other) was also analyzed.

Results

Overall, 75.1% of binge drinkers were men, 75.1% were
aged �44 years, 49.7% consumed seven or more drinks
during their most recent binge drinking episode, and
58.3% drank in a private residence (their home or
someone else’s home; Table 1).

After weighting, 11.9% of binge drinkers reported
driving during or within 2 hours of their most recent
binge drinking episode (Table 1). Men were more
likely than women to drive after binge drinking (13.2%
vs 8.1%), and men accounted for 82.9% of all recent
binge drinking and driving episodes. The prevalence of
driving after binge drinking increased slightly with age;
50.6% of binge drinking and driving episodes involved
those aged �35 years. Among underage adults aged
18–20 years, 10.3% drove after binge drinking and they
accounted for 6.3% of driving episodes (data not shown
in Table 1). More than 90% of most recent binge
drinking and driving episodes were accounted for by
high school graduates or those with at least some
college education, and 78.6% of driving episodes were
reported by binge drinkers who were employed. Al-
though those who reported five or more binge drinking
episodes in the past 30 days were more likely to drive
after their most recent binge episode than those who
reported binge drinking once or twice, approximately
half (48.7%) of driving episodes involved those who
reported binge drinking only once or twice in the past
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Table 1. Number and weighted percentage of binge drinkers, prevalence of driving after binge drinkinga among binge
drinkers, and proportion of driving episodes among those driving after binge drinking, by selected characteristics

Characteristic
No. of binge drinkers
(weighted %)c

Percentage of binge drinkers
who drove after binge
drinkinga,b (n�14085)

Proportion of driving episodes
among binge drinkersa,b

(n�1848)

All 14,085 (100.0) 11.9 (10.9, 13.0) 100.0
Gender

Male 9,611 (75.1) 13.2 (11.9, 14.5) 82.9 (79.9, 85.6)
Female 4,474 (24.9) 8.1 (6.9, 9.6) 17.1 (14.4, 20.1)

Age (years)
18–24 2,076 (24.3) 10.9 (8.6, 13.8) 22.2 (17.9, 27.3)
25–34 3,617 (28.5) 11.3 (9.6, 13.3) 27.1 (23.3, 31.4)
35–44 3,653 (22.3) 11.2 (9.6, 13.1) 21.1 (18.0, 24.5)
45–54 2,841 (15.1) 13.9 (11.4, 16.9) 17.7 (14.5, 21.4)
�55 1,898 (9.7) 14.5 (11.9, 17.6) 11.8 (9.7, 14.4)

Race
White, non-Hispanic 12,064 (73.2) 12.3 (11.3, 13.3) 75.4 (69.8, 80.2)
Black, non-Hispanic 373 (4.1) 14.3 (9.6, 20.7) 4.9 (3.3, 7.3)
Other, non-Hispanic 701 (5.4) 16.1 (10.2, 24.4) 7.2 (4.5, 11.4)
Hispanic 877 (17.3) 8.6 (5.8, 12.7) 12.5 (8.5, 17.9)

Education
�High school 903 (9.5) 7.5 (6.4, 13.5) 7.5 (5.2, 10.8)
High school grad 4,455 (31.0) 12.2 (10.4, 14.3) 31.9 (27.7, 36.4)
Some college 4,318 (30.4) 12.2 (10.3, 14.3) 31.2 (26.9, 35.8)
College grad 4,400 (29.0) 12.1 (10.4, 13.9) 29.4 (25.6, 33.5)

Income ($)
�25K 2,958 (23.7) 10.3 (7.9, 13.3) 20.0 (15.7, 25.1)
25K–50K 4,490 (30.3) 14.2 (12.3, 16.3) 35.2 (30.9, 39.8)
�50K 5,761 (46.0) 11.9 (10.5, 13.4) 44.8 (40.2, 49.5)

Marital status
Married 6,801 (47.5) 10.3 (9.0, 11.7) 41.1 (36.7, 45.6)
Previously marriedd 2,791 (12.2) 17.0 (14.4, 19.9) 17.3 (14.6, 20.4)
Unmarried couple 795 (7.9) 12.9 (8.2, 19.5) 8.5 (5.4, 13.2)
Never married, single 3,683 (32.5) 12.1 (10.4, 14.1) 33.1 (28.9, 37.6)

Employment
Employed 11,198 (76.1) 12.3 (11.2, 13.5) 78.6 (73.8, 82.7)
Unemployede 1,027 (9.3) 9.6 (6.8, 13.5) 7.6 (5.3, 10.6)
Homemaker 301 (2.1) 7.2 (3.7, 13.5) 1.2 (0.6, 2.4)
Student 695 (8.2) 11.5 (7.0, 18.4) 7.9 (4.7, 12.8)
Retired 853 (4.3) 13.1 (9.9, 17.1) 4.7 (3.5, 6.3)

No. of binge episodes, past 30 days
1–2 8,248 (56.5) 10.3 (9.1, 11.6) 48.7 (44.1, 53.4)
3–4 2,632 (18.8) 13.2 (10.7, 16.3) 20.9 (17.0, 25.3)
�5 3,205 (24.7) 14.6 (12.5, 17.0) 30.4 (26.4, 34.7)

No. of drinks, most recent binge
episode

5–6 7,730 (50.3) 10.8 (9.6, 12.1) 45.7 (41.2, 50.3)
7–9 3,512 (25.8) 12.7 (10.7, 14.9) 27.4 (23.5, 31.7)
�10 2,843 (23.9) 13.4 (10.9, 16.3) 26.9 (22.4, 31.8)

Location, most recent binge episode
Home 5,264 (38.3) 4.0 (3.2, 5.0) 12.8 (10.3, 15.9)
Another’s home 2,327 (20.0) 13.6 (11.3, 16.3) 22.9 (19.1, 27.1)
Restaurant 1,001 (7.4) 16.3 (12.1, 21.6) 10.1 (7.4, 13.7)
Bar/club 4,090 (25.3) 20.8 (18.3, 23.6) 44.2 (39.6, 48.8)
All otherf 1,380 (9.0) 13.2 (10.2, 17.0) 10.0 (7.7, 12.9)

aBinge drinking was defined as consuming five or more drinks on at least one occasion in the past 30 days. Respondent information pertained
to their most recent episode of binge drinking. Driving after binge drinking refers to those who reported driving during or within 2 hours of
their most recent binge drinking episode.
bResults were weighted to be representative of states and years included in this study; BRFSS data are weighted by gender, age, and race or
ethnicity.
cThe sum of strata for selected variables may not be 14,062 or 100% because of nonresponse to that variable or rounding error, in the case of
the weighted percentages. BRFSS data are weighted by gender, age, and race or ethnicity.
dPreviously married included those who were divorced, separated, or widowed.
eUnemployed included those who were unemployed for less than 1 year, more than 1 year, or who reported they were unable to work.
fOther refers to places such as parks, sporting events, concerts, or other locations.
BRFSS, Behavioral Risk Factor Surveillance System
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30 days. Similarly, although those who consumed more
drinks per binge (seven or more drinks) were nonsig-
nificantly more likely to report driving after their most
recent binge episode, almost half of driving episodes
involved those who consumed five to six drinks. The
prevalence of driving after binge drinking varied con-
siderably based on drinking location, ranging from
4.0% for those who reported binge drinking at home to
20.8% of those who drank in bars or clubs. Those who
reported binge drinking in bars or clubs accounted for
44.2% of driving episodes; licensed establishments (bars,
clubs, and restaurants) accounted for more than half
(54.3%) of all driving episodes.

Binge drinkers who drank most of their alcohol
in licensed establishments (bars, clubs, and restau-
rants) and who subsequently drove consumed an aver-
age of 8.1 (95% CI�7.45, 8.65) drinks; 53.5% con-
sumed seven or more drinks; and 25.7% consumed ten
or more drinks. Among binge drinkers who drove, a

greater proportion of those drinking in bars or clubs
consumed ten or more drinks compared with those
drinking in restaurants (28.7% vs 13.6%, data not
shown).

In stratified analysis, differences observed in the
prevalence of driving based on the location of binge
drinking were generally consistent across various demo-
graphic characteristics, the frequency of binge drink-
ing, and the number of drinks consumed during the
binge drinking episode (Table 2). Specifically, driving
after binge drinking at home was reported by �6% of
all subgroups. In contrast, driving after binge drinking
in bars or clubs was reported by more than 20% of
those in most subgroups. The prevalence of driving
after binge drinking in bars increased significantly with
age, ranging from 17.0% among those aged 18–34
years to 36.7% among those aged �55 years. However,
the prevalence of driving after binge drinking in bars or
clubs did not differ substantially when evaluated by

Table 2. Prevalence of driving after binge drinking,a by location of binge drinking episode and selected characteristics

Location of binge drinking episode (% [CIs])

Home Other’s home Restaurant Bar/club
Other
locationsb

Overall 4.0 (3.2, 5.0) 13.6 (11.3, 16.3) 16.3 (12.1, 21.6) 20.8 (18.3, 23.6) 13.2 (10.2, 17.0)
Gender

Male 4.0 (3.1, 5.1) 15.2 (12.3, 18.7) 19.7 (14.1, 26.8) 24.5 (21.1, 28.2) 15.3 (11.6, 20.0)
Female 4.2 (2.5, 6.8) 8.5 (6.0, 12.1) 7.9 (4.4, 13.7) 12.5 (9.9, 15.7) 6.5 (3.2, 12.7)

Age (years)
18–34 4.0 (2.6, 5.9) 11.8 (9.0, 15.2) 11.7 (7.5, 17.9) 17.0 (13.7, 20.9) 12.3 (8.1, 18.4)
35–54 3.5 (2.5, 4.7) 17.5 (13.1, 22.9) —e 26.5 (22.9, 30.5) 12.9 (8.7, 18.9)
�55 6.0 (3.8, 9.5) 13.8 (8.1, 22.6) —e 36.7 (28.2, 46.1) —e

Race
White, non-Hispanic 4.1 (3.2, 5.2) 14.1 (11.7, 17.0) 16.8 (12.8, 21.6) 20.9 (18.7, 23.4) 12.3 (9.4, 16.1)
Other race or ethnicity 3.9 (2.3, 6.3) 12.1 (7.3, 19.3) —e —e —e

Education
�High school 4.0 (3.2, 5.0) 14.8 (11.0, 19.6) 15.7 (9.6, 24.6) 21.5 (16.9, 26.8) 13.9 (9.4, 20.1)
�High school 4.0 (3.0, 5.4) 12.6 (9.9, 16.0) 16.6 (11.3, 23.6) 20.5 (17.6, 23.7) 13.0 (9.2, 18.0)

Income ($)
�50K 3.9 (2.9, 5.4) 12.4 (9.2, 16.5) —e 22.6 (18.9, 26.8) 14.7 (10.2, 20.6)
�50K 4.1 (2.8, 5.7) 15.7 (12.0, 20.2) 15.7 (11.0, 21.9) 19.7 (16.5, 23.3) 13.3 (9.0, 19.7)

Marital status
Married 3.0 (2.2, 4.2) 12.2 (8.9, 16.4) 15.3 (9.9., 22.9) 23.5 (19.7, 27.7) 11.4 (8.0, 16.1)
Not marriedc 5.2 (3.9, 7.1) 14.6 (11.5, 18.3) 17.8 (12.0, 25.7) 19.5 (16.3, 23.1) 15.7 (10.8, 22.3)

Employment
Employed 4.2 (3.2, 5.5) 14.2 (11.5, 17.4) 16.5 (11.7, 22.7) 21.8 (19.2, 24.5) 12.6 (9.4, 16.6)
Not employedd 3.3 (2.2, 5.0) 11.9 (7.7, 17.8) —e 17.8 (12.0, 25.7) —e

No. of binge episodes, past 30 days
1–2 2.8 (1.9, 4.2) 11.6 (8.7, 15.3) 13.4 (9.6, 18.3) 17.0 (14.4, 20.0) 13.8 (9.7, 19.2)
�3 5.2 (4.0, 6.8) 16.8 (13.2, 21.0) —e 25.4 (21.1, 30.3) 12.4 (8.6, 17.6)

No. of drinks consumed, binge episode
5–6 3.3 (2.3, 4.6) 12.4 (9.5, 16.0) 13.8 (9.9, 19.0) 19.9 (16.9, 23.3) 15.1 (10.5, 21.2)
�7 4.6 (3.1, 6.8) 15.8 (11.0, 22.3) —e 22.2(16.0, 29.9) 12.3 (7.1, 20.4)

aBinge drinking was defined as consuming five or more drinks on at least one occasion in the past 30 days. Respondent information pertained
to their most recent episode of binge drinking. Driving after binge drinking refers to those who reported driving during or within 2 hours of
their most recent binge drinking episode.
bOther locations is a combination of two response categories: (1) other public place, which referred to parks, sporting events, or concerts and
(2) other location, which was a response option for those who did not answer “don’t know/not sure” to drinking location but who did not
consume most of their alcohol in their or another person’s home, a restaurant, a bar, a club, or a public place.
cNot-married people included those who were never married or were single, in an unmarried couple, widowed, divorced, or separated.
dNot-employed people included those who were unemployed, were unable to work, or were retired, homemakers, or students.
ePoint estimates and CIs not reported because of CIs spanning 20% or sample sizes �50.
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various strata of education, income, marital status, and
employment.

In multivariate logistic regression analysis, signifi-
cantly increased odds of driving after binge drinking
were observed for men compared with women, those
aged �35 years compared to younger adults, unmar-
ried people compared to married people, those report-
ing three or more compared to one or two binge
drinking episodes in the past 30 days, and those drink-
ing outside of their own home (Table 3). Compared to
those binge drinking in their own home, the AOR for
driving after binge drinking in bars or clubs was 7.81
and 5.90 for drinking in restaurants. The AOR of driving
for people binge drinking in any licensed establishment
(bars or clubs and restaurants) was also significantly
increased (AOR 3.4, 95% CI�2.7, 4.4) compared with
driving after drinking in any private residence (a respon-
dents’ home or someone else’s home). Race/ethnicity,
education, income, and the number of binge drinks
consumed were not significantly associated with subse-
quent driving.

Discussion

To our knowledge, this is the first U.S. study to examine
the likelihood of driving following a specific binge
drinking event, and the first to assess personal and
contextual risk factors (e.g., location of alcohol con-
sumption) affecting these associations. Overall, almost
one in eight binge drinkers drove during or within 2
hours of their most recent binge drinking episode. Of
these people, more than half consumed most of their
alcohol in establishments licensed to sell alcohol. Bars
and clubs accounted for 43% of binge drinking and
driving episodes; 25% of those who drove after binge
drinking in any establishment licensed to sell alcohol
(bars, clubs, and restaurants) consumed ten or more
drinks. These findings emphasize the need to imple-
ment effective measures to reduce binge drinking,
including the implementation of policies to prevent
overservice in licensed establishments where selling
alcohol to intoxicated people is generally illegal.8

Although a strength of this study was that it estab-
lished a temporal relationship between binge drinking
and subsequent driving, the current findings are con-
sistent with the strong cross-sectional relationship be-
tween binge drinking and impaired driving that has
been described in previous studies.6,7 A population-
based study of California drinkers observed that driving
while intoxicated was influenced by age, gender, indi-
vidual drinking patterns, increased alcohol outlet den-
sity, and drinking in bars and restaurants.9 The impor-
tance of drinking location and subsequent impaired
driving was further illustrated by a New Mexico study
of 5000 people convicted of driving-while-intoxicated
(DWI), in which 45% of those convicted were drink-
ing in bars or lounges prior to their arrest.10 Another

study of 16,000 DWI arrestees in Ventura County CA
found that 44% had consumed their last drink in a
bar, club, or restaurant and that those drinking in
these establishments had significantly higher blood

Table 3. Prevalence and AORsa for driving after binge
drinkingb among binge drinkers

Characteristic

Percentage who
drove after
binge drinkingb AORa (95% CI)

Gender
Female 8.1 1.00 (ref)
Male 13.2 1.75 (1.37, 2.33)

Age
18–34 11.2 1.00 (ref)
35–54 11.9 1.58 (1.25, 2.01)
�55 14.3 2.37 (1.69, 3.34)

Race or ethnicity
Other than white,

non-Hispanic
10.8 1.00 (ref)

White, non-Hispanic 12.2 0.98 (0.72, 1.34)
Education level

Greater than high
school

12.1 1.00 (ref)

High school or less 11.2 1.01 (0.80, 1.27)
Income level ($)

�50K 11.9 1.00 (ref)
�50K 12.2 1.05 (0.84, 1.32)

Marital status
Married 10.2 1.00 (ref)
Not marriedc 13.2 1.32 (1.04, 1.68)

Employment status
Not employedd 11.1 1.00 (ref)
Employed 12.0 1.25 (0.91, 1.71)

No. of binge episodes,
past 30 days

1–2 10.3 1.00 (ref)
�3 13.7 1.52 (1.21, 1.89)

No. of drinks
consumed, most
recent binge
episode

5–6 10.6 1.00 (ref)
�7 12.9 1.06 (0.84, 1.32)

Drinking location, most
recent binge
episode

Own home 4.0 1.00 (ref)
At another person’s

home
13.6 4.61 (3.25, 6.53)

Restaurant 16.3 5.90 (3.77, 9.22)
Bar or club 20.8 7.81 (5.69, 10.73)
Other locatione 13.2 4.31 (2.88, 6.45)

aAORs for driving after a respondent’s most recent binge drinking
episode were determined by logistic regression and were adjusted for
the covariates listed in this table.
bBinge drinking was defined as consuming five or more drinks on at
least one occasion in the past 30 days. Respondent information
pertained to their most recent episode of binge drinking. Driving
after binge drinking refers to those who reported driving during or
within 2 hours of their most recent binge drinking episode.
cUnmarried people included those who were never married/single,
in an unmarried couple, widowed, divorced, or separated.
dNot employed people included those who were unemployed, unable
to work, retired, homemakers, or students.
eOther location refers to places such as parks, sporting events,
concerts, or other locations.
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alcohol concentrations than those drinking in other
locations.11

Studies from other developed countries (e.g., Can-
ada and Australia) have also found that drinking in bars
and night clubs is strongly associated with drinking
more than usual and drinking to the point of intoxica-
tion.12–18 Further, a disproportionate number of drink-
ers who experienced alcohol-related harms or engaged
in closely related risk behaviors, including driving while
impaired, had been drinking in establishments licensed
to sell alcohol.19,20

This study reaffirms the predominant role played by
men in alcohol-impaired driving,6 as men were more
likely than women to binge drink and were also more
likely to drive after doing so. While those in relatively
younger age groups accounted for most binge drinking
and driving episodes, the AOR of driving after a single
binge drinking episode was progressively higher among
those in older age groups. This finding may represent a
cohort effect, as younger people have grown up in an
era of enhanced awareness of, and social stigma associ-
ated with, impaired driving. It is also possible that a
higher proportion of older binge drinkers were alcohol
dependent, but alcohol dependence could not be
assessed using this data source. Finally, drinking more
drinks was not associated with a higher likelihood of
driving. It is possible that a progressive loss of judgment
after consuming more drinks was counteracted by a
greater awareness of impairment, because the sensation
of impairment is generally attained at or above the
number of drinks used to define binge drinking.21 It is
also possible that those drinking more drinks were less
likely to report subsequent driving.

This study is subject to several limitations. First, data
were from self-report, and survey respondents may
under-report how much they drink and whether they
engage in impaired driving. Therefore, the number of
drinks reported by respondents was likely conservative,
as was the proportion of those who reported driving
after binge drinking. Similarly, the median response
rate among states included in this study was 55%, and
nonrespondents may be more likely to binge drink and
engage in impaired driving, although it is unclear how the
proportion of binge drinkers who drive would vary be-
tween respondents and nonrespondents. Second, this
study assessed the location where most drinks were con-
sumed, and some binge drinkers may have consumed
alcohol at more than one location. Third, the study did
not include information about all U.S. states, and
therefore may not be representative of the U.S. as a
whole. And fourth, the BRFSS used a five-drink thresh-
old to define binge drinking among women; the Na-
tional Institute of Alcohol Abuse and Alcoholism rec-
ommends using a four-drink threshold, and BRFSS
survey adopted this threshold in 2006. It is unknown
what proportion of women drinking exactly four drinks
subsequently drove a motor vehicle, but it is likely that

the women would have accounted for a somewhat
larger proportion of binge drinking and driving epi-
sodes had the four-drink threshold been used.

It was not possible to determine whether all people
who reported driving during or within 2 hours of a
binge drinking episode were legally intoxicated. How-
ever, consuming five drinks for men or four drinks for
women at a typical rate (i.e., within 2 hours) results in
blood alcohol concentrations of 0.08 mg/dL, the legal
limit for defining alcohol-impaired driving in all states
in the U.S.22 Further, half of drivers in this study
consumed seven or more drinks during their most
recent binge episode, suggesting that many of these
people may have had blood alcohol concentrations well
in excess of 0.08 mg/dL. And finally, it should be noted
that the risk of a motor vehicle crash increases at blood
alcohol concentrations in excess of 0.03 mg/dL.23

Given the frequency with which binge drinkers sub-
sequently drive a motor vehicle, population-based strat-
egies to reduce both binge drinking and impaired
driving are required to reduce alcohol-related motor
vehicle crashes. Such strategies are the cornerstone of
prevention, because there are few targeted interven-
tions available to address the likelihood of excessive
drinking or subsequent driving among high-risk demo-
graphic groups (e.g., men). Effective population-based
strategies to reduce binge drinking include increasing
alcohol excise taxes, limiting alcohol outlet density and
hours of sale, enhanced enforcement of the age-21 min-
imum legal drinking age, and limiting days of alcohol
sales.24-26 Effective strategies to prevent alcohol-impaired
driving include implementation of the age-21 minimum
legal drinking age, 0.08 laws, sobriety checkpoints, lower
blood alcohol concentration laws for young and inexpe-
rienced drivers, immediate driver’s license revocation for
those arrested for driving while intoxicated, sobriety
checkpoints, server training programs, mass media cam-
paigns intended to reduce impaired driving, ignition
interlocks, multi-component impaired-driving interven-
tions with community mobilization, and school-based
instructional programs.27

Because driving after binge drinking in licensed
establishments accounted for more than half of such
episodes, implementing and strengthening existing in-
terventions to prevent on-premise binge drinking in
retail alcohol outlets are warranted.28 Effective inter-
ventions to improve responsible beverage service in-
clude limits on drink discounting, “dram shop” liability
laws, mandatory server training programs, and en-
hanced enforcement of laws prohibiting sales to intox-
icated patrons.27,29,30 However, a number of states lack
liability laws or mandatory server training laws for
establishments serving alcohol; most states lack ade-
quate numbers of alcoholic beverage control officers;
and laws preventing sales to minors or intoxicated people
are enforced only sporadically.31 Further, some states
have laws that prevent cities or counties from adopting
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more stringent alcohol-control policies than those that
exist at the state level. Strengthening these laws and
ensuring their enforcement could help reduce alcohol
overservice and create an environment that supports
responsible beverage service by not placing law-abiding
retailers at an economic disadvantage.
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State Alcohol-Use Estimates Among Youth and
Adults, 1993–2005
David E. Nelson, MD, MPH, Timothy S. Naimi, MD, MPH, Robert D. Brewer, MD, MSPH, Hayley A. Nelson

Background: Underage drinking, particularly binge drinking, is an important public health problem
that results in substantial premature mortality and morbidity. Little is known about the
potential influence of the alcohol-use behaviors of adults on youth alcohol use at a
population level. The purpose of this study was to examine the correlation of alcohol-use
behaviors among youth with those of adults at a population level.

Methods: Data were analyzed in 2007 and 2008, using biennial 1993–2005 data from state school-
based Youth Risk Behavior Surveys of students in grades 9–12, and from the Behavioral
Risk Factor Surveillance System for adults aged �18 years. Pearson correlation coefficients
(r) were used to compare state prevalence estimates for youth with those of adults for
several alcohol-use measures.

Results: Overall and subgroup-specific state youth estimates of current drinking and binge drinking
were generally moderately to strongly correlated with adult alcohol use (range of r -values
for pooled estimates across all years: 0.35–0.68 for current drinking [p�0.01 for all
correlations]; 0.24–0.60 for binge drinking [p�0.01 for all correlations ]) and with youth
and adult drinking-and-driving behaviors (range of r-values for pooled estimates: 0.12–
0.52, p�0.01 for all but one correlation). Correlation coefficients were generally higher for
girls with women and for youth with younger adults aged 18–34 years. The use of alcohol
by youth before they were aged 13 years was not correlated with adult alcohol-use measures,
and most youth alcohol-use measures were not correlated with adult heavy-alcohol use.

Conclusions: Most state youth alcohol-use estimates were correlated with state adult estimates. These
findings have implications for underage-drinking control strategies and suggest that efforts
to address this problem need to be targeted on a broader societal level.
(Am J Prev Med 2009;36(3):218–224) Published by Elsevier Inc. on behalf of American Journal of
Preventive Medicine

Introduction

Excessive alcohol use is the third leading prevent-
able cause of death in the U.S.1 It accounts for
an average of approximately 79,000 deaths an-

nually as well as substantial health morbidity and
broader societal adverse consequences, such as vio-
lence, unintended pregnancy, and lost productivity.2–5

Binge drinking, which is generally defined as the
consumption of �5 drinks in a row on a single occa-
sion,6 is a hazardous drinking pattern and is especially
common among adolescents.5,7–13 As with many health
risk behaviors, alcohol use usually begins in adoles-
cence.4,5,9,14 In addition to the health risks posed by
alcohol use during adolescence itself (e.g., motor-

vehicle crashes), the early onset of alcohol use is
associated with a substantially greater risk of alcohol
misuse during adulthood.9,14

A substantial research literature exists on the factors
associated with youth alcohol use, including genetics,
demographics, psychological characteristics, and family
and peer influences. Previous studies4,5,15 have demon-
strated a strong connection between youth and adult
drinking at the household and the community levels.
Somewhat surprisingly, little population-based research
has been conducted on the relationship between youth
and adult drinking at the state level.8,16

Assessing this relationship is important because
young people may model their drinking patterns after
adults beyond those living within their own households;
in addition, youth alcohol use occurs within a broader
societal context shaped by adults.8,14,17–19 A need for a
better understanding of the potential relationship be-
tween youth and adult drinking behavior on a popula-
tion basis has practical implications, such as whether
efforts to reduce underage drinking should be targeted
to youth alone or to youth and adults more broadly.14
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To better assess potential population-based associ-
ations between youth and adult alcohol-use behav-
iors, biennial data from the state Youth Risk Behavior
Surveys (YRBS) were correlated with data from the
Behavioral Risk Factor Surveillance System (BRFSS).
The purposes of this study were to determine if state
alcohol-consumption patterns in youth and adults were
correlated; if youth alcohol-impaired driving and adult
alcohol-impaired driving were correlated; and to assess
if there were changes in correlations over time. Because
alcohol use among youth may be influenced more by
younger-aged adults,20 estimates for youth were com-
pared to estimates for adults aged 18–34 years (younger
adults) and adults aged �35 years (middle-aged and
older adults). Estimates for boys were compared to
those of men, and estimates for girls to those of women.

Methods

Youth Data

Youth alcohol-use prevalence estimates for the years 1993–
2005 came from data tables published in the CDC’s Morbidity
and Mortality Weekly Report (MMWR) Surveillance Summaries
from biennially conducted state YRBSs7,21–26; details are
available elsewhere.27 Briefly, states use the YRBS to anony-
mously collect data on health risk factors from students in
grades 9–12. Students complete a self-administered paper-
and-pencil questionnaire during a regular class period. Partici-
pation is anonymous and voluntary. Local parental-permission
procedures are followed before survey administration.

Most states employ a two-stage cluster-sample design to
produce representative samples of students in public schools.
The total number of states with published data in the MMWR
Surveillance Summaries ranged from 29 to 40. Median state
sample sizes ranged from 1619 to 2760, and median state
response rates ranged from 61% to 67.5%. Data from states
with a representative sample of students, appropriate docu-
mentation, and an overall response rate of �60% were
weighted to be representative of all students attending public
schools in grades 9–12. Of all the states included in this study,
only about two thirds had weighted data; unweighted data are
representative of students who participated in the survey, not
necessarily of all students statewide. (Because preliminary
findings found virtually no differences in correlations when
only weighted state YRBS data were used [data available from
authors], this report includes YRBS data from every state
published in each MMWR Surveillance Summary regardless
of whether data were weighted or unweighted.)

Questions about alcohol use in general are contained on
the YRBS. These include lifetime (ever) use of alcohol
(respondent had at least 1 drink of alcohol on at least 1 day
during his or her life); alcohol use for the first time before
age 13 years (i.e., early age of initiation); current alcohol use
(had at least 1 drink of alcohol on at least 1 day during the 30
days before the survey); and binge drinking (had �5 drinks of
alcohol in a row within a couple of hours on at least 1 day
during the 30 days before the survey). The YRBS also contain
questions about alcohol use and motor vehicles, including
driving after drinking alcohol (i.e., alcohol-impaired driving)

and riding with a driver who had been drinking alcohol �1
time during the 30 days before the survey. The same wording
for all the alcohol questions was used over the entire study
period; YRBS questions are available at www.cdc.gov/
healthyyouth/yrbs/data/index.htm.

Overall and gender-specific state data were available for all
alcohol-use measures annually except for 1993; published
data on alcohol-impaired driving and early age of initiation
were available starting with the 1995 survey administration.22

Because states have final decision-making authority about
questions, not all alcohol questions were included each year.
Each year the MMWR Surveillance Summaries contained no
data on lifetime alcohol use from approximately two to seven
states; in 1995 and 1997, no data on binge drinking from one
state; and in 1995 and 2001, no data on early age of initiation
from one state.

Adult Data

Biennial adult data (corresponding to the years for which
YRBS data were available) were obtained from publicly avail-
able CDC BRFSS data sets for 1993–2005. (Although BRFSS
data are collected annually, only biennial BRFSS data from
odd-numbered years were used for this study in order to be
consistent with the years that YRBS data on youth were
available.) Details about the BRFSS are available elsewhere.28

In brief, state-based random-digit-dial telephone surveys of
non-institutionalized people aged �18 years are conducted
monthly in all states; survey instruments contain questions on
a variety of health risk measures. Overall, median state sample
sizes for the years studied ranged from 2045 to 5812, and
median state response rates ranged from 51.1% to 68.5%.
Data for all states were weighted to be representative of each
state’s adult population.

Questions in the BRFSS covered current alcohol use; the
frequency and quantity of alcohol use (consumption); and
alcohol-impaired driving (the actual wording for BRFSS ques-
tions is available at www.cdc.gov/brfss). Current alcohol use
was defined as having at least 1 drink of an alcohol-containing
beverage (beer, wine, wine cooler, or liquor) in the past
month from 1993 to 1999, and as having �1 drink in the past
30 days in 2005. In 2001 to 2003, respondents were asked
about the number of days they drank an alcohol-containing
beverage within the past 30 days; those reporting �1 day were
considered current alcohol users.

Binge drinking was defined as drinking �5 alcohol-
containing beverages on one or more occasions within the
past month (1993–1999) or within the past 30 days (2001–
2005). Heavy drinking was defined as having �2 drinks per
day on average for men, and �1 drink per day on average for
women, within the past month (1993–1999) or within the past
30 days (2001–2005). Alcohol-impaired driving was defined as
having driven after perhaps having had too much to drink
within the past month from 1993–1999; questions on alcohol-
impaired driving on the BRFSS were not included on the core
survey in 2001, 2003, or 2005, preventing correlations with
this measure with YRBS data for these years.

Data Analyses

Data analyses occurred in 2007 and 2008 and were limited to
the same states and years for which YRBS data were available.
Pearson correlation coefficients (r) were used in all analyses,
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and significance, based on p-values �0.05, was used to assess
if coefficients were different from 0. Correlations of 0.10–
0.29 were considered weak, 0.30–0.49 moderate, and �0.50
strong.29 Five broad types of prevalence correlations were
estimated: overall youth with overall adults; overall youth with
adults aged 18–34 years; overall youth with adults aged �35
years; boys with men; and girls with women.

Because of the differences in alcohol-use measures in the
YRBS and BRFSS surveys, correlations were further catego-
rized as direct or indirect. Direct comparisons consisted of
correlations of the prevalence measures for current alcohol
use, binge drinking, and alcohol-impaired driving for youth
and adults (e.g., youth and adult binge-drinking estimates).
Indirect comparisons consisted of correlating the remaining
alcohol-use measures (e.g., youth binge drinking with adult
heavy drinking).

Correlations were obtained separately by year, pooled for
the time periods 1993–1999 and 2001–2005, and pooled
across all years. Correlations using youth early age of initia-
tion and youth alcohol-impaired driving were available only
for 1995 to 2005, and comparisons with adults were per-
formed for these years. Correlations of youth data with adult
alcohol-impaired driving were conducted only for period
1993–1999. Direct comparisons (e.g., binge drinking among
youth with binge drinking among adults) were performed
both overall and for each subgroup for each year and for
pooled years; indirect comparisons were limited to overall
estimates and pooled years.

Results

The youth median overall state prevalence and the
range for medians across the survey years for the
alcohol-use measures were 78.4% (74.1%–80.8%) for
lifetime alcohol use; 47.9% (42.8%–51.1%) for current

alcohol use; 30.4% (26.3%–33.1%) for binge drinking;
30.3% (24.9%–34%) for early age of initiation; 13.9%
(11.1%–15.2%) for alcohol-impaired driving; and
34.1% (27.2%–36.6%) for riding with a driver who had
been drinking alcohol. The median overall adult state
prevalence and the range for medians across the survey
years for the alcohol-use measures were 55% (51.4%–
58.4%) for current alcohol use; 15% (13.8%–16.9%)
for binge drinking; 4.7% (3.2%–5.9%) for heavy drink-
ing; and 2.1% (2%–2.4%) for alcohol-impaired driving.

Correlations of state youth and adult alcohol preva-
lence for direct-comparison measures are included in
Table 1. Overall, the pooled estimates of current youth
alcohol use were moderately correlated with current
adult alcohol use (r �0.43, p�0.01). Demographic-
specific estimates of current youth alcohol use were
consistently correlated in a positive manner with cur-
rent adult alcohol use (range of r-values for pooled
estimates: 0.35–0.68; range of r-values for annual esti-
mates: 0.25–0.79; Table 1), with nearly all coefficients
significant at p�0.01. Coefficients for all comparisons
were typically higher from 2001 to 2005 than in earlier
years. Pooled and annual correlation coefficients for
current alcohol use were generally higher among fe-
male youth and adults than among male youth and
adults, and for youth estimates correlated with younger
adults compared to older adults.

There were positive correlations for youth and adult
binge-drinking prevalence, although correlation coeffi-
cients were slightly lower (the majority were moderately
correlated) and annual findings somewhat less consis-
tent than those for current drinking (Table 1 and

Table 1. Correlations of state youth and adult alcohol-use measures: direct comparisons, overall and by subgroups,
1993–2005

1993 1995 1997 1999 2001 2003 2005
1993–
1999a

2001–
2005

All
years

Number of states n�29 n�30 n�32 n�33 n�33 n�32 n�40
Current drinking

All youth/adults 0.34 0.51** 0.55** 0.52** 0.71** 0.45 0.57** 0.48** 0.55** 0.43**
Boys/men 0.25 0.41* 0.47** 0.52** 0.66** 0.40 0.52** 0.41** 0.51** 0.35**
Girls/women 0.44* 0.58** 0.59** 0.50** 0.70** 0.46** 0.59** 0.53** 0.56** 0.49**
All youth/adults aged 18–34 0.46* 0.62** 0.59** 0.59** 0.79** 0.58** 0.65** 0.56** 0.68** 0.55**
All youth/adults aged �35 0.29 0.45 0.51** 0.47** 0.64** 0.39 0.52** 0.44** 0.48** 0.35**

Binge drinking
All youth/adults 0.16 0.36 0.42* 0.38* 0.64** 0.38* 0.46** 0.34** 0.49** 0.36**
Boys/men 0.00 0.27 0.32 0.34 0.63** 0.34 0.39* 0.25** 0.46** 0.27**
Girls/women 0.26 0.50 0.54** 0.35* 0.58** 0.33 0.41** 0.41** 0.44** 0.40**
All youth/adults aged 18–34 0.19 0.46* 0.50** 0.46** 0.71** 0.51** 0.52** 0.42** 0.60** 0.45**
All youth/adults aged �35 0.07 0.31 0.36* 0.29 0.54** 0.22 0.33* 0.29** 0.33** 0.24**

Alcohol-impaired driving
All youth/adults NA 0.62** 0.52** 0.52** NA NA NA 0.53** NA NA
Boys/men NA 0.55** 0.36* 0.53** NA NA NA 0.45** NA NA
Girls/women NA 0.51** 0.52** 0.37** NA NA NA 0.45** NA NA
All youth/adults aged 18–34 NA 0.66** 0.58** 0.43* NA NA NA 0.52** NA NA
All youth/adults aged �35 NA 0.49** 0.48** 0.54** NA NA NA 0.49** NA NA

a1995–1999 only for alcohol-impaired driving
*p�0.05; **p�0.01
NA, not available
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Figure 1; range of r-values for pooled estimates:
0.24–0.60; range of r-values for annual estimates: 0.00–
0.71). As with current drinking, youth and adult binge-
drinking correlations were generally stronger from
2001 to 2005, and were higher among girls and women
and younger adults (Table 1). Youth alcohol-impaired

driving estimates from 1995 to 1999 were moderately to
strongly correlated with those of adult alcohol-impaired
driving for all years and among all subgroups (Ta-
ble 1; range of r-values for pooled estimates: 0.45–0.53;
range of r-values for annual estimates: 0.36–0.66), with
all coefficients significant at p�0.01.

Table 2 contains correlation coefficients of state
overall youth and adult alcohol prevalence for indirect-
comparison measures. State youth estimates of lifetime,
current, and binge drinking were moderately to
strongly correlated with state adult estimates of current
alcohol use, binge drinking, and drinking-and-driving
pooled across all years (range of r-values: 0.30–0.52,
p�0.01 for all correlation coefficients) but not with
adult heavy-drinking estimates. The correlation for
youth riding-with-a-drinking-driver estimates with adult
alcohol-impaired driving estimates from 1993 to 1999
was moderate (0.42, p�0.01).

Early age of initiation was not correlated with any
adult alcohol-use measures. Youth estimates for alcohol-
impaired driving and for riding with a drinking driver
consistently correlated—albeit at a weak-to-moderate level—

with adult binge-drinking estimates (range of r-values
for pooled estimates:
0.18–0.44) but were in-
consistently correlated
with estimates of adult
current alcohol use and
heavy drinking.

Discussion

This may be the first
population-based study
of the relationship be-
tween youth and adult
alcohol-use measures at
the state level. This
study empirically dem-
onstrated that state-level
adult and youth alcohol
use are generally corre-
lated to a moderate or
strong degree. These
correlations were gene-
rally found for most
state-level alcohol-use
measures between youth
and adults and were
consistent over the 13-
year time period, with
some evidence that cor-
relations were stronger
in recent years. Correla-
tions were higher for
girls with women than
for boys with men, and

Table 2. Correlations of state youth and adult alcohol-use measures: indirect comparisons,
overall and pooled years, 1993–2005

1993–1999a,b 2001–2005 All yearsc

Lifetime youth alcohol use with:
Adult current alcohol use 0.40** 0.49** 0.40**
Adult binge drinking 0.30** 0.40** 0.31**
Adult heavy drinking 0.16 0.28** 0.12
Adult alcohol-impaired driving 0.33** NA NA

Current youth alcohol use with:
Adult binge drinking 0.40** 0.52** 0.39**
Adult heavy drinking 0.09 0.30** 0.03
Adult alcohol-impaired driving 0.43** NA NA

Youth binge drinking with:
Adult current alcohol use 0.32** 0.42** 0.31**
Adult heavy drinking �0.01 0.14 �0.05
Adult alcohol-impaired driving 0.39** NA NA

Early age of initiation of alcohol use with:
Adult current alcohol use 0.16 0.01 0.00
Adult binge drinking 0.10 0.05 0.02
Adult heavy drinking 0.12 0.11 �0.09
Adult alcohol-impaired driving 0.18 NA NA

Youth alcohol-impaired driving with:
Adult current alcohol use 0.15 0.25** 0.14*
Adult binge drinking 0.31** 0.44** 0.32**
Adult heavy drinking �0.18 0.05 �0.18**

Youth riding with a drinking driver with:
Adult current alcohol use 0.08 0.25** 0.05
Adult binge drinking 0.18* 0.40** 0.18**
Adult heavy drinking �0.13 0.14 �0.20**
Adult alcohol-impaired driving 0.42** NA NA

a1995–1999 only for youth alcohol-impaired driving, and youth early age of initiation of alcohol use, with all
adult alcohol-use measures
b1993–1999 only for all youth alcohol-use measures with adult alcohol-impaired driving
c1995–2005 only for youth alcohol-impaired driving, and youth early age of initiation of alcohol use, for
correlations with adult alcohol-consumption measures
*p�0.05; **p�0.01
NA, not available
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Figure 1. Correlation of binge drinking among youths and
adults, 1993–2005
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for youth with younger adults than for youth with older
adults. Youth estimates for early age of initiation did
not correlate with adult alcohol-use measures, and
youth alcohol-use measures did not correlate with adult
heavy drinking. These findings provide further evi-
dence of the need to address underage drinking
through broader societal approaches that also influ-
ence excessive adult alcohol use.

Comparing these findings with prior work is difficult
because there are few similar studies. However, this
research is consistent with findings from a study by
Nelson et al.,8 which demonstrated that adult binge-
drinking estimates for 40 states were strongly correlated
with binge drinking among college students and with
young adults aged 18–24 years and not attending
college who resided in the same state (r �0.43 and 0.45,
p�0.01, respectively). A study comparing YRBS findings
for high school students with a telephone-administered
YRBS survey of college students in Texas found that
college students had a slightly higher prevalence of
binge drinking and a slighter older age of first alcohol
use than did high school students.30

The only study31 involving a comparison of YRBS
with BRFSS data was based on a survey of American
Indians living on or near reservations in Montana.
Although no comparisons were available on alcohol-use
measures, that study found that the prevalence of youth
tobacco use, physical inactivity, weight loss, and low
levels of fruit and vegetable consumption was generally
similar to, or higher than, that of adults. That study also
found that risk-factor estimates about girls were gener-
ally more similar to those for women as opposed to
estimates about boys compared to men.

A variety of factors at multiple levels influence
youth alcohol use (e.g., religion, family members,
peers).4,5,14,15,17 One reason for the correlations be-
tween youth and adult alcohol-use measures is that
youth drinking patterns may persist into adulthood.32

Additionally, research has consistently shown that ado-
lescents who begin drinking heavily at younger ages are
at much greater risk of maintaining heavy use into
adulthood and developing alcohol-use disorders.5,15

However, these findings of generally moderate-to-
strong correlations between population-level estimates
of youth and adult alcohol-use behaviors suggest that
environmental influences, such as social, cultural, and
legal factors, may have an important effect on youth
alcohol use.14,17 This study also provides further evi-
dence of the need for more scientifically rigorous
research, such as intervention trials, on the effects of
policies to reduce underage drinking.

Policies that result in higher alcohol excise taxes, in
the enforcement of minimum legal drinking age laws,
and in the restricted availability of alcohol reduce
alcohol use among youth.3,8,33–39 In the 2005 Nelson et
al. study8 of college students, alcohol-control policies—
including those geared toward the general population

rather than just underaged people—were indepen-
dently associated with reduced binge drinking by col-
lege students, even after adjusting for the impact of
same-state adult drinking patterns, emphasizing the
impact that the policy environment may have on youth
and adult drinking.

Possible reasons are unknown for the lack of state-
level correlations between an early age of initiation of
alcohol use among youth and adult alcohol use. Deci-
sions by youth to begin drinking at a young age are
complex and likely to be affected by other factors (e.g.,
genetics, parental alcohol use, peer pressure) besides
adult alcohol-use patterns among nonhousehold ad-
ults.4,5,15 Similarly, other factors may account for the
general lack of positive correlations for youth alcohol-
use measures with adult heavy-drinking estimates.

This study had limitations. This was an ecologic
analysis, and correlation does not equal causation; the
strong youth–adult correlations for most alcohol-use
behaviors could be the result of other factors. Data were
based on self-reports, which underestimate alcohol
consumption, at least among adults.40 There were
wording differences in the questions used in the YRBS
and BRFSS, which may have influenced correlations.
There was the potential for a slight overlap between
YRBS and BRFSS respondents, given that some high
school students are aged �18 years, although the effect
of this overlap on BRFSS estimates would be small.
Response rates for the BRFSS, as with other telephone-
based surveys, declined over time,41 and the impact on
correlations is not known. Both weighted and un-
weighted estimates were used from the YRBS; however,
preliminary findings based on direct comparisons were
similar only when weighted YRBS data were used. In
addition, YRBS data are representative only of youth
who attend school and not of all students in this age
group. Finally, the generally stronger correlation be-
tween youth and adult alcohol-impaired driving should
be interpreted cautiously, given that correlations could
be calculated only through 1999.

This study’s findings have implications for public
health efforts to reduce excessive alcohol use. Regard-
less of the reasons for the youth–adult alcohol associa-
tions, the two are correlated. This is important because
many citizens, policymakers, and even public health
officials frame youth drinking as an age-related prob-
lem that should be addressed through youth-centered
approaches. Certainly some youth-centered approaches
are effective, such as the presence and enforcement of
minimum legal drinking-age laws; laws that establish a
lower legal blood alcohol concentration for young or
inexperienced drivers (i.e., zero-tolerance laws); and
school-based instructional programs to reduce riding
with alcohol-impaired drivers.36,38 A youth-centered
approach, however, can result in a lack of focus on
reducing excessive drinking among the entire popula-
tion through the use of policy interventions.42,43
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Higher alcohol taxes, for example, particularly those
on beer, are inversely related to youth drinking, the
frequency of youth drinking, heavy drinking by youth,
youth motor-vehicle crashes, homicide, suicide, and
youth violence.33,44–48 More-comprehensive sets of state
policies, including those geared toward the general pop-
ulation, are associated with less alcohol-impaired driving
among college students,18 including those who are under-
age19—e.g., one study found that states that lowered their
legal limit for blood alcohol concentration to the 0.08
level experienced reductions in beer sales.49 Similar
findings have been shown for tobacco control.50,51

Reducing underage drinking, as noted by the 2004
National Research Council/IOM Underage Drinking
Report, will require a broader focus on reducing exces-
sive drinking in the entire population.14

The findings and conclusions in this article are those of the
authors and do not necessarily represent the official position
of the USDHHS or the CDC.

No financial disclosures were reported by the authors of
this paper.
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Health Literacy
Communication Strategies to Improve Patient Comprehension of
Cardiovascular Health
Daniel J. Oates, MD, MSc; Michael K. Paasche-Orlow, MD, MA, MPH

Case presentation: A 67-year-old
retired school bus driver presents

to your office for an initial visit after
having had an acute myocardial infarc-
tion, which is complicated by new-
onset congestive heart failure. She
comes to your office alone, with a bag
of 5 pill bottles, and asks, “Do I really
need all these pills?”

To care for themselves and partici-
pate in their health care, patients must
be able to understand and act on infor-
mation and instructions given to them
by their healthcare providers. This
concept is known as health literacy,
which is defined as “the degree to
which individuals have the capacity to
obtain, process, and understand basic
health information and health services
needed to make appropriate health de-
cisions.”1 Basic literacy skills, such as
proficiency in reading, writing, listen-
ing, interpreting images, and interact-
ing with documents, as well as facility
with numeric concepts and basic com-
putation, are central to the concept of
health literacy and greatly affect a
patient’s level of health literacy.

The Institute of Medicine, American
Medical Association, American College

of Physicians, and the Joint Commission
have targeted health literacy as a cross-
cutting priority area for quality improve-
ment to transform US health care.2–5

Patients with the largest disease burdens
are often those with the least ability to
understand and use health information.
This is due in part to a lack of focus on
patient education and poor communica-
tion skills by clinicians. In this article,
we discuss the prevalence of limited
health literacy, its impact on health out-
comes and healthcare utilization, and
strategies that providers may use to en-
hance their communication skills.

The Problem
According to the 2003 National As-
sessment of Adult Literacy, a 30 000-
household US Department of Educa-
tion survey, 36% of US adults possess
basic or below-basic health literacy
skills.6 For people with basic health
literacy, most documents such as pa-
tient education brochures, informed
consent forms, notices of privacy pro-
tection, patient bills of rights, and even
pill bottles are far too complex. The
prevalence of limited health literacy is
higher for those with low educational

attainment, the elderly, racial and ethnic
minorities, and people with chronic dis-
ease.7 Indeed, more than 50% of those
80 to 84 years old and more than 70% of
patients 85 years old and older have
marginal or limited health literacy.8

The Impact
Patients with limited health literacy
have worse diabetic control9; often
present with more advanced diseases,
such as prostate cancer10; use fewer
preventative services11; and are up to
twice as likely to be hospitalized.12

Additionally, older adults with limited
health literacy have a hazard ratio for
mortality over a 5-year period of 1.52
compared with those with normal
health literacy.13 Many factors account
for this worse health status, including
an increasingly complex healthcare
system, difficulties accessing health-
care, limitations in patient-provider
communication, and the failure of pro-
viders to promote self-management
and recognize patient barriers to com-
munication and comprehension.14

Numerous barriers to healthcare ac-
cess exist for those with limited health
literacy. Insurance companies and gov-
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ernment programs often introduce hur-
dles for those seeking care in the form
of application procedures and paper-
work, which deter those with literacy
problems from seeking care, often ow-
ing to embarrassment or perceived
shame from their limited literacy.15

Barriers can be present within the
patient-provider relationship itself that
make adequate communication and
comprehension difficult. Providers often
assume that their patients are function-
ally literate and communicate with them
assuming they are able to read and com-
prehend information, although this often
is not the case.16 Clinicians can often be
rushed and therefore make patients feel
rushed and embarrassed to ask ques-
tions. The office visit can be a daunting
interaction, especially for those with lim-
ited health literacy. Patients often prefer
to be quiet than to admit that they do not

understand their doctor’s instructions.
They fear that their limited literacy skills
will be revealed.15

Strategies for Clear
Communication

Numerous strategies are available
that clinicians can implement that
will help their patients overcome
limited health literacy (Table).17

Some of these communication tech-
niques appear easy to implement;
however, these strategies often re-
quire practice and the participation
and training of an interdisciplinary
team, as well as feedback from
patients.

The goal is to help patients become
informed and activated.18 This cannot
be achieved without a welcoming en-
vironment in which patients are com-
fortable asking questions. Shame is a

prominent emotion that patients with
limited literacy associate with medical
encounters. Everything from registra-
tion to referrals should be made clear
and simple. If you are not hearing
questions, patients do not feel wel-
come to ask. Who are the people in
your healthcare setting with the re-
sponsibility to elicit and answer patients’
questions? Do they help patients feel
comfortable asking questions? There are
many ways to distribute this responsibil-
ity of eliciting and answering questions,
but if the tasks are not clearly defined,
achievement of the objective is unlikely.

Avoiding the use of medical jargon
during the encounter is another impor-
tant way to improve patient comprehen-
sion. Medical providers often use terms
that are straightforward to them, yet may
not be so to patients. Commonly heard
jargon such as the words “echo,” “stress

Table. Clear Communication Strategies

Guiding Principles Specific Steps

Clinical skills 1. Avoid jargon.

2. Use simple sentence structure and plain language.

3. Speak slowly.

4. Use analogies, if appropriate (eg, “Getting a pacemaker is like replacing the electrical wiring in your
house”).

5. Limit the amount of information discussed:

Focus on 2 or 3 key points per visit and repeat them.

Use others (office staff, VNA, home physical therapist, etc) to help reinforce key points.

Be specific 1. Use clear, action-oriented directives.

2. Stress action steps the patient should take.

3. Stress concrete, specific steps that the patient can take.

4. Minimize information about anatomy and physiology.

5. Focus instead on answering the patient’s question, “What do I need to do?”

Use multiple forms of communication 1. Use more than 1 communication modality to give the most important information.

2. Pictures can help convey complex information or explain procedures.

3. Videos or interactive computer programs may also be useful.

4. Get feedback from patients to make certain such patient education materials work with your patients.

Help patients ask questions 1. Create an environment conducive to patients asking questions.

Instead of asking, “Do you have any questions?” you can ask, “What questions do you have for me?”

2. Empower your patients to always leave medical encounters knowing the answer to the question,
“What do I need to do?”

Confirm comprehension 1. Conduct “teach back.”

Part A: “Tell me what you’ll tell your family about what we talked about.”

Part B: Focus feedback on aspects not understood.

Part C: Reevaluate comprehension (“close the loop”) and provide additional feedback until mastery
has been exhibited.

VNA indicates Visiting Nurse Association.
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test,” and “EKG” may confuse patients
and make them fearful unless these
words are explained. Use of jargon can
be a subconscious technique providers
use to assert their role as a health pro-
fessional and exhibit the mastery they
have of their topic area. Unfortunately, it
does not promote patient understanding.
To make matters worse, even simple
words can function as jargon. For exam-
ple, medical providers tend to use the
term “diet” to refer to all the food a
person consumes. Patients, however,
tend to use the word “diet” to refer to an
effort to lose weight. It can be hard to
identify and drop the jargon; feedback
from non-health professionals can be
useful. Taking time to explain in plain
terms the action steps you want patients
to take will help improve patient under-
standing, and it can be an effective way
for providers to show that it is important
to them that their patients understand.

Universal Precautions
The ultimate way to ensure that commu-
nication with your patient has been suc-
cessful is to check. In doing this,
physicians often ask, “So, do you under-
stand?” (while getting up and walking
for the door, training the patient to re-
spond “yes”). This is not a helpful check
for comprehension. A more effective
technique is to conduct a “teach back,”
in which you ask the patient to explain to
you or teach back the critical action
items from the encounter. You may ask,
“We talked about several things today. I
want to be sure that it is clear what you
are going to do, so please tell me, what is
the plan?” or “When you go home, what
will you tell your partner about what you
need to do every day?” Such questions
are helpful in determining the extent of
understanding and also what parts of the
action plan the patient may not have
understood fully. Clinicians can then
provide immediate feedback and educa-
tional efforts to correct items the patient
did not comprehend. This may need to
take a different form than simply repeat-
ing the idea. The success of this teaching

then needs to be evaluated with another
round of teach back to determine
whether the information has been im-
parted successfully.19

Conclusions
Integration of the clear communication
techniques outlined here may take practice
and training for a wide range of clinical
staff; however, the high prevalence and
significant clinical impact of limited health
literacy warrant the expenditure of time
and resources. Implementation of the com-
munication techniques presented will help
create a prepared and proactive clinical
team that will be able to empower patients
with limited health literacy to become
informed.20
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BACKGROUND: Despite vigorous national debate be-
tween 1999–2001 the federal patients’ bill of rights
(PBOR) was not enacted. However, states have enacted
legislation and the Joint Commission defined an ac-
creditation standard to present patients with their
rights. Because such initiatives can be undermined by
overly complex language, we surveyed the readability of
hospital PBOR documents as well as texts mandated by
state law.

METHODS: State Web sites and codes were searched to
identify PBOR statutes for general patient populations.
The rights addressed were compared with the 12
themes presented in the American Hospital Associa-
tion’s (AHA) PBOR text of 2002. In addition, we obtained
PBOR texts from a sample of hospitals in each state.
Readability was evaluated using Prose, a software
program which reports an average of eight readability
formulas.

RESULTS: Of 23 states with a PBOR statute for the
general public, all establish a grievance policy, four
protect a private right of action, and one stipulates fines
for violations. These laws address an average of 7.4 of
the 12 AHA themes. Nine states’ statutes specify PBOR
text for distribution to patients. These documents have
an average readability of 15th grade (range, 11.6, New
York, to 17.0, Minnesota). PBOR documents from 240
US hospitals have an average readability of 14th grade
(range, 8.2 to 17.0).

CONCLUSIONS: While the average U.S. adult reads at
an 8th grade reading level, an advanced college reading
level is routinely required to read PBOR documents.
Patients are not likely to learn about their rights from
documents they cannot read.
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BACKGROUND

In 2001, both the U.S. House of Representatives and U.S.
Senate passed bills to create a Federal Patients’ Bill of Rights
(PBOR). While the Senate version of the bill reversed certain
elements of the Employee Retirement Income Security Act
(ERISA), by allowing patients to sue in state and federal courts
for denials of care by managed care organizations, the House
version of the bill did not provide such a right and President
Bush was reported to have threatened to veto the bill if it
included such a provision.1 The bill was moved to a House–
Senate conference to work out differences between House-
passed and Senate-passed bills, but these negotiations failed.
Despite this, many states enacted Patients’ Bill of Rights
laws.2,3

The concept of patients’ rights represents a cultural shift
that began to emerge 40 years ago when notions of informed
consent and autonomy were first endorsed by court opinion
and institutional policy.4,5 In 1973, the American Hospital
Association

(AHA) presented the first patients’ bill of rights.6 The 12
themes addressed in this initial document (e.g., right to
respectful care, right to refuse treatment, right to confidentiality,
right to refuse participation in research) have remained in
subsequent versions (Table 1), and in the 1990s the Joint
Commission phased in a requirement to inform every patient
about their rights as a national standard for hospital
accreditation (RI.2.20).

Unfortunately, efforts to advance patients’ rights can be
thwarted by inadequate attention to the complexity and
language of the materials presented to patients. For exam-
ple, while the average U.S. adult reads at an 8th grade
reading level, informed consent documents and notices of
privacy practices typically require the reading capacity of a
high school graduate.7,8 We hypothesized that PBOR texts
are also written at a level of complexity that far exceeds
patients’ average capacity. We therefore undertook a survey
to determine the readability of PBOR texts in the United
States. We included PBOR texts from a sample of U.S.
hospitals and all PBOR texts designated by state law to be
given to all patients. We performed the following three
additional analyses of state PBOR statutes: 1) comparison
of the rights delineated in state law to the themes advanced
in the 2002 version of the American Hospital Association
PBOR; 2) abstraction of any enforcement powers that are
delineated within the statute; and 3) evaluation of the
presence of PBOR texts in languages other than English
for those states with mandatory language defined within the
statute.
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METHODS

Data Sources

We obtained state PBOR statutes by searching all 50 state
government Web sites and legal codes in the Lexis-Nexus Data
base. If this information was unclear, we contacted the legal
counsel for the state Department of Public Health and Welfare
and/or the legal counsel for the State Legislature. The focus of
this analysis was PBOR material for general patient popula-
tions. As such, PBOR legislation intended for specific patient
populations (e.g., psychiatric patients) or special circum-
stances (e.g., long-term care) were not included.

To obtain a sample of hospital PBOR documents, we
used the U.S. News and World Report 2006 alphabetical
state listing of the nation’s “best hospitals”; in each state
we searched the publicly available Web sites for every
fourth general hospital on the list with the goal of obtaining
5 different PBOR documents from each state. We designated a
document as different from other documents in the state
sample if the language, excluding institutional names, was
not exactly the same. In addition, documents had to be at
least 300 words long to be included. This served to exclude
documents that are merely advertisements or outlines of
actual PBOR texts and ensured an adequate word count for
readability analysis. In circumstances where multiple hos-
pitals on the list had identical PBOR documents, we
retained one copy of the PBOR and continued to search
for additional documents. We continued to search the list
until we found five unique documents of sufficient length
per state or the list was exhausted by cycling through the
list four times. All Web sites were accessed between July
and August 2006.

Readability and Language Availability

Readability analyses were conducted on each hospital PBOR
using three software programs; Prose: The Readability

Analyst, Grammatik 6.0, and Wstyle: Writing Style Analyzer
(1992).9 For any state that designated the specific PBOR text
to be presented to patients, the readability of such text was
evaluated in the same fashion. In addition, for each state
that designated the specific PBOR text to be presented to
patients, we searched relevant Web sites for approved text in
other languages.

Prose provides grade level estimates for eight readability
formulas. The upper limit for most readability formulas is
grade 17, which represents a 1st year graduate school reading
level. Grammatik 6.0 software (1994) analyzes a text’s sen-
tence and vocabulary complexity. Wstyle categorizes writing
style as Very Poor, Poor, Weak, Satisfactory, Good, Very Good,
and Excellent.

Analysis of Themes

The specific rights that are protected in each state statute
were abstracted and compared with the 12 themes in the
2002 version of the American Hospital Association PBOR.
This process was conducted independently by two coders
(MPO and DJ), who designated each AHA theme as present,
present but altered, or not present. In addition, state PBOR
themes not included in the AHA PBOR document were
documented. Each instance of disagreement among
reviewers was reevaluated in a joint conference for final
classification until agreement was reached.

Protected Remedies

Any recourse delineated within the statute was abstracted. We
also noted instances where the statute specifically limits a
person’s options to pursue legal remedies for breach of the
rights delineated in the statue.

Statistical Analysis

We used the Wilcoxon signed-rank test to compare the
average reading grade level of documents required by state
statutes to the average reading grade level of the hospital
sample in those states. The reading grade levels of PBOR
documents of hospitals in states with a PBOR text defined
by statute were compared to the reading grade levels for
PBOR documents of hospitals in other states with use of the
Wilcoxon rank sum test. All significance tests were two-
tailed. Analyses were conducted with Stata version 8 (College
Station, TX).

RESULTS

In two states, no relevant legislation was identified. In 25
states, PBOR laws existed exclusively for the protection of
specific patient populations. Of the 23 states with PBOR
legislation for general patient populations, nine states’ laws
presented a specific PBOR document for distribution to
patients. We analyzed a total of 240 hospital PBOR docu-
ments from all 50 states; we did not find five unique
hospital PBOR documents in Delaware (4), Hawaii (3), North
Dakota (2), South Dakota (2) and Utah (4).

Table 1. Frequency of American Hospital Association Patients’ Bill
of Rights Themes in State Statutes and Hospital Documents

Theme State
Statutes
(N = 23),
%

Hospital
Documents
(N=240),
%

The patient has the right to:

1. Considerate and respectful care 78 97
2. Obtain current and understandable
information

87 93

3. Refuse recommended treatment 87 97
4. Have an advanced directive 35 95
5. Privacy 87 93
6. Confidential communications
and records

78 92

7. Review records 43 88
8. Indicated medical care including transfer
to another facility

39 90

9. Be informed of business relationships
that influence care

17 40

10. Refuse participation in research 74 58
11. Reasonable continuity of care 43 87
12.Be informed of charges as well as policies
for patient responsibilities and resolution
of conflicts

74 57
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Readability

The average reading grade level for the 240 hospital PBOR
texts was 14.1 (95% confidence interval 13.9 to 14.3, range
8.2 to 17.0). The average reading grade level for each
state’s hospital sample of PBOR texts was 14.1 (95%
confidence interval 13.8 to 14.4; range, 12.0, Maine, to
16.6, Minnesota). Nine states stipulated within their statute
the actual PBOR text to be distributed to patients. The
average reading grade level for these nine documents was
15.2 (95% confidence interval 13.8 to 16.7; range 11.6,
New York, to 17, Minnesota) as seen in Table 3. Hospitals
in these nine states rarely presented the text exactly as
prescribed by state law (1 of 45). The reading grade level of
hospital PBOR texts in these nine states was lower than
the language specified by state law (14.7 vs. 15.2, p=0.14)
and higher than the average reading grade level of hospital
PBOR documents in other states (14.7 versus 14.0, p=
0.05). Table 4 presents examples of excerpts from hospital
PBOR texts for four common themes.

Text Presented in Other Languages in State Statutes

In six of the nine states that present statutory PBOR texts, the
state presented the mandatory text exclusively in English; three
of these states presented a PBOR document in Spanish and two
of these states also presented documents in additional lan-
guages (New York: Italian, Russian, Greek, Chinese, Yiddish,
and Creole; Minnesota: Hmong, Somali, Russian, and Laotian).

Specific Themes

Of the 12 AHA themes, state statutes included an average of 7.4
themes and hospital documents included an average of 9.8
themes. As seen in Table 1, the AHA theme that is least commonly
presented is the right to be informed of business relationships
that influence care. In the 23 state statutes and the 240 hospital
documents there were 95 themes not addressed in the AHA
document (e.g., painmanagement including opiates, receiving an
itemized bill, and freedom from restraints). The most common
non-AHA themes are presented in Table 2.

Table 2. Most Common Non-American Hospital Association Patients’ Bill of Rights Themes in State Statutes and Hospital Documents

Non-AHA Themes State
Statutes
(N=23),
%

Hospital
Documents
(N=240),
%

The patient has the right to:

1. File a grievance 100 71
2. Examine and receive an explanation of the itemized bill regardless of source of payment 57 75
3. Respect for dignity and worth despite diagnosis 50 46
4. Visitation (and right to exclude visitors) 43 33
5. Prompt pain assessment, management, and relief 43 67
6. Have communication needs met (interpreter services, large print documents, etc.) 36 63
7. Exercise their rights without regard to sex, race, economic status, educational background, color, religion, ancestry,
nation origin, sexual orientation or marital status, or the source of payment for care

29 67

8. Freedom from seclusion and restraint, unless clinically required or necessary to protect hospital staff 29 42
9. Receive care in a safe setting and help accessing protective services 21 58
10. Consideration of the ethical, cultural, spiritual, or psychosocial issues that arise in provision of care 14 33

Table 3. Readability Statistics for Patients’ Bill of Rights as Codified in State Law

State Reading Grade Level1 Flesch Reading Ease2 Sentence Complexity3 Vocabulary Complexity4 Writing Style5

New York 11.6 52: Fairly difficult 25 55 Satisfactory
Pennsylvania 12.9 48: Difficult 43 56 Weak
California 15.0 35: Difficult 45 67 Weak
Florida 15.2 36: Difficult 75 50 Poor
Texas 16.1 27: Very difficult 50 66 Poor
New Jersey 16.3 29: Very difficult 55 66 Very poor
Massachusetts 16.5 18: Very difficult 70 55 Poor
New Hampshire 16.6 23: Very difficult 78 58 Poor
Minnesota 17.0 15: Very difficult 84 66 Poor
Average 15.3 31: Difficult 58 60 Poor

1 Reading Grade Level is the average of eight readability formulas as calculated by Prose: The Readability Analyst Software (1988-1991)
2 Flesch Reading Ease as calculated by Prose: The Readability Analyst Software (1988-1991).
3 Sentence Complexity (100 = most complex) as calculated by Grammatik 6.0 Software (1994). Score is based on the number of words and clauses in
a document.
4 Vocabulary Complexity (100 = most complex) as calculated by Grammatik 6.0 Software (1994). Score is based on the number of syllables in a
document and a comparison to a word list of unusual or difficult words.
5 Writing Style as calculated by WStyle. Writing-Style Analyzer Software (1992). Score is based on: 1) Active Voice—portion of sentences using only
active verbs; 2) Word economy—ratio of words that convey meaning (verbs, nouns, adjectives, and adverbs) to supporting words (propositions, articles,
etc.); 3) Readability—difference between the document’s readability grade and the target-reader’s grade; 4) Word choice—ratio of direct, active verbs and
concrete nouns to abstract nouns and verbs transformed to nouns.
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Recourse

Each state’s statute established an internal and external
grievance policy. In most of these states, complaints may be
directed to the State Department of Health and in several
states complaints are directed to the board of registration. For
example, in Vermont complaints are directed to the board of
medicine and failure to comply with any provision of the
Patients’ Bill of Rights law may constitute a basis for disciplin-
ary action against a physician. In one state, Illinois, the law
stipulated fines for violations and in four states (Arizona,
Massachusetts, Maine, and Texas), the statute protects a
private civil right of action. For example, under Texas law “A
plaintiff who prevails in a suit under this section may recover
actual damages, including damages for mental anguish even if
an injury other than mental anguish is not shown.”10 In
contrast, the Florida statute included language to explicitly
restrict patients’ legal options: “This section shall not be used
for any purpose in any civil or administrative action and
neither expands nor limits any rights or remedies provided
under any other law.”11

DISCUSSION

Our findings suggest that PBOR documents presented in U.S.
hospitals far exceed the reading capacity of the majority of

adults. In addition, these documents commonly fail to include
themes designated by state law and by the American Hospital
Association. While close to half of the states in the U.S. have
Patients’ Bill of Rights legislation for the general public, the
specific rights named in these laws vary and few of these laws
incorporate remedies other than a mechanism to file com-
plaints. Furthermore, in nine states statutory language to be
presented to patients is very complex and is usually exclusively
presented in English.

These observations may not be surprising for people who
know that other documents such as informed consent forms
and notices of privacy protection have also been shown to be
overly complex. Efforts to empower patients are undermined
by legal jargon in many instances. Similarly, efforts to cultivate
communication skills and inculcate the importance of patient
education in trainees are hampered by the mixed message
presented by patients’ rights documents that patients cannot
read. Students may be taught that they should care about
health literacy and low English proficiency while simulta-
neously observing what may appear as institutional indiffer-
ence in the domain of patients’ rights documents.

There are several reasons why clinicians and other patient
advocates should particularly care about the readability and
language accessibility of PBOR documents. Patients’ Bill of
Rights documents are publicly presented. They are among the
initial points of patient engagement. Complex public documents
may serve to train patients to be more passive in their care and

Table 4. Examples of Patients’ Bill of Rights Text in Four Common Domains*

Readability
Level

DOMAIN

Right to Refuse Care Right to Privacy of Records

5th grade Tell us what medical care you want and what medical care you do
not want.

We do not share your records unless you give us permission.

8th grade “Let you choose whether to accept or refuse treatments.” “Keep your hospital and medical records private.”
12th grade “You have the right to consent to or refuse treatment, as

permitted by law, throughout your hospital stay. If you refuse a
recommended treatment, you will receive other needed and
available care.”

“You have the right to expect that treatment records are
confidential unless you have given permission to release
information or reporting is required or permitted by law. When
the hospital releases records to others, such as insurers, it
emphasizes that the records are confidential.”

16th grade “The patient has the right to make decisions about the plan of
care prior to and during the course of treatment and refuse a
recommended treatment or plan of care to the extent permitted
by law and hospital policy and to be informed of the medical
consequences of this action. In case of such refusal, the patient
is entitled to other appropriate care and services that the
hospital provides or be transferred to another hospital. The
hospital should notify patients of any policy that might affect
patient choice within the institution.”

“The patient has the right to expect that all communications and
records pertaining to his/her care will be treated as confidential
by the hospital, excepting cases such as suspected abuse and
public health hazards when reporting is permitted or required by
law. The patient has the right to expect that the hospital will
emphasize the confidentiality of this information when it releases
it to any other parties entitled to review information in these
records.”

Right to Know Names of Providers Right to See Bill

5th grade The doctors and nurses must tell you their names. You have the right to see your bill.
8th grade “Tell you the names and roles of the people caring for you.” “Show you your bill and explain it to you, no matter how it is paid.”
12th grade “Be informed of the name and position of the doctor who will be in

charge of your care in the hospital.”
“You have the right to an examination and explanation of your bill,
regardless of how it is paid.”

16th grade “Upon request, to obtain from the facility in charge of his care the
name and specialty, if any, of the physician or other person
responsible for his care or the coordination of his care.”

“Every such patient or resident of said facility in which billing for
service is applicable to such patient or resident, upon reasonable
request, shall receive from a person designated by the facility an
itemized bill reflecting laboratory charges, pharmaceutical
charges, and third party credits and shall be allowed to examine
an explanation of said bill regardless of the source of payment.
This information shall also be made available to the patient’s
attending physician.”

* Quotations denote verbatim excerpts from hospital documents. The readability level represents the overall reading level of the document from which the
excerpt was taken. Text that is not in quotations and presented in italics was written by the authors
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may instill fear in patients with limited literacy or English
proficiency. Many clinicians probably view the PBOR as a health
system issue that does not directly impact clinical practice or
their relationships with patients. However, a well-presented
PBOR document has the capacity to encourage patient activa-
tion and trust in those providing services. The current research,
which demonstrates that PBOR documents are frequently not
understandable to patients, reveals a missed opportunity to
present the patient care mission in a clear manner.

In the 1970s, the patients’ rights movement was advanced
because physicians were perceived as too powerful.12 At that
time, patients had to advocate for the right to be given
information about their diagnosis and prognosis.13 By the
1990s, when the concept of a patients’ bill of rights was
introduced in Congress, the topic was advanced by a consumer
rights movement due to a sense that managed care companies
and insurers were too powerful.14 Instead of protecting a right to
refuse treatment from paternalist physicians, consumers
wanted to secure a right to choose their providers and have
access to treatments being denied by payors.

The American Hospital Association, which has long been an
advocate for a patients’ bill of rights, changed their format in
2006 to a brochure called “The Patient Care Partnership,”
which contains the same themes and “informs patients about
what they should expect during their hospital stay with regard
to their rights.”15 While the brochure is a clear departure from
the legal jargon of prior PBOR documents advanced by the
American Hospital Association (and is presented on their Web
site in Arabic, Chinese, English, Russian, Spanish, Tagalog,
and Vietnamese), the English text is still written at an 11th
grade reading level.

As seen in Table 4, where we present examples written at a
5th grade level, the themes of the PBOR can be written in plain
English. In most states, hospitals are free to revise their PBOR
documents; however, in nine states (CA, FL, MA, MN, NH, NJ,
NY, PA and TX) statutes should be amended either to allow
hospitals to write their own language or to present the official
state PBOR in plain English. A note of caution is warranted.
According to Robert Gunning, developer of the Fog readability
formula: "Like all good inventions, readability yardsticks can
cause harm in misuse. They are handy statistical tools to
measure complexity in prose…But they are not formulas for
writing."16 Authors who replace long words with short words
that are similarly arcane have not improved the actual
readability, even if they do reduce their readability score.17,18

Different formulas report grade levels that vary by two to
four grades, partly because they are based on different levels of
reader comprehension. Because the SMOG formula is based
on 100% reader comprehension, it tends to score higher than
other formulas which are based on 35%—70% reader compre-
hension. Rather than using a single formula that might bias
the results by scoring “high” or “low,” we used Prose software
because it provides the average grade level estimates of eight
readability formulas. In addition, we provide further analyses
to exhibit the level of complexity of the PBOR documents.

There are limitations to readability software programs. First,
the same formula in different programs may give different
grade levels due to variations in algorithms used to count
sentences and syllables.17 Second, formulas do not take into
account a PBOR’s organization, font size, font family, etc.
Third, these formulas cannot account for the background
knowledge of the readers, their motivation, cultural experi-

ences, etc. Despite these limitations, the formulas do provide a
reasonable and cost-effective way of assessing how clearly
PBORs are written.

Interested hospitals and legislatures may benefit from con-
sulting specialists in adult basic education, readability, and
improving patient care systems in this process. Patients and
their advocates can also play an important role. In addition,
plain language versions in other languages should be commis-
sioned. Similarly, hospitals can improve patients’ comprehen-
sion of their rights by supplementing their print material with
other educational methods such as video or interactive multi-
media that can be developed. A promising proposal for a
National Health Literacy Act, to establish a national center for
health literacy at the Agency for Healthcare Research and
Quality as well as provide funding for State Health Literacy
offices, is currently being vetted.19 Resources of this kind could
help avoid future instances of legislatures compelling hospitals
to present unreadable legal jargon to patients.

The strengths of this study that lend weight to our conclu-
sions are the amount of text analyzed, the blind sampling
within every state, and the complete evaluation of state
statutes. Nonetheless, several limitations should be kept in
mind. First, we surveyed only hospital PBOR texts that were
available through institutional Web sites. Although it is likely
that the materials presented on institutional Web sites accu-
rately reflect local practices, additional materials were not
examined. Second, we did not attempt to evaluate the concep-
tual complexity of the content. It is possible that variations in
conceptual complexity influence readability as well. Third, we
evaluated readability using the average of eight readability
formulas and three measures of syntax and semantics:
sentence complexity, vocabulary complexity, and writing style.
While this represents a significant advance over the vast
majority of published analyses which are based simply on the
Flesch–Kincaid scale, or other single metrics of readability,
additional factors that affect legibility and understandability,
such as the type font, layout, and length, were not evaluated in
this project. Similarly, we were not able to evaluate the
readability of PBOR documents in languages other than English
to determine, for example, if the Minnesota State PBOR, which
is at a graduate school level in English, is also at a 17th grade
level in Hmong, Somali, Russian and Laotian. Fourth, we report
the remedies offered within statutes; however, this does not
reflect the volume or types of complaints that these statutes
have actually generated. We made multiple attempts to deter-
mine details of these programs, but were not able to obtain
records on complaints or otherwise assess the consequences of
PBOR statutes. It would be valuable to know how patients and
states use these programs.20

When a hospital PBOR document is missing a theme that is
recommended by the AHA or required by state statute, it is
unclear if this represents an accidental lapse or a purposeful
departure. The absence of themes from PBOR documents,
however, does not change clinical standards. For example, the
least common AHA PBOR theme presented in hospital docu-
ments and state statutes relates to the disclosure of business
relationships that may influence care. Nonetheless, profes-
sional standards dictate disclosure of such relationships.21

Promoting patients’ rights has had many years of regulatory
support from the AHA and the Joint Commission. Similarly,
almost half the states in our country have shown legislative
support for a bill of rights to protect all patients. These laws do
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not establish a right to health care. Yet, patients’ rights statutes
are designed to promote the ethical and humane treatment of
patients. These goals will not be realized by presenting patients
with documents they are not able to read and understand.
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Editorial

Bridging the International Divide for Health Literacy Research

Over the past few decades, Patient Education and Counseling has
been one of the leading journals that has supported the emerging
field of health literacy. This is quite fitting, as the research has
included a multidisciplinary assortment of investigators con-
cerned with the journal’s core aspirations: improving the
communication between patients and their providers and devel-
oping methods for patients to be more educated and activated
about their health. This agenda grows out of an intuition that views
health care as unnecessarily complicated and insufficiently
dedicated to the mission of patient education and patient
empowerment. Thus, it is truly an honor to present this special
issue addressing international perspectives on health literacy
research as part of the 75th volume anniversary of the journal.

The collection of papers we present in this special issue reveal
both the strides being taken to remediate the problem of limited
health literacy as well as the great growth potential that remains
for this field of inquiry. We specifically have highlighted through
the article assortment how health literacy has become an
international phenomenon. Though the research is still dominated
by work being done in the Unites States, the issue includes articles
from Australia, Great Britain, Japan, and Korea. The expansion of
health literacy research to Asia is particularly notable as the
groundwork is now clearly being laid to extend the field into
populations that communicate with character-based languages.

We have also included material from a broad range of content
and methods. There are three papers that focus on measurement:
Shapira et al. evaluate and refine prior tests of health numeracy;
Lee et al. present data for a new Korean Health Literacy Scale; and
Yost et al., describe a new English and Spanish computer-based
instrument. There are also four papers that evaluate innovative
intervention strategies to address literacy barriers in health
communication. Bickmore et al. present findings on the efficacy
of an animated computer avatar system, while Kandula et al.
review the development and testing of a multimedia diabetes
education program for use in community health centers. Wallace
et al, evaluate another diabetes self-management intervention that
combined a clinical practice protocol with literacy-appropriate
patient education materials and a brief counseling strategy. Lastly,
Rudd et al. describe results of using literacy-appropriate patient
education materials with brief counseling for patients with
arthritis. The work by Clement et al. appropriately complements
these papers through a systematic review of complex health
literacy interventions.

The extent, association, and implications of limited literacy on
health outcomes are also further explored by many of the authors
in this issue as well. There are two papers that investigate the role
of literacy in colorectal cancer screening programs (Von Wagner
et al. and Smith et al.), while the impact parental literacy may have

on children’s health is examined by two research teams (Shone
et al. and Hironka et al.) in the context of asthma and medication
adherence. Pandit et al. determine the nature of the relationship
between literacy, education, and hypertension outcomes; Apter
et al. present data on the role of health literacy on quality of life in
the context of patients with asthma. The complexity of oral
communication in the context of genetic counseling is explored in
an innovative fashion by Roter et al.

Two articles recognize the additional barrier of language in
the context of health literacy. Sudore et al. compare the impact
of literacy and limited English proficiency in healthcare, and Fang
and colleagues reveal alarming health literacy and language
barriers for basic concepts relating to stroke among patients in
an anticoagulation clinic. Finally, Tokuda et al. present the first
evaluation of the prevalence of health literacy barriers in Japan
and show that health literacy is linked to health-related quality
of life.

Close scrutiny of the articles reveals that much work remains to
further ground and unite the field across international borders. To
begin, there appears to be significant variation in definitions. Some
authors avoid the term ‘health literacy’ when discussing basic
literacy skills in a health care context while others are clearly
comfortable with this label. The most commonly used tools to
measure health literacy among the papers in this special issue are
versions of the Rapid Estimate of Adult Literacy in Medicine
(REALM) and the Test of Functional Health Literacy Assessment
(TOFHLA). In fact, neither of these instruments are tests of health
literacy as it is typically defined. The REALM is a word recognition
test and depending on which version of the TOFHLA was used,
there are aspects of both reading fluency and numeracy present.
Both of these tests were designed from general literacy measures
and more accurately should be regarded as assessing basic literacy
skills framed within a healthcare context. Basic literacy skills such
as these are core components of any definition of health literacy,
but authors disagree about how to discuss results of studies using
these instruments. Two of the papers in this issue address the topic
of definitions in the context of developing new measurement tools.
Both Lee et al. who presents data for the Korean Health Literacy
Scale, and Yost et al. who presents data on an English and Spanish
computer-based instrument, developed a broad array of test
stimuli to move beyond measuring basic literacy skills. These
authors clearly aspire to capture a more expansive health literacy
concept. What remains to be seen is whether such measurement is
worthwhile. The literature in health literacy, after all, has been
substantiated on data derived from studies that have used crude
instruments like the REALM and TOFHLA, so the relationship
between other domains of health literacy (that might be defined on
the basis of new instruments) and health outcomes remains to be
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seen. Regardless, existing tools have been highly predictive for
clearly identifying an at-risk population.

Even further, the term health literacy is increasingly referred to
as a broader public health concept in both the United States and
internationally. Clearly, the large amount of interest in helping
patients and families access, understand, and use health informa-
tion allows for such diffusion. Those in the health literacy field
must be open to a growing duality that research in this line of
inquiry can refer to the study of (1) the knowledge and skills a
person needs (e.g., to gather, understand, and comply with medical
instructions), and (2) the preparation and outreach that must be
undertaken by health systems and other relevant institutions to
convey roles, responsibilities, and information within healthcare
and support their ability to perform relevant tasks. The former
addresses an individual cognitive and psychosocial skill set, while
the latter targets attributes of the health system. Both are
appropriate foci for health literacy research and despite the broad
array of measures and intervention targets that fall within this
construct, this should not be viewed as problematic. Health
literacy embodies the goals of clear health communication and
patient engagement in healthcare, requiring a diverse worldview
and multidisciplinary perspective.

We hope this issue generates further global interest in health
literacy and recognition of its importance in the context not only

for advancing clear health communication, but also, for promoting
healthcare equity, quality, and safety. An identifiable marker of the
journal’s success will be to see future publications from even more
countries seeking to address the problem. As Patient Education and

Counseling has an international audience, it is quite befitting for it
to continue to serve as a preeminent venue for advancing the field
among diverse populations and health systems. We thank the
editors, reviewers, and publication staff for supporting this issue,
and the authors for sharing their laudable work.
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Long-Term Trends in Myocardial Infarction Incidence and
Case Fatality in the National Heart, Lung, and Blood

Institute’s Framingham Heart Study
Nisha I. Parikh, MD, MPH; Philimon Gona, PhD; Martin G. Larson, ScD; Caroline S. Fox, MD, MPH;
Emelia J. Benjamin, MD, ScM; Joanne M. Murabito, MD, ScM; Christopher J. O’Donnell, MD, MPH;

Ramachandran S. Vasan, MD; Daniel Levy, MD

Background—Whereas the prevalence of coronary heart disease risk factors has declined over the past decades in the
United States, acute myocardial infarction (AMI) rates have been steady. We hypothesized that this paradox is due partly
to the advent of increasingly sensitive biomarkers for AMI diagnosis.

Methods and Results—In Framingham Heart Study participants over 4 decades, we compared the incidence and
survival rates of initial AMI diagnosis by ECG (AMI-ECG) regardless of biomarkers with those based exclusively
on infarction biomarkers (AMI-marker). We used Poisson regression to calculate annual incidence rates of first
AMI over 4 decades (1960 to 1969, 1970 to 1979, 1980 to 1989, and 1990 to 1999) and compared rates of
AMI-ECG with rates of AMI-marker. Cox proportional-hazards analysis was used to compare AMI case fatality
over 4 decades. In 9824 persons (54% women; follow-up, 212 539 person-years; age, 40 to 89 years), 941 AMIs
occurred, including 639 AMI-ECG and 302 AMI-marker events. From 1960 to 1999, rates of AMI-ECG declined
by �50% and rates of AMI-marker increased �2-fold. Crude 30-day, 1-year, and 5-year case fatality rates in 1960
to 1969 and 1990 to 1999 were 0.20 and 0.14, 0.24 and 0.21, and 0.45 and 0.41, respectively. Age- and sex-adjusted
30-day, 1-year, and 5-year AMI case fatality declined by 60% in 1960 to 1999 (P for trend �0.001), with parallel
declines noted after AMI-ECG and AMI-marker.

Conclusions—Over the past 40 years, rates of AMI-ECG have declined by 50%, whereas rates of AMI-marker have
doubled. Our findings offer an explanation for the apparently steady national AMI rates in the face of improvements in
primary prevention. (Circulation. 2009;119:1203-1210.)

Key Words: biomarkers � electrocardiography � epidemiology � myocardial infarction

During the past 4 decades, death rates from coronary
heart disease (CHD) have declined by �60%.1– 4

Between nearly one half to upwards of three quarters of the
decline in CHD mortality has been attributed to improve-
ments in primary prevention and risk factor modifica-
tion.5–10 Awareness, treatment, and control of 3 key risk
factors— hypertension, hypercholesterolemia, and smok-
ing— have improved in recent decades.1,11 Despite these
improvements, hospitalization rates for acute myocardial
infarction (AMI) have remained relatively stable over the
past 5 decades.1,4,12 The reasons for the paradoxical stabil-
ity of AMI rates in the face of declining CHD risk factor
prevalence are not clear.
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Whereas ECG criteria for AMI have not changed appre-
ciably over the past 50 years, several different biomarkers of
varying sensitivity and specificity have been introduced for
the detection of AMI. Early on, serum glutamic oxalacetic
transaminase and lactic dehydrogenase were used, in con-
junction with clinical information, to diagnose AMI. In more
recent times, serum markers of myocardial cell damage,
including creatine phosphokinase (CPK), lactic dehydroge-
nase isoenzymes, CPK-MB, and troponin, have been intro-
duced sequentially to diagnose AMI and have been firmly
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incorporated into international guidelines for AMI case def-
inition.13 Compared with diagnosis based solely on history
and ECG, AMI diagnosis based on serial biomarker measure-
ments has substantially increased the detection of AMI
cases.14–16

Previous investigations of US trends in AMI incidence
comparing different diagnostic criteria have been hospital
based and have encompassed limited time periods for their
analysis.14,17 The Framingham Heart Study, which has �50
years of physician-validated AMI data on a community-based
cohort, offers a unique setting to study trends in AMI
incidence and case fatality rates based on the following AMI
diagnostic criteria: AMI by ECG diagnosis (AMI-ECG)
regardless of biomarker elevation, which offers an unbiased
assessment of long-term trends, and AMI by biomarker
diagnosis (AMI-marker) in the absence of diagnostic ECG
changes, which reflects changing methods in clinical practice.
The sum of these 2 mutually exclusive approaches represents
total AMI.

We hypothesized a priori that rates of AMI-ECG have
declined in the long term (consistent with improvements in
CHD risk factors) while the rates of AMI-marker have
increased (owing to greater biomarker sensitivity), resulting
in a relatively steady rate of total AMI incidence over a
40-year time interval. Accordingly, we analyzed 40-year
trends in the incidence of first AMI and for the 2 mutually
exclusive AMI subgroups of AMI-ECG and AMI-marker.
Such an approach may shed light on the paradoxical stability
of national AMI rates in the setting of improvements in CHD
risk factors and declining rates of CHD mortality.

Secondarily, we assessed time-period trends in mortality
after AMI and its subcomponents, AMI-ECG and AMI-
marker. This analysis will help promote understanding of the
relative effectiveness of secondary prevention efforts over
time when considered in conjunction with analyses of time-
period changes in the incidence of initial AMI, which reflect
advances in primary prevention.

Methods
The Framingham Heart Study is a community-based prospective
observational study that began in 1948, enrolling 5209 men and
women in the original study cohort.18 Original cohort members
attended clinic examinations approximately every 2 years. In 1971,
5124 men and women enrolled in the Framingham Heart Study
offspring cohort, which included the children and spouses of the
children of the original cohort. Participant examinations for the
offspring cohort occurred approximately every 4 to 8 years; the design
and methodology have been described elsewhere.19 This investigation
included original and offspring cohort members.

We considered all original and offspring cohort members 40 to 89
years of age who were free of AMI (recognized and unrecognized)
at their first Framingham clinic examination in each decade of study
(1960s, 1970s, 1980s, 1990s). Our final sample size consisted of
9824 individuals. Each individual could enter the sample multiple
times on the basis of eligibility for time period and age group. For
example, a participant 35 years of age in 1960 would not contribute
follow-up time to the first time period until he or she turned 40 in
1965, thereafter contributing 5 years. That participant would con-
tribute 5 years to second time period and so on until the patient died
or developed AMI. Similarly, a patient 75 years old in 1960
contributed at most 5 years to the last period. Participants provided
written informed consent, and the study protocol was approved by
the Boston University Medical Center Institutional Review Board.

Risk Factor Assessment
At each routine clinic visit, participants underwent physical exami-
nation, 12-lead ECG, anthropometry, and laboratory assessment of
vascular risk factors. Details on the ascertainment of risk factors
have been previously described.19 Participants with systolic blood
pressure �140 mm Hg or diastolic blood pressure �90 mm Hg
(mean reading of 2 readings taken by an examining physician) or
receiving medication for the treatment of hypertension were defined
as having hypertension. Plasma glucose and total cholesterol were
measured. Diabetes mellitus was defined (throughout the study
period) as fasting plasma glucose �126 mg/dL, a nonfasting glucose
of �200 mg/dL, or treatment with either insulin or hypoglycemic
agents. Participants were considered to be current smokers if they
smoked on average at least 1 cigarette per day during the year before
examination.

Serum Biomarkers of MI
Several serum biomarkers were used for AMI diagnosis during the
study time period. Specific diagnostic biomarkers and the decades
during which they were used for AMI diagnosis in the Framingham
Heart Study included the following: serum glutamic oxalacetic
transaminase beginning in the mid-1950s, lactic dehydrogenase in
the 1960s, CPK in the 1970s, CPK-MB and lactic dehydrogenase
isoenzyme in the 1980s, and troponin in the late 1990s. We did not
use prespecified cut points to determine biomarker elevation because
variability was present in assays used in the various hospitals from
which medical records were collected. Thus, we considered a
biomarker elevated if it exceeded the reference limit provided by the
hospital laboratory report at the time of AMI hospitalization,
according to the available medical record/chart.

Ascertainment of AMI and AMI Case Fatality
Framingham Heart Study participants are under continuous surveil-
lance for cardiovascular disease events and death. The surveillance
process included physician-administered questions about cardiovas-
cular events during each routine follow-up Framingham Heart Study
clinic visit and a mailed health history update questionnaire (which,
before the late 1990s, consisted of a brief questionnaire for those
who had not attended examinations and, after the late 1990s,
included detailed sections about interim cardiac events and hospital-
izations). If a participant reported a possible interim event, all
pertinent medical records were collected and reviewed by an events
adjudication committee consisting of 3 physicians who reviewed all
available hospitalization records, physician office visit notes, and
pathology reports.20 AMIs were diagnosed on the basis of ischemic

Table 1. Characteristics of Framingham Heart Study
Participants at the Start of Each Time Period of Study

1960s 1970s 1980s 1990s

Men, n 1768 2205 2145 2147

Women, n 2366 2687 2662 2632

Mean age, y 53�8 56�10 60�12 60�13

Women, % 57 55 55 55

Total cholesterol,
mg/dL

248�45 226�43 221�41 210�39

Systolic BP, mm Hg 136�23 136�22 133�20 133�21

Diastolic BP, mm Hg 84�12 82�11 79�10 78�10

Body mass index,
kg/m2

25.8�4.1 26.5�4.3 26.6�4.4 27.0�4.8

Glucose, mg/dL 82�23 106�18 95�39 99�30

Hypertension, % 43 47 47 48

Diabetes mellitus, % 4 8 10 8

Smoking, % 53 28 30 35

BP indicates blood pressure. Values are mean�SD when appropriate.
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chest discomfort with diagnostic ECG changes (based on chart
review) with or without diagnostic biomarker changes (AMI-ECG)
or ischemic chest discomfort with diagnostic serum biomarkers of
infarction but without diagnostic ECG changes (AMI-marker). ECG
criteria for AMI included development of pathological Q waves of
�0.04 seconds, often accompanied by ST elevation and followed by
serial changes indicating a reversion of these ECG changes toward
normal. We chose to exclude persons with unrecognized/silent AMI
because it is impossible to determine the exact date of occurrence,
which is assigned a midpoint between the last ECG without an
abnormality and the first one manifesting Q-wave changes.

Case fatality was assessed within 30 days and at 1 and 5 years.
For 1- and 5-year mortality, deaths occurring within the first 30
days were excluded from analysis. We did this to obtain a truer
sense of how many “later” case fatalities occurred after AMI
(because a large proportion of post-AMI deaths occur within 30
days of the index event as opposed to later). Furthermore,
pathophysiologically “early” death resulting from AMI is likely
different from “later” deaths.

Statistical Methods
Prevalence rates and means (�SD) of cardiovascular disease risk
factors were calculated for the study sample at the first examination
cycle in each decade of study. We used Poisson regression to
calculate annual incidence rates of first AMI over 4 time periods
(1960 to 1969, 1970 to 1979, 1980 to 1989, and 1990 to 1999) and
compared rates of AMI-ECG with rates of AMI-marker. We tested
for sex�age group, sex�time period, age group�time period, age
group�AMI type, and time period�AMI type interactions for

incidence rate trends; given multiple statistically significant proba-
bility values for these interactions, we present age- and sex-specific
AMI incidence rates for each time period. Additionally, with small
numbers of events for the oldest and youngest age groups, we
provide trends in (log-transformed) event rates across the 4 time
periods for the age groups of 50 to 59, 60 to 69, and 70 to 79 years
for men and women separately. We calculated tests of trend for
overall AMI, AMI-ECG, and AMI-marker across time periods, with
the 1960s serving as the referent decade (using a model accounting
for the interactions listed above). We used Cox proportional-hazards
models to calculate age- and sex-adjusted case fatality curves and
30-day, 1-year and 5-year case fatality rates after all AMI, AMI-
ECG, and AMI-marker for each of the 4 time periods (with 1960 to
1969 serving as the referent period). The follow-up period for case
fatality was until the end of 2006. The assumption of proportionality
of hazards was satisfied over the 5-year follow-up period after AMI
(P for time to death�period interaction �0.32 for overall AMI,
AMI-ECG, and AMI-marker). A 2-sided value of P�0.05 was
considered to indicate statistical significance. All statistical analyses
were performed with the use of the SAS statistical software (version
9.0; SAS Institute, Inc, Cary, NC).

Dr Levy had full access to all of the data in the study and takes
responsibility for the integrity of the data and the accuracy of the data
analysis. All authors have read and agree to the manuscript as written.

Results
Characteristics of Study Sample
Study participant characteristics by decade are shown in
Table 1. Of the 9824 participants, 54% were women;

Table 2. Decade-Specific Incidence Rates of Overall AMI,
AMI-ECG, and AMI-Marker per 10 000 Person-Years Among
Men

1960–1969 1970–1979 1980–1989 1990–1999

Overall AMI

Age, y

40–49 43.80 22.05 29.43 24.71

50–59 62.62 53.86 59.75 39.78

69–69 74.05 84.33 97.90 55.11

70–79 152.17 83.84 135.56 117.36

80–89 * 98.09 129.90 166.03

Events, n 130 143 190 144

AMI-ECG

Age, y

40–49 39.39 18.17 23.75 15.96

50–59 53.50 40.63 43.80 21.67

69–69 63.25 63.59 71.74 30.01

70–79 121.15 56.31 87.65 52.05

80–89 * 66.69 85.10 75.20

Events, n 112 105 131 72

AMI-marker

Age

40–49 4.41 3.88 5.68 8.75

50–59 9.12 13.23 15.94 18.11

69–69 10.80 20.73 26.15 25.11

70–79 31.01 27.53 47.92 65.31

80–89 * 31.40 44.79 90.84

Events, n 18 38 59 72

Person-years of observation: 122 560.
*No events for age group/time period.

Table 3. Decade-Specific Incidence Rates of Overall AMI,
AMI-ECG, and AMI-Marker per 10 000 Person-Years Among
Women

1960–1969 1970–1979 1980–1989 1990–1999

Overall AMI

Age, y

40–49 6.17 3.96 4.18 3.99

50–59 10.34 11.35 9.95 7.53

69–69 23.51 34.16 31.35 20.05

70–79 51.17 35.96 45.96 45.21

80–89 * 85.53 89.53 130.00

Events, n 47 81 100 106

AMI-ECG

Age, y

40–49 5.55 3.26 3.37 2.57

50–59 8.84 8.56 7.29 4.10

69–69 20.09 25.76 22.97 10.91

70–79 40.74 24.15 29.72 20.05

80–89 * 58.15 58.66 58.88

Events, n 38 59 72 50

AMI-marker

Age

40–49 0.62 0.70 0.81 1.4

50–59 1.51 2.79 2.66 3.43

69–69 3.43 8.40 8.37 9.13

70–79 10.43 11.81 16.25 25.16

80–89 * 27.38 30.87 71.13

Events, n 9 22 28 56

Person-years of observation: 89 979.
*No events for age group/time period.
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follow-up time was 212 539 person-years. The mean age of
participants at the start of each time period ranged from 53
years in the 1960s to 60 years in 1990s. Smoking rates, total
cholesterol concentrations, and systolic and diastolic blood
pressures decreased from 1960 to 1999.

Trends in Overall AMI, AMI-ECG, and
AMI-Marker Rates
Overall, 941 first AMIs occurred, including 639 AMI-ECG
events (68%) and 302 AMI-marker events (32%). Age- and
sex-specific incidence rate trends from the 1960s to the 1990s
are presented in Tables 2 and 3 for men and women,
respectively.

Rates of AMI-ECG declined by �50% and rates of
AMI-marker doubled over the study period (Tables 2 and 3,
Figures 1 and 2). Among men, statistically significant de-
clines in AMI-ECG were noted in the age groups of 50 to 59
years (P for trend �0.001) and 70 to 79 years (P for trend
�0.05) (Figure 1A). In women, statistically significant de-
clines in AMI-ECG were noted among those 70 to 79 years of
age (P for trend �0.01) (Figure 1B). Among men, statisti-
cally significant increases in AMI-marker were noted in those
50 to 59 and 70 to 79 years of age (P for trend �0.01 for
both) (Figure 2A); in women, statistically significant in-
creases in AMI-marker were noted among those 70 to 79
years of age (P for trend �0.01) (Figure 1B). Trends for

AMI-ECG and AMI-marker were largely flat for the 60-to
69-year-old group.

Trends in 30-Day, 1-Year, and 5-Year
AMI Case Fatality
Five-year case fatality rates after overall AMI decreased
steadily from 1960 to 1999 (P for trend �0.001) (Table 4,
Figure 3A). Trends in 5-year case fatality rates after AMI-
ECG and after AMI-marker mirrored overall 5-year AMI
case fatality trends (Figure 3B and 3C). Similarly, decreases
were seen in 30-day and 1-year case fatality rates after overall
AMI, AMI-ECG, and AMI-marker (Table 4). A particularly
large shift was found toward decreased case fatality between
the 1970s and 1980s (Figure 3A through 3C).

Discussion
Principal Findings
In a community-based cohort of 9824 men and women
followed up for a 4-decade interval, we found that AMI-ECG
rates declined �50% with a concomitant 2-fold increase in
rates of AMI-marker. The 30-day, 1-year, and 5-year case
fatality rates after overall AMI declined by 50% to 75% from
1960 to 1999, with parallel declines in case fatality after both
AMI-ECG and AMI-marker over this period. We conclude
that national MI trend data may be biased by a diagnostic drift
resulting from the advent of diagnostic biomarker tests for

Figure 1. Temporal trends for age-range–specific incidence
rates in AMI-ECG from 1960 to 1999 among men (A) and
women (B).

Figure 2. Temporal trends for age-range–specific incidence
rates in AMI-marker from 1960 to 1999 among men (A) and
women (B).
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AMI; we were able to identify and quantify the possible
magnitude of this effect within our study setting. These
findings may explain the paradoxical stability of AMI rates in
the United States despite concomitant improvements in CHD
risk factors.

Temporal Trends in AMI
Several epidemiological studies conducted in United States
have demonstrated steady rates of AMI from the 1970s to the
1990s,4,12,17,21 whereas data from the World Health Organi-
zation Monitoring Trends and Determinants in Cardiovascu-
lar Disease (WHO-MONICA) project demonstrated modest
declines in rates of AMI from 1985 to 1991.22 Data from the
Worcester Heart Attack Study similarly demonstrated modest
declines in the incidence of first AMI.23 Differences in study
design and event ascertainment may have accounted for the
differing results between these prior studies. In our study,
particularly in men, overall AMI trends appear to be decreas-
ing in a parallel fashion compared with AMI-ECG. In
women, overall AMI rates were steady to decreased.

Defining AMI in population studies and clinical research is
essential for accurate disease surveillance, clinical trial design
and conduct, and healthcare resource allocation.13,24,25 Sev-
eral prior studies demonstrating trends in AMI rates have
used international diagnostic codes (International Classifica-
tion of Diseases [ICD]) for hospital discharges to identify
AMI cases21,26–28 and may be subject to “diagnostic drift”.29

Specifically, diagnostic coding of AMI during hospitaliza-
tions may have increased as a result of changes in reimburse-
ment practices and by the use of more sensitive biomarkers of
infarction.24,29 Temporal-trend estimates of AMI based on
ICD codes have shown steady rates4,21 over the past several
decades. In contrast, AMI-ECG rates in our study sample
declined by �50% from 1960 to 1999. AMI-ECG represents
a relatively “unbiased” estimate of AMI that has not been
influenced by the advent of increasingly sensitive biomarkers
of infarction in recent decades.17 Not surprisingly, AMI-
marker rates in our study increased over this same time period
in a manner consistent with prior data in the WHO-MONICA

Table 4. Age-and Sex-Adjusted 30-Day, 1-Year, and 5-Year Mortality Rates for Overall AMI,
AMI-ECG, and AMI-Marker Among Framingham Heart Study Participants

Outcome 1960–1969 1970–1979 1980–1989 1990–1999 P, Trend Test

At 30 d

All AMI

Deaths, n 35 45 47 34

HR (95% CI) Referent 0.66 (0.42–1.05) 0.45 (0.28–0.71) 0.27 (0.16–0.45) �0.0001

AMI-ECG

Deaths, n 32 38 35 23

HR (95% CI) Referent 0.71 (0.44–1.16) 0.50 (0.30–0.82) 0.38 (0.21–0.69) 0.0004

AMI-marker

Deaths, n 3 7 12 11

HR (95% CI) Referent 0.72 (0.18–2.81) 0.46 (0.12–1.82) 0.22 (0.06–0.89) 0.006

At 1 y

All AMI

Deaths, n (42) (66) (73) (54)

HR (95% CI) Referent 0.83 (0.56–1.23) 0.58 (0.39–0.87) 0.35 (0.22–0.54) �0.0001

AMI-ECG

Deaths, n 37 49 55 29

HR (95% CI) Referent 0.80 (0.52–1.25) 0.68 (0.44–1.05) 0.42 (0.25–0.71) �0.001

AMI-marker

Deaths, n 5 17 18 25

HR (95% CI) Referent 1.11 (0.41–3.04) 0.43 (0.15–1.22) 0.31 (0.11–0.87) �0.001

At 5 y

All AMI

Deaths, n 80 104 111 104

HR (95% CI) Referent 0.73 (0.54–0.98) 0.47 (0.35–0.64) 0.36 (0.26–0.50) �0.006

AMI-ECG

Deaths, n 70 78 72 46

HR (95% CI) Referent 0.70 (0.50–0.98) 0.47 (0.33–0.66) 0.36 (0.24–0.53) �0.001

AMI-marker

Deaths, n 10 26 39 58

HR (95% CI) Referent 1.06 (0.51–2.21) 0.59 (0.28–1.22) 0.45 (0.22–0.93) 0.001

HR indicates hazard ratio.
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study, which showed higher AMI rates using biomarker-
based definitions (troponin) compared with ECG-based def-
initions.15 Similarly, an investigation in the Minnesota Heart
Study demonstrated a 50% increase in AMI detection in 1980
when CPK and CPK-MB information was added to the
Minnesota Heart Study AMI diagnostic algorithm.14 Addi-
tional studies have mirrored these findings, showing that
troponin-influenced AMI diagnosis has increased the AMI
detection rate compared with AMI diagnosis based on
CPK-MB and total CPK.30,31 Our data extend these findings
by demonstrating that biomarker-influenced AMI diagnosis
has yielded a doubling in rates of AMI-marker over the
40-year period spanning 1960 to 1999.

The proportion of overall AMI diagnosed by ECG (68%)
was similar to figures reported in a prior report from the
Minnesota Heart Survey.17 That investigation concluded that
incident AMI-ECG rates were steady from 1975 to 1985 and
declined from 1985 to 1995.17 We extend these findings by
providing data from 2 additional decades of observation. Our
results demonstrate a 50% to 60% decline in AMI-ECG rates

from 1960 to 1999. AMI-ECG likely represents a more
advanced form of MI; declines demonstrated in out-of-
hospital sudden cardiac death2,12,32–34 (attributable to im-
proved primary prevention efforts)32 have likely contributed
to some degree to the declines in the incidence of AMI-ECG.

Another possible explanation for the decline in AMI-ECG
and the relative rise in AMI-marker may have to do with
decreases in time from the onset of symptoms to hospital
presentation and treatment (data from the National Registry
of Myocardial Infarction),35 which are thought to be due to
public health education efforts and guideline implementation,
which have collectively stressed the need to decrease door-
to-intervention time for AMI.35 On the other hand, other
studies of community-based individuals and clinical trial
participants have shown no temporal declines in prehospital
delay during AMI.36–38

Case Fatality Rates
Our finding that AMI case fatality declined from 1960 to
1999 is consistent with studies conducted in the United

Figure 3. Up to 5-year case fatality after overall AMI (A), after AMI-ECG by decade (B), and after AMI-marker by decade (C), with the
major biomarker used during each decade.
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States1,3,4,23 and Europe22 that demonstrated declines in over-
all AMI case fatality over the past 20 to 40 years. Several
studies have demonstrated that out-of-hospital sudden cardiac
death has declined substantially over the past several de-
cades.2,12,32–34 We extend these findings by demonstrating
that case fatality rates after AMI-ECG and after AMI-marker
have declined to a similar degree.

Prior studies have suggested that improvements in primary
prevention account for 40% to 50% of the reduction in CHD
mortality in the Unites States from 1968 to 2000.6,10 Our
finding of a 50% decline in incidence of first AMI using an
AMI definition for which bias is inherently low (ie, AMI-
ECG) implies that primary prevention efforts also have
influenced the incidence of AMI.

Strengths and Limitations
The availability of 4 decades of physician-validated AMI and
case fatality data and the ability to separate AMI-ECG and
AMI-marker are unique strengths of our investigation. In-
deed, AMI diagnosis relying on ICD coding may have a
sensitivity of only 60% compared with physician-validated
AMI diagnosis.39 Our adjudication committee had access to
simultaneous ECG and biomarker information; therefore, the
ECG adjudication could have been biased by knowledge of
biomarker information. However, we believe that if such a
bias were introduced, it would have biased results toward a
greater proportion of AMI-ECG over time. We could not
separate the contribution of specific biomarkers to AMI
diagnosis among AMI-marker cases. Our study sample is
largely white of European descent; therefore, our findings
may not be applicable to other ethnic groups or other
geographic regions. We had a relatively small number of
events when sex, specific age groups, and 4 time periods are
considered, possibly limiting our statistical power to detect
differences. We had a limited number of subjects in each sex,
age group, and time period. We did not provide confidence
intervals for the trend analyses for the incidence rates of
AMI-ECG and AMI-marker; in addition, because of limited
statistical power, we did not test the interaction term of MI
type with time period.

Implications of our Findings
The diagnosis of AMI is evolving; therefore, it is a challenge
to accurately characterize the “true” epidemiology of AMI.
However, our data demonstrate that although AMI-ECG rates
have declined, this decline was offset by rising AMI-marker
rates. Because the most sensitive biomarkers (ie, troponin)
were not available in the earlier study decades (1960s to
1980s), AMI-marker earlier on may have been underdiag-
nosed. Regardless, the advent of increasingly sensitive bi-
omarkers for AMI diagnosis has substantially influenced
AMI detection rates in the United States over the past several
decades.

Conclusions
Over the past 40 years, AMI-ECG rates have declined by
50% and AMI-marker rates have doubled, offering a possible
explanation for apparently steady national rates of overall
AMI in the face of improvements in primary prevention.
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CLINICAL PERSPECTIVE
Whereas the prevalence of coronary heart disease risk factors has declined over past decades in the United States, acute
myocardial infarction (AMI) rates have been steady. Because the diagnosis of AMI is evolving, it is a challenge to
characterize the “true” epidemiology of AMI accurately. Among Framingham Heart Study participants, we found that over
the past 40 years, rates of AMI diagnosed by ECG have declined by 50%, whereas rates of AMI diagnosed by biomarkers
have doubled. The advent of increasingly sensitive biomarkers for AMI diagnosis has substantially influenced AMI
detection rates in the United States over the past several decades. Our findings offer an explanation for the apparently
steady national AMI rates in the face of improvements in primary prevention.
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ABSTRACT

ACKGROUND: Public health recommendations advocate breastfeeding in infancy as a means to reduce
besity in later life. Several prior studies relating breastfeeding to cardiovascular risk factors have been
imited by lack of adjustment for maternal and participant confounding factors.
ETHODS: We ascertained breastfeeding history via questionnaire from mothers enrolled in the Framing-
am Offspring Study. In their young to middle-aged adult children enrolled in the Framingham Third
eneration, we examined the relations between maternal breastfeeding history (yes, no) and cardiovascular

isk factors, including body mass index (BMI), high-density lipoprotein (HDL) cholesterol, total choles-
erol, triglycerides, fasting blood glucose, and systolic and diastolic blood pressure levels. We applied
eneralized estimating equations to account for sibling correlations and adjusted for maternal and partic-
pant lifestyle, education, and cardiovascular risk factors.
ESULTS: In Third Generation participants (n � 962, mean age � 41 years, 54% were women), 26% of their
others reported breastfeeding. Compared with non-breastfed individuals, breastfed adult participants had

ower multivariable-adjusted BMI (26.1 kg/m2 vs 26.9 kg/m2, P � .04) and higher HDL cholesterol levels
HDL 56.6 mg/dL vs 53.7 mg/dL, P � .01). On additional adjustment for BMI, the association between
reastfeeding and HDL cholesterol was attenuated (P � .09). Breastfeeding was not associated with total
holesterol, triglycerides, fasting blood glucose, systolic blood pressure, or diastolic blood pressure.
ONCLUSION: Breastfeeding in infancy is inversely associated with adult BMI and positively associated
ith HDL cholesterol. Associations between breastfeeding and BMI may mediate the association between
reastfeeding and HDL cholesterol.
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657Parikh et al Breastfeeding and Cardiovascular Disease Risk Factors
Some prior studies have been limited by self-reported as
pposed to directly measured maternal12 and offspring car-
iovascular disease risk factors.12 Furthermore, some prior
tudies have been limited by the failure to account for
otential maternal and offspring confounders, including so-
ioeconomic status.8 Highlighting
he importance of accounting for
ocioeconomic status, a recent in-
estigation in the Nurses Health
tudy did not demonstrate a sig-
ificant association between
reastfeeding and BMI on adjust-
ent for socioeconomic status.12

Detailed risk factor ascertain-
ent, sociodemographic data col-

ection, and maternal breastfeeding
eport among Framingham Heart
tudy Offspring mothers and their
dult children in the Third Genera-
ion cohort allowed the opportunity
o extend previous data on the association of breastfeeding in
nfancy with several cardiovascular disease risk factors in
dulthood. We hypothesized that breastfeeding in infancy
ould be protective for cardiovascular disease risk factors, but

hat these associations would be attenuated after accounting for
aternal and participant socioeconomic and lifestyle

haracteristics.

ATERIALS AND METHODS

tudy Sample
articipants for this study were part of the Third Generation
ohort of the Framingham Heart Study; their mothers were
embers of the Offspring cohort. The Original Framingham
eart Study Cohort13 and Framingham Offspring cohorts
ave been described.14 Between July 1996 and May 1997, a
reast health survey was mailed to Offspring cohort women
hat included questions regarding breastfeeding history of
ach of their children. The design and selection criteria for
omen chosen to receive the breast health survey have been
escribed.15 Briefly, women free of breast cancer with a
rst-degree female relative enrolled in the Framingham
eart Study were sampled on the basis of 1 of 3 criteria:
omen having a mother or sister with documented breast

ancer; women having a mother or sister with a non-gyne-
ologic cancer; and women with mothers or sisters free of
ocumented cancer. A total of 683 participants (77%) re-
urned the questionnaire (Figure).

Among these 683 offspring participants, participants
ere excluded who completed the questionnaire who did
ot have a child (n � 60), whose children did not attend the
hird Generation study (n � 142), or who returned the
uestionnaire with incomplete or inconsistent information
n � 88). Because of these exclusion criteria, only 393
44%) of the offspring women survey sample were included
n the analysis. These 393 mothers provided the source for the

CLINICAL SIGNIF

● Being breastfed
or more is assoc
HDL levels and l
mass index.

● Our study sugges
breastfeeding ex
to adult health o
hird Generation cohort participants (n � 962) (Figure). The
93 offspring women included in this study when compared
ith offspring women with children enrolled in the Third
eneration cohort who are not included in this study (n �
114) had similar cardiovascular disease risk factor profiles at
nrollment in the Framingham Heart Study with the exception

of a slightly higher diastolic blood
pressure (77 vs 75 mm Hg) and
lower rates of cigarette smoking
(42% vs 53%) (P � .05) (Appen-
dix, available online). The Boston
University Medical Center Institu-
tional Review Board approved the
main study protocols for the Fra-
mingham Offspring and Third Gen-
eration cohort, and all participants
signed written informed consent.

Risk Factor Collection
In the current study, we used in-
formation on cardiovascular risk

actors from the first and second offspring examinations
Offspring cohort mothers) and the first Third Generation
xamination (adult progeny). Details regarding the ascer-
ainment of risk factors have been described.16 Diabetes was
efined as fasting plasma glucose � 126 mg/dL or treatment
ith either insulin or oral hypoglycemic agents. Lipids were
easured on 12-hour fasting venous blood samples col-

ected in tubes containing 0.1% EDTA. Plasma was sepa-
ated by ultracentrifugation, and plasma lipid concentrations
total cholesterol and HDL-C) were measured as previously
escribed.17 HDL-C was measured after precipitation of apo
-containing lipoproteins, and low-density lipoprotein cho-

esterol concentrations were estimated using the Friedewald
ormula.18 Intra-assay coefficients of variation for the Third
eneration cohort cholesterol, triglycerides, and high-den-

ity lipoprotein were 0.5%, 1.1%, and 1.4%, respectively;
nterassay coefficients of variation were 1.1%, 1.8%, and
.0%, respectively. Seated blood pressure was measured by

CE

ancy for 1 month
with higher adult
mean adult body

at the benefits of
beyond childhood
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Figure Creation of study sample based on Framingham Off-
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trained physician after the participant had rested for 5
inutes, and the average of 2 physician-obtained readings
as used. Hypertension was defined as systolic blood pres-

ure � 140 mm Hg, diastolic blood pressure � 90 mm Hg,
r use of blood pressure-lowering medications. Medication
se was ascertained by physicians by detailed review of
articipant medication lists, and Third Generation partici-
ants were asked to bring medication bottles to the clinic
xamination, including lipid-lowering medications, oral
ontraceptive pills, and hormone therapy use.

Participants were considered to be current smokers if
hey smoked at least 1 cigarette per day for the year before
xamination. Categories of BMI were defined according to
ational Heart Lung and Blood Institute and the World
ealth Organization guidelines19,20 as follows: normal
eight (BMI 18.5-25 kg/m2), overweight (25 � BMI � 30
g/m2), and obese (�30 kg/m2). Data regarding highest
ducational degree obtained were gathered via question-
aire and categorized as follows: high school diploma or
quivalent or less, Associate’s degree/junior college, Bach-
lor’s degree, and Master’s degree or doctorate. The phys-
cal activity index was reflective of physical activity performed
n a typical 24-hour period using a structured questionnaire that
sked participants to report the number of hours asleep; at rest;
nd in slight, moderate, and heavy activity in a typical day.21,22

oderate-to heavy alcohol intake was defined as consump-
ion of more than 14 drinks per week in men or 7 drinks per
eek in women. Prevalent cardiovascular disease was de-
ned as recognized myocardial infarction, coronary insuf-
ciency (prolonged chest pain accompanied by reversible

schemic electrocardiographic changes), angina pectoris,
troke, transient ischemic attack, or intermittent claudica-
ion using previously described criteria.23

tatistical Methods
escriptive statistics of Third Generation participant char-

cteristics were grouped by maternal breastfeeding status
age- and sex-adjusted generalized estimated equation mod-
ls were used to compare characteristics of participants by
reastfeeding status). Descriptive statistics of maternal charac-
eristics were presented according to whether mothers
reastfed none, some, or all of their children. We examined
ardiovascular risk factors described above as end points in
he Third Generation Cohort. No cardiovascular events
ere examined in our study sample. Generalized estimated

quation models were used to assess relations between di-
hotomous (ever vs never) breastfeeding status and the
ollowing Third Generation participant cardiovascular dis-
ase risk factors: BMI, total cholesterol, HDL cholesterol,
riglycerides, fasting blood glucose, systolic blood pressure,
nd diastolic blood pressure. The intraclass correlation of
MI was 0.02 (P � .47) among Third Generation Cohort

iblings. We applied generalized estimated equation models
o account for related observations given the presence of
iblings in the Third Generation cohort. Statistical models
ere constructed with adjustment for the following: model

—age, sex, hypertension treatment, lipid treatment, smok- H
ng status, birth order, oral contraceptive use, hormone
eplacement use, physical activity index, and education level;
odel 2—model 1 covariates plus maternal smoking status,
aternal education level, and maternal BMI at study entry.
In secondary analyses, the dependent variable BMI was

dditionally adjusted for HDL cholesterol level, and the
utcome HDL cholesterol was additionally adjusted for the
ollowing covariates: participant BMI, participant alcohol
ntake, and maternal HDL cholesterol. We also analyzed the
ependent variables of cardiovascular disease risk factors
ichotomously using clinically meaningful cut points. We
ested potential effect modification by educational level.
inally, to assess the association of breastfeeding in infancy
ith an overall healthy lifestyle, we related breastfeeding

tatus with participant higher education, smoking status, and
hysical activity.

All statistical analyses were performed using SAS statis-
ical software (version 8.1). A P value of less than .05 was
onsidered to be statistically significant.

ESULTS

hird Generation Participant Characteristics
tudy sample characteristics grouped by breastfeeding sta-

us are shown in Table 1. Twenty-six percent of participants
ere reported by mothers to have been breastfed in infancy.
f those individuals who were breastfed, the median breast-

eeding duration was 4 months (range 1-22 months), and
9.6% were breastfed for more than 6 months. A higher
revalence of breastfed individuals had higher education
evels and a lower prevalence of diabetes (Table 1).

aternal Characteristics
haracteristics of mothers by whether they breastfed none,
ll, or some of their children are shown in Table 2. Mothers
ho breastfed all of their children also had the highest educa-

ion levels, were the leanest, and were least likely to smoke.

reastfeeding Status and Cardiovascular
isease Risk Factors in Adulthood

n model 1, which adjusted for participant cardiovascular
isease risk factors, physical activity, and education, breast-
eeding (ever vs never) was associated with a lower BMI
P � .03) (Table 3). Additionally adjusting for maternal
actors in model 2 (maternal smoking, education, and BMI)
id not materially change the association between breast-
eeding status and BMI (P � .04; adjusted mean BMI
mong those breastfed vs not breastfed was 26.1 vs 26.9
g/m2, respectively).

In model 1, adjusting for participant cardiovascular dis-
ase risk factors, physical activity, and education, breast-
eeding was associated with a higher HDL cholesterol level
P � .01). Additionally adjusting for maternal factors
smoking, education, and maternal BMI) did not materially
hange the association between breastfeeding status and

DL cholesterol level (P � .01; adjusted mean HDL cho-
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esterol concentrations among those breastfed vs not breast-
ed were 56.6 mg/dL relative to 53.7 mg/dL, respectively).

Breastfeeding (ever vs never) was not associated with
articipant total cholesterol, triglycerides, fasting blood glu-
ose, systolic blood pressure, or diastolic blood pressure in
ither model 1 or model 2 (Table 3).

econdary Analyses
ssociation between Breastfeeding Status and Body
ass Index and High-density Lipoprotein Cholesterol
ategories. Breastfeeding was inversely associated with

ow HDL cholesterol levels (�40 mg/dL in men and � 50
g/dL in women) even after accounting for participant and
aternal cardiovascular disease risk factors, lifestyle, and

Table 1 Third Generation Participant Characteristics by
Breastfeeding Status

haracteristics

Third Generation
Participant Breastfeeding
Status

eans (SD) or (%)
No
n � 712

Yes
n � 250

ge (y) 41 � 7 41 � 9
omen (%) 54.8 50.0
irth order (among siblings) 2.4 � 1.4 2.0 � 1.2
ystolic blood pressure (mm Hg) 117 � 15 118 � 15
iastolic blood pressure (mm Hg) 76 � 10 75 � 10
asting blood glucose (mg/dL) 95 � 19.5 94 � 10
otal cholesterol (mg/dL) 190 � 34 190 � 32.5
DL cholesterol (mg/dL)a 54 � 16 56 � 15
riglycerides (mg/dL) 116 � 90.5 108 � 79
MI (kg/m2) 26.9 � 5.4 26.3 � 5.0
aist circumference (cm) 93 � 15 93 � 14
hysical activity index 37.6 � 8 37.6 � 8
ypertension, % 7.8 8.0
ipid treatment, % 5.9 7.2
iabetes mellitus, % 3.0 1.2
besity (BMI � 30), % 23.5 20.4
verweight ( 25 � BMI � 30), % 35.8 32.0
otal cholesterol � 200, % 36.5 36.3
riglyceride � 150, % 21.4 16.0
asting glucose � 126, % 2.7 0.8
ral contraceptive use, % 20.4 14.8
ormone replacement therapy use, % 3.8 3.2
moking, % 17.0 15.3
oderate alcohol intake,b % 15.4 18.2
ducation levela

High school or less, % 17.5 9.6
Some college, % 32.3 30.9
Bachelor’s degree, % 35.7 41.0
Master’s degree or higher, % 14.5 18.5

HDL � high-density lipoprotein; BMI � body mass index.
aAge- and sex-adjusted P � .05.
bDefined as � 7 drinks per week in women and � 14 drinks per week

in men.
ocioeconomic characteristics (multivariable-adjusted odds v
atio � 0.63 [0.42-0.96], P � .03) (Table 4). Breastfeeding
as not significantly associated with any other dichoto-
ized risk factors in fully adjusted models. (Table 4).

dditional Model Adjustments. Additionally adjusting
ultivariable model 2 for participant alcohol intake did not
aterially change the positive association between breast-

eeding status and HDL cholesterol. Similarly, additionally
djusting model 2 for maternal HDL cholesterol did not
aterially change the positive association between breast-

eeding status and HDL cholesterol.

ffect Modification. There was no evidence of effect mod-
fication by educational level on the associations between
reastfeeding with HDL or with BMI.

ssociation between Breastfeeding and Healthy Life-
tyle. In fully adjusted models there were no significant
ssociations between breastfeeding and having achieved a
achelor’s or higher degree (odds ratio � 1.20 [0.84-1.72]),
aving a physical activity score of 37 or more (1.20 [0.84-
.73]), or current cigarette smoking (1.17 [0.75-1.52]).

ISCUSSION

ummary of Findings
n a community-based sample of 962 men and women in
arly to middle age, maternal report of breastfeeding was
ssociated with modestly lower participant BMI and higher
articipant HDL cholesterol concentrations. Maternal report
f breastfeeding was not significantly associated with off-
pring total cholesterol, triglycerides, fasting blood glucose,
r systolic or diastolic blood pressure levels. Breastfeeding
as associated with higher mean HDL cholesterol concen-

rations even after accounting for participant and maternal
ducation, lifestyle factors, and cardiovascular disease risk
actors. However, the association between maternal breast-
eeding and participant HDL cholesterol appeared to be
ttenuated by adjustment for participant BMI.

reastfeeding and Body Mass Index
n keeping with our data, prior studies have found an inverse
ssociation between breastfeeding in infancy and adolescent
nd adult adiposity.4,7,12,24-27 Higher growth rates in early
nfancy among formula-fed compared with breastfed infants
ave been demonstrated in randomized trials of low birth
eight and preterm infants,28 as well as in observational

tudies among normal birth weight babies.29-31 In contrast
ith some prior reports, a significant attenuation in the

ssociation between breastfeeding and lower BMI was not
ound on adjustment for maternal and participant socioeco-
omic status defined using educational attainment. Further-
ore, BMI is a moderately heritable trait,32 yet adjustment

or maternal BMI did not significantly diminish the associ-
tions. One prior study also demonstrated a significant in-

erse association between breastfeeding and childhood
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verweight even after adjusting for maternal obesity.33 Our
MI data were ascertained directly in both mothers and

tudy sample participants rather than self-reported.12 Self-
eported data used in prior studies may have led to some
utcome misclassification with resultant biasing of mea-
ures toward the null value. Finally, our study was con-
ucted in a sample unselected for sex and occupation, in

Table 2 Selected Maternal Characteristics at Study Entry by Br

haracteristic Maternal Brea

eans (SD) or N (%)
No Children
n � 250

ge at study entry 35.8 � 7.6
arity (No. live births) 3.3 � 1.6
ystolic blood pressure (mm Hg) 117.6 � 14.2
iastolic blood pressure (mm Hg) 77.2 � 9.1
otal cholesterol (mg/dL) 192.9 � 36.9
DL cholesterol (mg/dL) 119.4 � 33.4
DL cholesterol (mg/dL) 56.9 � 14.3
riglycerides (mg/dL) 82.0 � 57.9
MI (kg/m2) 24.2 � 4.5
ypertension, n (%) 27 (11)
iabetes mellitus, n (%) 1 (0.4)
moking, n (%) 100 (42)
verweight, n (%) 41 (16)
besity, n (%) 35 (15)
ducation levelb

Less than high school n (%) 13 (6)
Some college n (%) 155 (68)
Bachelor’s degree n (%) 55 (24)
Master’s degree or higher n (%) 5 (2)

BMI � body mass index; SD � standard deviation; LDL � low-densit
aRisk factors taken at first examination the woman achieved age � 20

cycle 2 data were used).
bData available in 60 women who breastfed some children, 228 wom

Table 3 Least Square Means for Adulthood Cardiovascular Dise

Model 1a

isk Factor
Not Breastfed
N � 712 Breastfed

MI, kg/m2 27.0 (26.6–27.4) 26.1 (25
DL cholesterol, mg/dL 53.8 (52.5–54.8) 56.1 (54
otal cholesterol, mg/dL 190.7 (187.6–193.2) 190.7 (18
riglycerides, mg/dL 117.2 (110.1–124.1) 109.1 (99
asting blood glucose, mg/dL 94.8 (93.5–96.2) 93.9 (92
ystolic blood pressure, mm Hg 117.6 (116.3–118.8) 117.1 (11
iastolic blood pressure, mm Hg 75.9 (75.1–76.6) 74.8 (73

BMI � body mass index; HDL � high-density lipoprotein.
If we do not account for multiple testing, then � � 0.05 is significant

for 7 different dependent variables/tests), � � 0.05/7 or 0.007 is signifi
aModel 1 covariates: age, sex, hypertension treatment, lipid treatment

physical activity, and education level.
b
Model 2 covariates: model 1 variables plus maternal smoking status, matern
ontrast with prior investigations conducted among female
egistered nurses.12

Exact mechanisms by which breast milk confers protec-
ion against offspring weight gain are not known, but ag-
regate data from several recent studies suggest that adipo-
ines may potentially mediate the association. A recent
aboratory study in rats has suggested that delayed weaning

ding Statusa

ing Report Breastfed

Some Children (Not All)
n � 63

All Children
n � 80

35.3 � 9.0 40.1 � 7.6
2.8 � 1.4 3.7 � 1.5

116.7 � 14.6 121.1 � 18.6
76.4 � 10.8 78.9 � 10.3

187.3 � 33.8 196.6 � 40.8
114.0 � 35.1 123.0 � 36.9
58.2 � 13.0 56.9 � 17.3
69.9 � 40.0 84.0 � 52.4
23.8 � 3.6 24.5 � 4.6

12 (19) 12 (19)
0 0
24 (38) 24 (30)
11 (17) 16 (20)
8 (13) 7 (9)

11 (18) 6 (9)
34 (57) 28 (42)
12 (20) 21 (32)
3 (5) 11 (17)

rotein; HDL � high-density lipoprotein.
others were aged � 20 y at examination cycle 1; therefore, examination

did not breastfeed, and 66 women who breastfed all of their children.

k Factors by Breastfeeding Status in Infancy

Model 2b

50
P
Value

Not Breastfed
N � 712 Breastfed N � 250

P
Value

.8) .03 26.9 (26.4–27.3) 26.1 (25.4–26.7) .04

.2) .01 53.7 (52.5–54.9) 56.6 (54.7–58.5) .01
95.4) .8 190.4 (187.3–193.2) 189.2 (185.0–194.3) .8
9.6) .2 115.7 (108.3–123.0) 109.4 (97.8–121.1) .4
.1) .3 94.8 (93.4–96.4) 93.5 (91.8–95.0) .2
19.1) .9 117.6 (116.3–118.8) 117.5 (115.9–119.6) .9
.1) .2 75.8 (74.9–76.5) 74.9 (73.7–76.3) .3

he most conservative approach, with a Bonferroni correction (accounting

ng status, birth order, oral contraceptive use, hormone replacement use,
eastfee

stfeed

y lipop
y (5 m
ase Ris

N � 2

.5–26

.5–58
6.9–1
.1–11
.3–95
5.8–1
.7–76

. With t
cant.
, smoki
al education level, and maternal BMI at study entry.
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meaning continuation of breast milk and delayed introduc-
ion of solid food) reduces plasma levels of the appetite-
elated peptide, ghrelin, and gastric ghrelin cell develop-
ent.34 Ghrelin concentration increases during specific

tages in rat infancy were formerly thought to be age related
s opposed to diet related.34 Furthermore, leptin concentrations
n human breast milk have been demonstrated to inversely
orrelate with human infant weight gain up until 2 years of
ge.35,36 In a separate randomized prospective study of feeding
mong preterm infants, serum leptin to fat mass ratio measured
n adolescence was demonstrated to be lower in those random-
zed to donated banked breast milk compared with formula
eeding while in infancy.37 Levels of other novel adipokines
n human breast milk, including epidermal and adipocyte
atty acid binding protein, have been demonstrated to pos-
tively correlate with infant birth weight.38

reastfeeding and High-density Lipoprotein
holesterol
hereas prior data suggest that breastfeeding is related to

ncreases in total and LDL-cholesterol levels in infancy and
dulthood,5 fewer studies have specifically examined the
ssociation between breastfeeding and later-life HDL cho-
esterol levels. A recent study in a British birth cohort born
n 1958 did not demonstrate an association between breast-
eeding for more than 1 month and adult levels of HDL
holesterol.27 A Dutch prospective study of adults aged 48
o 53 years demonstrated a lower total to HDL cholesterol
atio among breastfed compared with formula-fed individ-
als.8 In a randomized prospective study of feeding among
reterm infants, serum total to HDL cholesterol ratio mea-
ured in adolescence was lower among those previously
andomized to banked donated breast milk compared with

Table 4 Odds Ratios for Dichotomized Adulthood
Cardiovascular Disease Risk Factors by Breastfeeding Status in
Infancy

Model 1a Model 2b

OR (95% CI) OR (95% CI)

MI � 30 kg/m2 0.78 (0.52–1.16) 0.75 (0.47–1.21)
otal cholesterol � 200
g/dL

1.01 (0.73–1.40) 0.91 (0.63–1.32)

DL cholesterol � 40 mg/
L in men or � 50 mg/dL
n women

0.64 (0.43–0.94) 0.63 (0.42–0.96)

riglycerides � 150 mg/dL 0.64 (0.42–0.97) 0.68 (0.44–1.05)
asting glucose � 126
g/dL

0.30 (0.08–1.17) 0.40 (0.09–1.70)

OR � odds ratio; CI � confidence interval; BMI � body mass index;
HDL � high-density lipoprotein.

aModel 1 covariates: age, sex, hypertension treatment, lipid treat-
ment, smoking status, birth order, oral contraceptive use, hormone
replacement use, physical activity, and education level.

bModel 2 covariates: model 1 variables plus maternal smoking status,
maternal education level, and maternal BMI at study entry.
ormula feeding.39 l
hoice of Covariates for Adjustment
e thought it was particularly important to adjust for edu-

ation, BMI, and smoking status. Breastfeeding is more
revalent among women with a higher education, which in
urn is associated with a number of positive health indica-
ors, including increased HDL cholesterol,40 lower BMI,41

nd abstinence from smoking. Lower BMI and abstinence
rom smoking in turn are associated with higher HDL cho-
esterol levels.42

reastfeeding and Other Cardiovascular
isease Risk Factors
he absence of a significant association between breastfeed-

ng in infancy and later-life blood pressure in our sample is
onsistent with several prior investigations that did not find
significant association between breastfeeding and adult

lood pressure.8,43,44 Furthermore, findings from a recent
eta-analysis of several previously published studies raise

he concern that the inverse association between breastfeed-
ng and blood pressure from other studies may have been
ubject to selection or publication bias.6

We found no association between breastfeeding status
nd fasting blood glucose levels. This is in keeping with
rior studies in adolescents45 and middle-aged men4 show-
ng no association between breastfeeding in infancy and
ater-life insulin resistance (as measured by homeostasis
odel assessment). We did not specifically study differ-

nces in rates of diabetes by breastfeeding status because
he prevalence of diabetes was too low in our sample for
eaningful analysis.
Given the lack of association between breastfeeding sta-

us and several cardiovascular disease risk factors studied,
e assessed our statistical power to detect modest effects

or associations between breastfeeding and the cardiovas-
ular disease risk factors for which we did not detect sig-
ificant associations. Taking sibling correlation into ac-
ount, we had 80% power to detect a systolic blood pressure
ifference of 2.9 mm Hg, diastolic blood pressure difference
f 2.0 mm Hg, total cholesterol difference of 7.0 mg/dL,
riglyceride difference of 17.2 mg/dL, and fasting glucose
ifference of 2.9 mg/dL. We had more modest power to
etect smaller mean differences.

TRENGTHS AND LIMITATIONS
irect and routine assessment of cardiovascular risk factors

or 2 generations of participants to account for both mater-
al covariates and offspring cardiovascular disease risk fac-
ors is a unique strength of our study. Risk factors were
easured in offspring in adulthood, whereas most prior

eports examined the relation of breastfeeding to childhood
isk factors. Several limitations should be acknowledged as
ell. Breastfeeding assessment was done decades after the
irth of participants, which could have led to recall bias.
owever, the recall of whether or not a women breastfed
er child has been shown to be accurate for � 20 years

ater.46 Furthermore, our study relied on maternal compared
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ith self-reported breastfeeding history, which has been
emonstrated to be more accurate.47 We did not adjust for
ther components of infant diet or account for birth weight
n our multivariable analysis. It has been demonstrated that
ow birth weight infants tend to breastfeed for shorter du-
ations and tend to have rapid catch-up growth, which is
ssociated with later-life obesity.48 We also did not account
or paternal factors because not all Third Generation partic-
pants have fathers in the Framingham Offspring cohort.
ur study participants are of white European ancestry;

herefore, these findings may not be generalizable to other
thnic populations. We accounted for socioeconomic status
y means of highest education degree obtained, which
ight not have fully accounted for socioeconomic differ-

nces.49 HDL subfractions, which have demonstrated accu-
acy in predicting cardiovascular disease,50 were not mea-
ured in this study. Although the incubation period between
xposure and outcome in our study is relatively long, it is
eing increasingly recognized that exposures in early life
ffect adult health. In turn, evidence suggests that choles-
erol and BMI measured in middle age confer later higher
ifetime cardiovascular disease risk.51

Potential selection bias from the breast health survey
ampling scheme cannot be excluded; however, Offspring
others with adult children enrolled in the Third Generation

ohort not included in our study did not differ with respect
o BMI and HDL cholesterol levels from the Offspring
others included in the study. Because the alternatives to

reastfeeding in the 1960s and 1970s differed from what is
vailable today, these comparisons might not be relevant to
urrent long-term breastfeeding effects. We did not assess
he exclusivity of breastfeeding within our study framework
nd were unable to carry out an analysis of risk factor levels
mong siblings discordant for breastfeeding because we had
ew of these in our study sample to permit a meaningful
nalysis. A discordant sibling pair analysis may have per-
itted better control of unmeasured potentially confounding
aternal and family level factors. We did not account for

he dietary intake of participants (ie, fat, carbohydrate, and
rotein intake). We may have limited power to detect very
odest differences in blood pressure, total cholesterol, trig-

ycerides, and fasting glucose. We did not account for mul-
iple testing in our interpretation of results. By using the
ost conservative approach, given that model 1 and model
adjustments were highly correlated, and there were 7

eparate dependent variables, the Bonferroni correction
ould have yielded an � level for significance of 0.05/7 �
.007. Finally, this is an observational study, and therefore
e cannot infer causality.

MPLICATIONS AND DIRECTIONS FOR FUTURE
TUDY
ur findings confirm previous reports of a protective asso-

iation between breastfeeding and later-life adiposity (as
easured by BMI). Although the net reductions in BMI
emonstrated in our study are modest, the beneficial effect
t the population level may have important public health
elevance. The risk of death from cardiovascular disease and
ongestive heart failure has been demonstrated to increase
ven with small incremental increases in BMI,52,53 suggest-
ng that even modest differences in excess adiposity may
ncrease cardiovascular disease mortality risks. Further-
ore, the mechanisms underlying the association between

ower adulthood BMI among individuals breastfed in in-
ancy are arguably of considerable importance. Our findings
aken in conjunction with recent experimental evidence
inking adipokines to breast milk and infant weight suggest
hat further elucidating mechanisms relating nutrition in
arly life and cardiometabolic risk factor profile in later life
s an important area of research. Furthermore, informed
ecisions about whether or not to breastfeed affect more
han 4 million women annually54 who give birth in the
nited States. Thus, understanding the association of
reastfeeding with cardiovascular disease risk factors in
ater life remains an important public health issue.

ONCLUSIONS
reastfeeding in infancy was associated with a modestly

educed BMI and elevated HDL cholesterol levels in adult-
ood after accounting for several participant and maternal
haracteristics. The association between breastfeeding and
DL cholesterol was attenuated on accounting for partici-
ant BMI. Studies elucidating the mechanisms underlying
utrition in early life and adiposity in later life are
arranted.
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APPENDIX
Offspring Women Not Sampled
n � 1114

Offspring Women Sampled
n � 393 P Value

ge, y 37 36 .21
MI, kg/m2 24.9 24.4 .45
BP, mm Hg 117 118 .23
BP, mm Hg 75 77 �.001
otal cholesterol, mg/dL 193 192 .80
DL cholesterol, mg/dL 57 57 .67
urrent smoking 53% 42% .001

BMI � body mass index; SBP � systolic blood pressure; DBP � diastolic blood pressure; HDL � high-density lipoprotein.
Cardiovascular disease risk factors among Offspring women with breastfeeding information (n � 393) versus Offspring women not in our sample but

with children enrolled in Third Generation-n � 1114), means for continuous variables and percentages where denoted.



Meta-analysis of genome-wide
association data identifies two loci
influencing age at menarche
John R B Perry1,23, Lisette Stolk2–4,23, Nora Franceschini5,23,
Kathryn L Lunetta6,7,23, Guangju Zhai8,23, Patrick F McArdle9,23,
Albert V Smith10,23, Thor Aspelund10,11, Stefania Bandinelli12,
Eric Boerwinkle13, Lynn Cherkas8, Gudny Eiriksdottir10,
Karol Estrada2, Luigi Ferrucci14, Aaron R Folsom15,
Melissa Garcia16, Vilmundur Gudnason10,11, Albert Hofman3,4,
David Karasik6,17, Douglas P Kiel6,17, Lenore J Launer16,
Joyce van Meurs2,4, Michael A Nalls18, Fernando Rivadeneira2–4,
Alan R Shuldiner9, Andrew Singleton18, Nicole Soranzo8,19,
Toshiko Tanaka20, Jenny A Visser2, Michael N Weedon1,
Scott G Wilson8,21, Vivian Zhuang7, Elizabeth A Streeten9,23,
Tamara B Harris16,23, Anna Murray1,23, Tim D Spector8,23,
Ellen W Demerath15,23, André G Uitterlinden2–4,23 &
Joanne M Murabito6,22,23

We conducted a meta-analysis of genome-wide association
data to detect genes influencing age at menarche in 17,510
women. The strongest signal was at 9q31.2 (P ¼ 1.7 � 10�9),
where the nearest genes include TMEM38B, FKTN, FSD1L,
TAL2 and ZNF462. The next best signal was near the LIN28B
gene (rs7759938; P ¼ 7.0 � 10�9), which also influences adult
height. We provide the first evidence for common genetic
variants influencing female sexual maturation.

Menarche is the start of menstruation and occurs at a mean age of
approximately 13 years, normally about 2 years after the onset of
puberty1. Twin and family studies suggest a significant genetic
component to menarcheal age, with at least 50% heritability2–4.
Linkage and candidate gene studies have not confirmed any loci
that influence normal variation in age at menarche4,5. Genome-wide
association (GWA) studies have been successful in identifying many
variants associated with complex disease and quantitative traits and we
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therefore used this approach to identify genes involved in determining
age at menarche. As earlier age at menarche is associated with shorter
stature and obesity, the identified variants may not only clarify
the genetic control of female sexual maturation but may also point
to regulatory mechanisms involved in normal human growth
and obesity.

We carried out a meta-analysis of 17,510 females from eight
different population-based cohorts: Age/Gene Environment Suscept-
ibility-Reykjavik Study (AGES-Reykjavik), Atherosclerosis Risk in
Communities (ARIC) Study, Framingham Heart Study (FHS),
Amish HAPI Heart Study, InCHIANTI Study, Rotterdam Study I
and II and TWINS UK Study (Supplementary Note online).
Women of European descent, with self-reported age at menarche
between 9 and 17 years (representing the 1st to 99th percentile, with
mean age at menarche of 13.12 (s.d. 1.5) years), were included.
Agreement between adult-recalled and prospectively collected age at
menarche is reported to be good (k statistic ¼ 0.81)6. Each study
conducted a GWA analysis using linear regression or linear mixed-
effects models with an additive genetic model adjusting for birth year
or birth cohort (FHS), with additional adjustments for population
structure when appropriate. Approximately 2.55 million autosomal
SNPs, imputed with reference to the HapMap CEU panel, passed
quality control criteria. We then conducted a meta-analysis using a
fixed-effects model based on inverse variance weighting. Full details of
cohorts and methods are given in Supplementary Table 1 and
Supplementary Methods online.

Twenty-eight SNPs passed the conventional genome-wide signifi-
cance threshold of P o 5 � 10�8 and were at either 9q31.2 or 6q21
(Supplementary Table 2 and Supplementary Fig. 1 online). The 18
SNPs on chromosome 9 were in linkage disequilibrium (LD), with r2 4
0.31, as were the 10 SNPs on chromosome 6, with r2 4 0.96 (Fig. 1 and
Supplementary Table 2). To identify more than one signal that could
account for the association findings, we carried out conditional analysis
adjusting for the SNP with the lowest P value in the region (rs7759938
for chromosome 6 and rs2090409 for chromosome 9). Within 1 Mb
flanking each SNP, the lowest adjusted P values for association with age

at menarche were P ¼ 0.0017 and P ¼ 0.0077 for chromosomes 9
(1,030 SNPs) and 6 (775 SNPs), respectively. These findings suggest a
single signal accounting for the associations at each locus. The quantile-
quantile plot (Supplementary Fig. 2 online) showed modest deviation
away from the null when these top two signals were removed, suggest-
ing the presence of additional loci for this trait.

The strongest signal at 9q31.2 was observed with rs2090409, where
each A allele was associated with approximately a 5-week reduction in
menarcheal age (P ¼ 1.7 � 10�9). All studies showed consistent
evidence of association with the same direction of effect in all but one
study, similar effect sizes and P values between 0.8 and 0.0003
(Table 1). The recombination region containing rs2090409 includes
only a hypothetical gene (BC039487). Outside of this, the only RefSeq
gene within a 1-Mb window is a transmembrane protein gene,
TMEM38B, which is approximately 400 kb proximal to the GWAS
signal. In mice, TMEM38B is expressed strongly in brain and the null
mutation is neonatal lethal. Within 2 Mb of the signal, genes include
SLC44A1, FKTN, FSD1L, TAL2 and ZNF462, none of which is an
obvious candidate gene for involvement in menarche. However, a SNP
in ZNF462, 650 kb from our signal but not in LD (r2 ¼ 0.086), has
been previously associated with variation in height6.

The 6q21 signal was within a recombination interval that included
only one gene, LIN28B (Fig. 1) and was also associated with
approximately a 5-week reduction in menarcheal age per T allele
(rs7759938; P ¼ 7.0 � 10�9). The effect was consistent across all
studies, with P values between 0.27 and 0.001 (Table 1). A common
variant in the LIN28B gene has previously been associated with normal
variation in adult height7. The most significant menarche-associated
variant (rs7759938) and the previously reported height variant
(rs314277) lie within 28.7 kb of each other and are likely to represent
the same signal, as r2 ¼ 0.26 and D¢ ¼ 1 in HapMap. The allele
associated with earlier age at menarche is associated with decreased
height, which is consistent with epidemiological data. Early menarche
has been correlated with reduced stature, and the mechanism is
probably mediated through earlier exposure to estrogens resulting in
earlier closure of the epiphyseal plates8. We therefore tested all

Table 1 Genome-wide significant associations with age at menarche

SNP Study N Allele Frequency Imputation quality Effect (years) s.e. P value

rs2090409 ARIC 4,247 A 0.31 1.00 –0.10 0.04 0.004

FHS 3,801 A 0.31 0.99 –0.07 0.04 0.07

RSI 3,175 A 0.34 1.01 –0.08 0.04 0.06

TwinsUK 2,276 A 0.32 0.99 –0.11 0.03 0.0003

AGES-Reykjavik 1,849 A 0.27 0.99 –0.08 0.05 0.09

RSII 1,000 A 0.35 1.06 –0.15 0.07 0.04

InCHIANTI 597 A 0.33 0.98 –0.26 0.09 0.005

HAPI Heart Study 565 A 0.28 0.95 0.03 0.10 0.7809

Meta-analysis 17,510 A 0.31 1.00 –0.10 0.02 1.7 � 10�9

rs7759938 ARIC 4,247 C 0.33 0.94 0.12 0.04 0.001

FHS 3,801 C 0.33 0.90 0.10 0.04 0.009

RSI 3,175 C 0.31 1.00 0.06 0.04 0.16

TwinsUK 2,276 C 0.32 0.98 0.06 0.03 0.04

AGES-Reykjavik 1,849 C 0.34 1.00 0.08 0.04 0.07

RSII 1,000 C 0.30 0.94 0.09 0.08 0.27

InCHIANTI 597 C 0.29 0.98 0.24 0.09 0.008

HAPI Heart Study 565 C 0.23 0.91 0.34 0.11 0.002

Meta-analysis 17,510 C 0.33 0.96 0.09 0.02 7.0 � 10�9

Meta-analysis P values are corrected by individual-study genomic control inflation factors. Alleles are based on forward strand and positions on NCBI build 36. Meta-analysis
frequency is calculated as weighted average across all studies. Imputation quality refers to the imputation quality score generated by MACH (oevar) / SNPTEST (proper_info).
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published common variants influencing height—44 independent
loci—for association with age at menarche in our dataset9. Six of the
alleles were also associated with menarcheal age (P o 0.05), with the
strongest associations at LIN28B (P¼ 0.0001) and PXMP3 (P¼ 0.003)
(Supplementary Table 3 online). We also tested the association of the
newly identified menarche-associated variant, rs7759938, with
measured height in our study population (Supplementary Methods)
and found that it was associated with height, Pmeta ¼ 0.0001, in the
same direction in all but one study; that is, the C allele was associated
with reduction in age at menarche and also reduced stature. The
published height SNP (rs314277) did not reach nominal significance
with height in our study (Pmeta ¼ 0.26). These data suggest that some
of the previously identified loci that influence adult height may also
have a general role in adolescent growth.

At a given chronologic age, girls with earlier age at menarche
tend to have greater body mass index (BMI) and adiposity than girls
with a later age at menarche10–12. A marked secular decline in age at
menarche occurred in Europe in the nineteenth and early twentieth
centuries, which has been attributed to improved nutrition and
health1. This trend may be continuing as a consequence of the obesity
epidemic13 and may involve a common metabolic response to the
current nutritional environment14 or be attributable, at least in part,
to shared genetic influences or pleiotropy15. We therefore investigated
the effect on menarcheal age of the ten currently known common gene
variants associated with variation in BMI. Of these ten loci, eight
showed an association in the direction consistent with epidemiological
data (P ¼ 1.6 � 10�6, based on Fisher’s combined probability test:
–2 � sum(ln P) against w2 on (10 � 2) df), and five were nominally
significant (P o 0.05) (Supplementary Table 4 online). The two
loci with the largest observed effects on BMI (FTO and TMEM18)
also had the strongest evidence for association with menarcheal age
(P ¼ 0.0008 and 7.0 � 10�5, respectively).

This study provides the first evidence for common genetic variants
influencing normal variation in the timing of female sexual matura-
tion. Our findings also indicate a genetic basis for the phenotypic
associations between age at menarche and both height and BMI.

Note: Supplementary information is available on the Nature Genetics website.
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Supplementary figure 2. A quantile-quantile plot of the 2.55 million imputed SNPs on age at 
menarche (red dots) and excluding the 2 SNPs which reached genome-wide significance and 
all SNPs within 500kb upstream and downstream of those top signals (black dots). 95% 
confidence interval is shown in pale blue. 
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Supplementary Methods 

Phenotype Definition 
 
AGES: A reproductive history questionnaire was administered to all women at the entry into 
the AGES Reykjavik study (2002-2006).  The question asked to determine age at menarche 
was: “At what age did your menstrual periods begin?”  Women answering between 9 and 17 
years were included in the analyses.  Height was measured at their first visit to the Reykjavik 
Study (1967 – 1997) when subjects were a mean age of approximately 50 years. 
 
ARIC:  A reproductive history questionnaire was administered to all women at the baseline 
(1987-1989) visit. The following question was asked to determine age at menarche: “At 
approximately what age were you when your menstrual periods started?” Responses were 
given to the closest whole year value (11, 12, 13, etc). Mean age at menarche among ARIC 
White women was 12.88 (SD 1.54). Height was obtained during the baseline clinic visit by 
trained technicians.  
 
FHS: At the second Offspring examination (1979 to 1982) and at the first Third Generation 
examination (2002 to 2005), women were asked, “Age at start of menses”  and “How old were 
you when you had your first menstrual period (menses)?” respectively. The self-reported age 
at first period was recorded. Offspring women were asked again about menarche at the time 
of participation in the Framingham Osteoporosis Study (1996 – 2001: “About how old were 
you when you had your first menstrual period?”).  If menarche data were missing from 
Offspring examination two, the self-reported data from the Osteoporosis examination was 
used (n=214). There were 1777 Offspring Cohort and 2024 Third Generation women who 
reported an age at menarche between 9 and 17 years with genotyping available. The mean age 
at menarche was 12.8 years (SD 1.5 years) in the combined Offspring and Third Generation 
women in the sample. Height was measured by trained technicians at the first Offspring and 
Third Generation examinations. 
 
HAPI Heart Study: During the baseline visit, women were given a reproductive history 
questionnaire.  The self reported age at first period was recorded from the question "How old 
were you when you had your first menstrual period?"  
 
InCHIANTI: During baseline visit women were asked "How old were you when you had 
your first menstrual period?" 
 
RSI and RSII: At the first RSI interview (1989-1993) and at the first RSII interview (200-
2001) women were asked “How old were you when you had your first menstrual period?”. 
Self-reported age at menarche was available for 3,175 (RSI) and 1,000 (RSII) women. Mean 
age at menarche for the RSI cohort was 13.5 (SD 1.6 years) and 13.3 (SD 1.5 years) for RSII. 
 
TwinsUK: Data on age at menarche was obtained by self-administered questionnaire. All 
females from the TwinsUK cohort were asked a question “how old were you when you had 
your first menstrual period?” There were 5523 female twins reporting their age at menarche. 
Of them, 2276 females of European descent (458 MZ pairs, 548 DZ pairs, and 264 singletons) 
had genotyping data available and included in the analysis. The mean age at menarche was 
12.99 years with SD=1.55 (range 9-17). 
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Genotyping and Imputation  
There were four different genotyping platform used by the eight cohort studies: Illumina 
Human CNV 370 (AGES)/HumanHap 317K (TwinsUK), the Affymetrix Genome-Wide 
Human SNP Array 6.0 (ARIC), the Affymetrix 500K mapping array (HAPI) and the 
Affymetrix 500K  in combination with the 50K supplemental array (FHS) and the Illumina 
Infinium II Human Hap 550 SNP chip array (InCHIANTI, RSI, RSII).  Each study performed 
genotyping quality control checks based on duplicate sample genotyping, SNP call rate, 
Hardy-Weinberg equilibrium, Mendelian inconsistencies, and sex mismatch, and principle 
components methods were used to evaluate the presence of population stratification (details 
provided in Supplementary Table 1).  Because there were only about 55,000 overlapping 
SNPs from the four genotyping platforms, each study imputed 2.5 million HapMap SNPs for 
each participant using currently available imputation methods. InCHIANTI and TwinsUK 
used IMPUTE (http://www.stats.ox.ac.uk/~marchini/software/gwas/impute) and all other 
cohorts used the MACH algorithm (http://www.sph.umich.edu/csg/ abecasis/MaCH/). All 
studies imputed the genotype “dosage” (0, 1, 2) for the expected number of minor alleles. 
Imputation quality was determined by either the r2 value produced by MACH or calculated 
empirical variance divided by the expected variance (oevar) and for SNPTEST the ‘proper 
info’ output variable was used to determine imputation quality. SNP imputation methods and 
quality control procedures for each cohort are included in Supplementary Table 1. 

 

Statistical Analysis 
AGES: Analysis was preformed using linear regression against the imputed genotype dosage 
with the ProbABEL package.  Birthyear was included as a covariate. 
 
ARIC:  Population stratification was estimated using principal component methods 
(EIGENSTRAT)(1), after removing few related individuals. Two principal components were 
significantly associated with age at menarche in linear regression models (alpha=0.05) and so 
they were included, along with year of birth and study center, as covariates in the genetic 
analyses. We used linear regression models and assumed additive genetic effects to study the 
association of imputed and genotyped SNPs (dosage data) and age of menarche. The analyses 
were implemented in the ProbABEL package from the ABEL set of programs 
(http://mga.bionet.nsc.ru/ yurii/ABEL/ )(2).  
 
FHS: SNP weights for 10 principal components (PCs) were inferred using a maximal set of 
independent individuals; the PCs for the remaining individuals were computed using the SNP 
weights obtained from the unrelated set of individuals.  The first PC (PC1) was significantly 
associated with age at menarche (P<0.01), and therefore was included as a covariate in all 
SNP association analyses. In addition, we adjusted for birth cohort by decade. Linear mixed 
effects models were used to account for familial correlations. Each SNP was tested for 
association with age at menarche using an additive genetic model.   
 
HAPI Heart Study: Analysis was performed using in house developed software.  In brief, we 
performed a measured genotype approach utilizing a t-test of the beta coefficient for the SNP 
variable. We included birth year as a fixed covariates in the model and a polygenic 
component modeled as a random effect to account for the full 13-14 generation pedigree of 
the Amish. A total of 338,598 autosomal SNPs were used for imputation after applying 
filters: (1) not in HapMap, (2) frequency < 0.01, (3) Hardy-Weinberg p-value < 1 x 10⎯6, and 
(4) missingness > 0.05. 
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InCHIANTI: Analysis performed using linear regression allele dosage in SNPTEST 
(http://www.stats.ox.ac.uk/~marchini/software/gwas/snptest). Birthyear was included as a 
covariate.  
 
RSI and RSII: Adjusted linear regression analysis was done using MACH2QTL 
(http://www.sph.umich.edu/csg/ abecasis/MaCH/), birthyear was included as a covariate. 
 
TwinsUK: Because of the relatedness in the TwinsUK cohort, we utilized the GenABEL 
software package(2) which is designed for GWAS analysis of family-based data by 
incorporating pair-wise kinship matrix calculated using genotyping data in the polygenic 
model to correct relatedness and hidden population stratification. The score test implemented 
in the software was used to test the association between a given SNP and the age at menarche 
with adjustment for birth-year as a covariate.   
 
 
Meta-analysis: Menarche GWA 
 
Inverse variance meta-analysis of the 8 studies was performed using the latest version of 
METAL (http://www.sph.umich.edu/csg/abecasis/Metal/index.html). A SNP within a study 
was not included if the minor allele frequency (MAF) was < 1% or imputation quality score 
was < 0.4 for SNPTEST or < 0.3 for MACH in that study. Genomic control was applied to the 
meta-analysis in METAL to correct for relatedness and population stratification 
(http://www.sph.umich.edu/csg/abecasis/metal) (Supplementary Table 1).  The meta-
analysis included 2,551,160 autosomal, QC’d, SNPs and 17,510 samples. 
 
 
Meta-analysis: Height SNPs 
 
Association statistics for measured adult height were calculated for rs2090409, rs314277 and 
rs7759938 in the same study samples used for the age at menarche genome wide analysis. The 
total number with measured height of the 17,510 menarche samples was 16,371. The fixed-
effects weighted meta-analysis was performed in METAL. 
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Supplementary note 
 

Study populations 

AGES- Reykjavik Study. The Reykjavik Study cohort originally comprised a random sample 
of 30,795 men and women born in 1907-1935 and living in Reykjavik in 1967 (3). A total of 
19,381 people participated in the Reykjavik Study examination, a 71% recruitment rate.  The 
study sample was divided into six groups by birth year and birth date within month. One 
group was invited to participate in all subsequent examinations, while one group was 
designated as a control group and was not included in examinations until 1991. Other groups 
were invited to participate in specific examinations of the study. Between 2002 and 2006, the 
AGES-Reykjavik Study re-examined 5764 survivors of the original Reykjavik Study.  
Successful genotyping was available for 1849 AGES women participants who were eligible 
for this study. The AGES-Reykjavik Study GWAS was approved by the National Bioethics 
Committee and the Data Protection Authority and also was covered under the MedStar 
Institutional Review Board.  All subjects provided written informed consent. 
 
ARIC: The ARIC study is a multi-center prospective investigation of atherosclerotic disease 
in a bi-racial population (4).  White and African American men and women aged 45-64 years 
at baseline were recruited from 4 communities:  Forsyth County, North Carolina; Jackson, 
Mississippi; suburban areas of Minneapolis, Minnesota; and Washington County, Maryland.  
A total of 15,792 individuals participated in the baseline examination in 1987-1989, with four 
follow-up examinations in approximate 3-year intervals, during 1990-1992, 1993-1995, and 
1996-1998. Only White women with genotype data and age at menarche between 9 and 17 
years of age were included in this analysis (N=4247). This study was approved by the 
institutional review board at each field center, and this analysis was approved by the 
University of North Carolina at Chapel Hill School of Public Health Institutional Review 
Board on research involving human subjects.  All subjects provided written informed consent. 
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FHS: The Original Cohort of the Framingham Heart Study was enrolled in 1948 to study 
determinants of cardiovascular disease and other major illnesses (5,6).  In 1971, Offspring of 
the Original Cohort participants and Offspring spouses including 2641 women (mean age 36 
years) were enrolled into the Framingham Offspring Study. Offspring participants have been 
examined approximately every 4 years (7,8).  From 2002 to 2005, 4095 adults including 2641 
women (mean age 40 years) with at least one parent in the Offspring cohort were enrolled in 
the Framingham Third Generation cohort (9). The Framingham Heart Study examinations 
were approved by the institutional review board at Boston University Medical Center. All 
participants provided written informed consent.  
 
HAPI Heart Study: The Heredity and Phenotype Intervention (HAPI) Heart Study was 
initiated in 2002. Participants of the HAPI Heart Study comprised adults from the Old Order 
Amish community of Lancaster County, PA, who were recruited over a three-year period.  
Study participants were included if they were aged 20 years and older and considered to be 
relatively healthy based on exclusion criteria of severe hypertension (blood pressure > 
180/105 mm Hg), malignancy, and kidney, liver or untreated thyroid disease.  The study aims 
and recruitment details, including ascertainment criteria, have been described previously (10). 
Physical examinations were conducted at the Amish Research Clinic in Strasburg, PA and a 
reproductive health questionnaire was completed by female participants. Women presenting 
pregnant or within 6 months postpartum were excluded from the study.   
 
InCHIANTI: The InCHIANTI study is a population-based epidemiological study aimed at 
evaluating factors that influence mobility in the older population living in the Chianti region 
of Tuscany, Italy. Details of the study have been previously reported (11). Briefly, 1616 
residents were selected from the population registry of Greve in Chianti (a rural area: 11 709 
residents with 19.3% of the population greater than 65 years of age) and Bagno a Ripoli 
(Antella village near Florence; 4704 inhabitants, with 20.3% greater than 65 years of age). 
The participation rate was 90% (n= 1453) and participants ranged between 21–102 years of 
age. The study protocol was approved by the Italian National Institute of Research and Care 
of Aging Institutional Review. There were 85 parent-offspring pairs, 6 sib-pairs and 2 
halfsibling pairs documented. We investigated any further familial relationships using IBD of 
10,000 random SNPs using RELPAIR and uncovered 1 parent-offspring, 79 siblings and 13 
half-sibling (12). We utilized the correct family structure inferred from genetic data for all 
analyses.  
 
RSI and RSII: Rotterdam Study I and II, ongoing prospective population-based cohort 
studies, focus on chronic disabling conditions of the elderly in the Netherlands. In summary, 
men and women aged 55 years or older, living in Ommoord, a suburb of Rotterdam, the 
Netherlands, were invited to participate (13).  
 
TwinsUK: The TwinsUK cohort consisted of a group of twins ascertained to study the 
heritability and genetics of age-related diseases (www.twinsUK.ac.uk). These unselected 
twins were recruited from the general population through national media campaigns in the 
UK and shown to be comparable to age-matched population singletons in terms of disease-
related and lifestyle characteristics (14,15). 
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Institutional Climate for Faculty

A Study of the Relational Aspects of the
Culture of Academic Medicine
Linda Pololi, MBBS, MRCP, Peter Conrad, PhD, Sharon Knight, PhD, RN,
and Phyllis Carr, MD

Abstract

Purpose
The impact of medical school culture on
medical students has been well studied,
but little documentation exists regarding
how medical faculty experience the culture
in which they work. In an ongoing project,
the National Initiative on Gender, Culture
and Leadership in Medicine, the authors
are investigating how the existing culture
of academic medical institutions supports
all faculty members’ ability to function at
their highest potential.

Method
The authors conducted a qualitative
study of faculty in five disparate U.S.
medical schools. Faculty in different
career stages and diverse specialties were

interviewed regarding their perceptions
and experiences in academic medicine.
Analysis was inductive and data driven.

Results
Relational aspects of the culture emerged as
a central theme for both genders across all
career categories. Positive relationships were
most evident with patients and learners.
Negative relational attributes among faculty
and leadership included disconnection,
competitive individualism, undervaluing of
humanistic qualities, deprecation, disrespect,
and the erosion of trust.

Conclusions
The data suggest that serious problems
exist in the relational culture and that such

problems may affect medical faculty
vitality, professionalism, and general
productivity and are linked to retention.
Efforts to create and support trusting
relationships in medical schools might
enhance all faculty members’ efforts to
optimally contribute to the clinical,
education, and research missions of
academic medicine. Future work will
document the outcomes of a five-school
collaboration to facilitate change in the
culture to support the productivity of all
medical faculty.

Acad Med. 2009; 84:106–114.

A central task of medical schools is to
help students, faculty, and medical
practitioners learn how to form caring,
healing relationships with patients and
their communities and with each other.
The educational environments, or the
culture or milieu of work, reinforce
learning, teaching, and the practicing
agenda or belie the very intent behind
our work.1 Given the relevance of

relational issues to health care, we
describe our findings regarding the
relational aspects of the culture of
academic medicine.

A rich literature on relationships between
physicians and patients provides evidence
of the importance of trusting relationships
for enhancing patient care and clinical
outcomes.2–5 In medical education,
effective relationship formation and trust
is pivotal in facilitating learning6,7 and is
helpful for interdisciplinary clinical
partnerships and multidisciplinary
research collaboration. In hospitals,
positive interpersonal relationships have
been linked to enhanced nurse and
physician performance.8,9 More recently,
relationship-centered health care has
been linked to quality of care and
organizational performance.10 –12 In a
report to the Association of American
Medical Colleges (AAMC), Inui13

“acknowledges the importance of the
many relationships between individuals
and positions in academic medical
centers that embody our culture and
affect any strategic plan we might devise
or implement. In our organizations many
of these relationships are hierarchical in
nature and must be in play for any
systematic change to go forward. . . .

Other key relationships that may express
and shape professional values and
behaviors as well as medical
organizational change include those
among peers (clinical, research,
education) and others.” Beyond
medicine, relational trust is a hallmark of
effective education in middle schools14; in
management and sociology studies,
positive workplace relationships have
been shown to benefit careers,15 and in
business schools, relationships between
faculty have been shown to impact
professional life beyond career benefits.16

Respected analysts have expressed
concern about a conflict between
traditional professional values and the
commercialism of medicine.17–21 Others
have concluded that the development and
funding of new knowledge in the
biomedical and clinical sciences, and
pressure to increase clinical
“productivity,” are given priority, with
less attention devoted to social activism,
humanistic concerns, or faculty
development, and with educational
excellence a less prestigious individual
accomplishment.22–24 To our knowledge,
there has been little study of how current
challenges in academic health centers
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(AHCs) affect the experience and
relationships of medical faculty.

Although the focus of our overall
research project has been on culture
change to support the advancement of
women and underrepresented minority
(URM) faculty in academic medicine,
this report is restricted to a central
emergent theme, the relational aspects of
the culture of AHCs, as reflected in our
interviews with faculty. Little work has
addressed cultural changes that would
create environments more appropriate
for taking full advantage of women and
URM faculty’s potential contributions,
although one report did suggest that
cultural and organizational issues in
academic medicine contribute to
women’s lack of advancement25; outside
medicine, a body of literature describes
organizational issues for women in the
workplace.26,27

The purposes of this article are therefore
(1) to present insights into relational
aspects of the culture of academic
medicine at select institutions from the
perspective of medical faculty, and (2)
to consider the implications of these
insights for all faculty, with special
attention to women and URM faculty.
Our findings are part of a larger set of
qualitative data associated with the
National Initiative on Gender, Culture
and Leadership in Medicine (informally
known as C - Change, which is short for
Culture-Change).28 This initiative, made
possible by the Josiah Macy, Jr.
Foundation, comprises a partnership
of five medical schools and Brandeis
University, collectively engaged in action
research to address the imperative of
developing women and URM faculty
members’ full potential and leadership in
academic medicine in the United States.

Method

We selected the five C - Change medical
schools to represent the diverse
organizational characteristics of the 126
medical schools in the U.S. at the time of
our study (i.e., public/private, National
Institutes of Health [NIH] research
intensive, primary care/community
orientation). Schools were selected from
each of the AAMC-designated regions.
One school each was selected from the
Western, Southern, and Central regions
and two from the Northeastern region,
which has the largest concentration of

medical schools. Included were two
public and three private schools.
Aggregate statistics regarding women and
URM faculty in these schools were almost
identical to national statistics. At the time
of this study (2006 –2007), nationally,
32% of medical faculty were women,
and, in participating schools, 35% were
women. Nationally, women made
up 16% of full professors, and, in
participating schools, 17% were women.
Nationally, 7% of faculty were from
URM groups (3% African American/
black and 4% Hispanic), and, in
participating schools, 6% were from
URM groups (2% African American/
Black and 4% Hispanic).

Participant criteria

We selected medical faculty from the five
C - Change medical schools using
stratified purposeful and chain sampling
strategies29 according to medical school
site, gender, race/ethnicity, department/
discipline, and career status. We used
stratified purposeful sampling to capture
variations of experience or perspective
that may occur among individuals at
different career stages. The PI (L.P.) sent
an e-mail invitation to participate to
potential interviewees together with
information about the purpose of the
study. We did not offer any
compensation. Prior to interviews, we
secured written informed consent.
Interviewers reiterated the purpose of the
study and ensured confidentiality and
anonymity at the beginning of each
interview. IRB approval was obtained.

Participants were research scientists,
medical and surgical subspecialists, and
generalist medical faculty who held
doctoral degrees (84% MD/DO, 16%
PhD) and represented a wide diversity of
subspecialties. We invited 170 faculty
members in four career stages to
participate: (1) early career, that is, those
who had been faculty members for two to
five years, (2) “plateaued,” that is, those

who had not advanced as expected in
rank and responsibility and who had
been faculty members for 10 or more
years, (3) faculty in leadership roles such
as deans, departmental chairs, and center
directors (identified as “senior” in the
quotations below), and (4) former faculty
who had left academic medicine
(“departed”). We divided interviewees
equally among the four groups, but with
fewer participants in the early-career
stage because we reached data saturation
in this category early in the study (Table
1). We interviewed similar numbers of
faculty from each of the five schools.

Data collection and analysis

The four coauthors conducted the one-
on-one interviews. We audio-recorded
and transcribed verbatim all interviews,
which were typically one hour in length.
The semistructured interview guide
consisted of open-ended questions
focused on choice of medicine as a career,
aspirations of faculty, energizing aspects
of their careers, barriers to advancement,
interdisciplinary collaboration,
leadership, power, values alignment, and
work–family integration. We developed
the guide through a pilot series of
interviews. List 1 shows some of the
questions.

Table 1
Gender and Career Stage (n � 96) of Faculty From a Five-Medical-School Study
of the Experiences of Faculty (2006–2007)

Career stage (total �96) Female faculty Male faculty

Early (20) 13% 7%
.........................................................................................................................................................................................................
Plateau (23) 15% 9%
.........................................................................................................................................................................................................
Leadership (29) 16% 14%
.........................................................................................................................................................................................................
Left academic medicine (24) 11% 14%

List 1
Selected Questions From the
Interview Guide

● What is it about your work that energizes
you?

● When have you felt most successful in your
work?

● What has been your sense of being a part
of your department/university/institution?

● What has been difficult or frustrating in
your work?

● How are your aspirations for yourself in
academic medicine being fulfilled?

Institutional Climate for Faculty

Academic Medicine, Vol. 84, No. 1 / January 2009 107



We analyzed aggregated data by
repeatedly reading masked interview
transcripts to develop understanding and
interpret meaning. After identifying and
applying codes to the more than 4,000
pages of transcribed narrative data, we
stored coded data using Atlas.ti software.
Our analysis involved data reduction or
condensation, from which we identified
patterns and themes emergent in the
coded data. We used an inductive and
data-driven analysis process, in line with
grounded theory.30,31 To verify our
conclusions, we returned to the
transcripts, reevaluating the findings by
review among the four coauthors to
develop intersubjective consensus.

Results

Sample selection

Of the 170 faculty who were invited to
participate, 8 individuals refused (usually
because of time constraints), 54 did not
respond, and we were unable to schedule
with 12 potential interviewees. A total of
96 faculty participated, for an acceptance
rate of 56%. Fifteen percent (16) of
interviews were in person, and the
remainder (80) were by telephone. It was
more difficult to identify male “plateau”
faculty than similar-stage women faculty
members. Overall, those in leadership
were more likely to agree to participate,
and we found it most difficult to secure
interviews with early-career faculty
(Table 1). Women (55%) and URM
faculty were oversampled (17% African
American/black, 4% Hispanic/Latino,
and 79% Caucasian/white), as were
generalists (20%) (defined as general
internal medicine, family medicine, and
general pediatrics).

Relational aspects of the culture

Relational aspects of the culture emerged
as a central theme in the data, with no
appreciable gender differences noted.
Quotes in different categories are from
different respondents. Relational
comments tended to be spontaneously
mentioned rather than elicited by
interviewers, except in responses to the
question about institutional support of
interdisciplinary collaboration. Relatively
few women and men described positive
relational attributes with colleagues.
Where positive relationships with their
colleagues were described, there was
often a sense that these relationships
assumed important protective or

buffering effects against the dysfunctional
aspects in the culture. A senior woman
said,

I wouldn’t say it’s an overly socially warm
place but I guess it is welcoming. People
are nice here, it’s easy to interact. It is a
place that’s relatively free of bias, at least
racial bias. Women haven’t done any
better here than they have in other
academic places but it’s still a nice
environment and I’ve been able to do all
the things I’ve wanted.

She went on to say later in the interview,

You have to position yourself so that you
are part of the decision making. You can’t
expect and wait to be the beneficiary of
benevolence . . . the recipient, and so I
guess that’s been my guiding principle;
this is a marketplace environment. Even
though we like to think we live the life of
the mind, it in fact is a marketplace and
you have to have something to be able to
bring to the table that gives you equality.

A woman early in her career said,

We have a small group of junior faculty
who by all of the turmoil—we have been
thrown together into each other’s laps
and that has been a wonderful thing
because we can say “Oh my gosh, this
project or line of thinking isn’t working
out. There’s basically something wrong
there and I can’t figure out what it is.” If I
were to say that to a senior colleague, I
would put at risk their evaluation of me
because I had made such a grave mistake.
So identifying those colleagues can help
you sort out the problems you have at
work.

When this individual was asked how her
aspirations in medicine were being
fulfilled, she replied,

I guess with establishing relationships in
the workplace of trust, relationships in
which I can howl my failures without fear
of retribution in some way, so that part is
terrific. I mean, to work in an
environment doing something that you
like to do and having colleagues around
you who are for the most part supportive
or a number of them, that’s very
rewarding. I still don’t know if I’m going
to succeed . . . so that’s a scary or
uncomfortable position.

Other faculty also commented on how
any closeness with a colleague would
provide some counterbalance to the
negative aspects of the culture. A senior
man said,

I feel [a sense of connectedness] when I’m
working or talking doctor to doctor and
we’re discussing a mutual patient. That’s
where there’s a real sense of family on the

individual level. And the flipside of that is
the administrative side which forces all of
the life out of everything you do.

Respondents particularly valued their
research collaborators. A senior female
scientist who had left academic medicine
said, “I felt very little of a sense of
belonging except to my own research
group, which felt like a team with a
wonderful mix of people.”

Positive relationships with learners and
patients

Numerous faculty spoke of positive and
valued relationships with students and
residents, and with patients. Male and
female faculty found particularly rewarding
their interactions with physicians-in-
training, as illustrated below:

I’m most successful in my work when I’m
actually at the bedside. Yeah. When I’m at
the bedside with a learner. I feel like I’m
giving out. I’m giving in a way that you
can only give if you’re with the patient.
You’re with a learner. That’s when I’m
most gratified. (Senior male in obstetrics)

And so to see the residents get excited
about something that I’m excited about,
and that’s good for the community and
good for people who really don’t have
access to care. I think right now that’s
what really gets me, so it is teaching, But
it’s teaching, not so much the kind of
didactic or the typical ward attending
kind of teaching, it’s sort of the broader
teaching about the world of medicine in
community. (Plateaued female generalist)

The sense of belonging I had was really at
its highest when I was with learners. I
never really felt a particular kinship to
other faculty. I think it was really pretty
much at times when I was really
immersed and surrounded by students
that I felt like I was a member of the
university. (Senior woman in pathology)

Faculty also referred to their relationships
with patients when we asked about what
energized them in their work. For example:

I really do like the oneness of working
with patients and getting to know them;
establishing rapport and hopefully getting
them to open up to . . . establishing the
trust and all. (Senior man)

I take care of frail elders. That really
energizes me in a way that I can’t explain.
I love these people. Even after I leave a
day here, I can go to the nursing home
even though I’m tired, and it will
reenergize me. (Midcareer woman)

Collaboration

Some respondents described collaboration
with a few colleagues where it was seen as a
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very positive activity that enhances the
environment, research, and education:

Part of it is a network of colleagues—I
mentioned locally, but also nationally. So
I have a couple of folks whose values I
share and we get together sporadically to
trade stories. They tend to be in
leadership roles in other institutions and
we support each other in trying to affect
these big complex institutions and train a
group of people to carry on the work.
(Male senior generalist)

I really try to make a collaborative
environment where everybody feels that
they’re part of the decision making and
part of effective change . . . it’s a much
better environment if there’s
collaboration and support. (Woman
leader)

It’s great when it happens, but when it
happens, it’s because you’re sitting with
somebody at lunch . . .. It’s because you’re
sitting there and talking about your work
and you think, “Oh, I work on that. Let’s
do something together”. I’ve gotten a
grant by doing that. . . .” You go to
meetings; you go to each other’s seminars.
That’s how it happens. And so several of
us collaborate on that, but it’s not because
anybody told us to. It’s because we
found each other. So that does work.
Collaboration is the best thing. (Senior
female scientist)

Dilemmas in relationships

Disconnection. In contrast, many faculty
members described feeling isolated and
lacked supportive relationships.
Narratives documented personal
disconnection and separation rather than
relationship formation among colleagues.
Respondents perceived that the
environmental norms and structures did
not value or support relationships and
did not facilitate their formation. The
troubling relational themes that emerged
in the data were evident for both men
and women and were expressed by
faculty in all career stages.

A male subspecialist early in his career
commented,

I couldn’t pick out anybody that I
corresponded with by e-mail or letters
out of a line-up. I knew very few people in
different divisions. It was very much an
isolated situation. Go to your clinic, do
your thing, go back to your office, go to
the medical suite, do your procedures, go
back to the office. . . .

Comments from two faculty (midcareer
and departed) illustrate their awareness
of barriers to relationship formation:

I realized that I valued relationships and
interpersonal behavior that the institution
did not. (Female)

So a lot of what women do to make a
culture more nurturing— help the people
to grow as human beings, to become, in
my judgment, better clinicians—is not
something the institution values. They
can do it if they want, they get all kinds of
laudatory praise, but they do it on their
own time. (Female)

We heard these themes from many
faculty in early or midcareer stages, but
those in leadership also commented on
their disconnection with colleagues. A
number of faculty commented that
leaders felt distant from them.

Competitive individualism. Interviewees
described an intensely individualistic and
competitive environment where rewards
are usually accorded to individual
contributions. Respondents perceived
that individuals and institutions tend to
function on behalf of their own self-
interests. It was accepted that a stressful,
competitive environment is necessary to
promote scientific progress and
achievement. A senior male faculty said,

You’re encouraged to be a reductionist in
your thinking, to get your niche to get to
be successful, which again I don’t have a
problem with that in general. You are
encouraged to be single minded, self-
indulgent, selfish; the first question out of
people’s mouths is, “Well what is this
going to do for me?” “What paper do I get
out of it, where do I go on the paper,
who’s looking out for me?” and all that
stuff. And it’s just like there should be
enough to go around.

He went on to comment,

But I think what it breeds—and this gets
into the heart of the academic culture
certainly at its lower and midlevels—is an
unpleasant place in a lot of ways, as
people are scrambling up over one
another trying to find their way and find
their niche and find their grants and so
forth. . . . I don’t like what it does to
people. And I think very nice, thoughtful
people become very selfish and self-
indulgent because they’re pushed to get
the grant.

A number of faculty found individual
self-promotion distasteful. A woman
noted,

She [her supervisor] said “you have to
brag, you really do.” And that’s very
difficult for many people because it’s not
the nature of some of our cultures,

experience, and maybe just family culture,
too.

A senior man who left academic medicine
said,

I wasn’t driven by the self-promotion that
I think has to come on in academic
institutions. It’s all about getting new
grants—“I have more than you” and “I’m
the expert in this.” So it’s a little bit of an
unreal, self-promoting kind of
environment.

The expectation of personal
overextension was often expressed and
may be another result of the competitive
environment. The culture described by
respondents was often linked to having
other adverse effects on faculty. The
competitiveness of climbing the ladder in
academic medicine was related to faculty
members assuming aggressive, self-
seeking, and uncollegial behaviors not
previously evident. A number of faculty
suggested that dealing with this
environment brought about changes in
outlooks and behaviors, both in
colleagues and themselves. A senior
woman who left academic medicine
noted,

And there were colleagues of mine to
whom power meant a great deal and I
watched them become people I didn’t like
as they dealt with this hostility and
grabbed for the power, and they achieved
a great deal and I don’t take it away from
them, but in the course of it, they lost
their humanity. They became people I
could no longer respect. They became
dishonest and manipulative.

Another senior woman who stayed in
academic medicine pointed to the
creation of a “toxic” environment:

I never felt like I belonged. . . . The
environment that I was in was quite toxic
in an interpersonal way. . . . You learn to
become extremely aggressive and
obnoxious people.

Undervaluing humanistic qualities.
Numerous faculty spoke of not being
recognized as people beyond their
professional roles at work. There was a
lack of attention to what individual
faculty were themselves feeling, with no
invitation or expectation to express
personal emotions or to talk about
important personal issues either related
to work or to their personal lives. Faculty
described the environment as having a
“dehumanizing” effect on them by only
recognizing the work aspect of faculty.
The culture seemed to reduce the
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qualities in faculty that make them able
to meet human needs, be compassionate,
and show sensitivity to others. A
midcareer female medical subspecialist
said,

Nobody cares what makes me tick here.
I’m completely invisible—as a human—
as a person. A nonprofessional person. It
just seems like I go through most of my
day with nobody recognizing who I think
I am. Or acknowledges me in any—in any
complex sense . . . or me as a unique
individual. I just appear to be what I
represent.

Another female faculty member
commented,

Check your humanity at the door, that
was how it felt. Any sign of . . . this is
gonna sound harsh, but . . . any tendency
towards kindness was viewed as weakness.

Several interviewees felt that this
situation had the effect of preventing
them from being fully themselves in their
work life and that they only selectively
brought aspects of themselves and their
thinking to their professional lives:

One consequence of this is a
dehumanizing effect on the faculty, where
an individual is not able to bring his or
her feelings authentically into the
workplace. (Senior woman physician)

Deprecation and disrespect. Interviewees
gave little indication of medical schools
cultivating an appreciative culture, but
rather one of finding fault. Researchers,
educators, and clinicians spoke of feeling
disrespected or of not being valued as
faculty who have contributed to the
medical school’s successes. A female
medical subspecialist commented on the
common expectation of finding fault:

People tend to defend their territory,
defend and assume that you’re attacking
them. This is an environment where the
assumption is that people are trying to
think ill of you. Or are trying to find the
moment where you slip up. Who wants to
work in that kind of environment?

A male medical subspecialist told of an
experience:

I have a relatively new [supervisor]; after
he’d been here a year, he called me into
the office and said that he had reviewed
everything that the department had ever
done, all our publications and in his
mind—this is a quote—“We’d never
done anything important in the history of
the department.” [laughs] I sat there and
said, “Really?” I said “Then could you
perhaps clarify to me what counts as

important?” He said, “Yes, publishing in
[two elite medical and science journals].”
I said that “within my department of 100
faculty, I doubt there is anybody who
even reads those journals, much less
publishes in them.”

Another dimension of disrespect emerged
as disloyalty, as faculty also perceived that
their larger organizations are not loyal to
the faculty. A senior female basic science
faculty member commented,

I think what they’ve done recently, not to
me as much, but to faculty who have
always had grants and who are now
having trouble getting them. . . . And now
they’re turning around and if people can’t
get grants, they’re making them feel bad,
making them feel kind of worthless. I
think that’s not nice. And instead of
saying, “Good job, you’ve done a good
job. You’ve gotten grants for 20 years and
you’ve been a good teacher or you’ve
been a decent teacher.” And now [they
say instead], “You don’t have a grant;
now you’re worthless.”

Numerous faculty members commented
on not feeling recognized by the medical
school for their contributions, as this
example from an early-career woman
physician illustrates:

We’re not rewarded by the medical school
at all. We’re not recognized. A few people
each year might be recognized, but for the
ongoing day-to-day grind, we’re not
recognized by the medical school for our
efforts.

A midlevel male clinical faculty member
articulated a common theme where
respect was associated with receiving
grants and disrespect with teaching
activities:

I’ve seen it everywhere I’ve ever been, so
it’s not unique to this university. What
the university had was this hierarchy of
needs that began with your ability to
support yourself with grants, [and] with
teaching at the bottom, and it was very
explicit. Personal relationships were
defined by distrust and disdain if you
didn’t get a grant.

A senior woman remembered how she
adapted, but at a cost:

My assumption would be that a lot of
their behavior was from a place of
insecurity in which they learned some
really powerfully negative pushback
behavior that I learned too.

Erosion of trust. In the interviews, we
found instances where faculty were
unwilling to say what they believed for

fear of retaliation. Likewise, faculty feared
being penalized for discussing home
problems. A female plateaued faculty
member explained her sense of not being
able to express herself for fear of losing
her job:

Well, I think the hardest thing for me was
to be in a department where you couldn’t
express yourself [your opinion] without
feeling that you were jeopardizing your
career. The hardest thing was that I wasn’t
honest to myself sometimes and because I
was afraid earlier on that I would lose my
job—I would get kicked out of the
department. Although I don’t know if
that would have happened, but it did
happen to other people. There were
people in our department who lost their
jobs over their being expressive. Their
lives were made absolutely miserable.

A midcareer female faculty member
described how she overextended herself
because of her fear that if she was not
seen to be doing this, she would risk
losing her job:

Early on, when I was doing purely
clinical, in my division, I was bringing in
more money than anyone and part of it is
because I would be working until 10:00 at
night and just thinking, “These people
may fire me. I’ve got to do all this work.
You know, I can’t ever refuse anything.”
So I was really, really, really killing myself
and, of course, getting older in age and
feeling more and more tired.

Respondents revealed breaches of
academic integrity that seemed to be
tolerated or even expected in the
environment. Some examples follow
from women:

I work on projects, where if I present any
kind of tantalizing evidence someone
down the hall will go and do those
experiments and just scoop you and just
essentially take all your ideas and
everything and just run with it and
because they’re bigger and they’re faster.
It’s also stealing of ideas. You know, you
send a grant to have a colleague look it
over and lo and behold, your data end up
in their grant and things like that.

What he had a wonderful ability to do is
to take all of my hard work and give
himself credit for it.

My chairman asked me to take over the
new faculty, and so he would give me
these things that I was supposed to tell
them we were going to do for them. And I
would say to him, “We don’t do this for
people. How can I tell people this is
available when you and I both know we
don’t follow through on that?” He said
“Well, you have to because that’s the only
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way they’ll come here.” Well, I don’t lie.
That’s not what I do.

The following quotations are from male
leaders:

I basically value being completely honest.
You know, I’m asking for this, and this is
why I’m asking for it, and this is what I’d
like to do with it. Honesty is not always
either rewarded or reciprocated in
academic medicine.

I think there are plenty of people that will
try to maneuver or get things done or get
decisions on their behalf by not being
fully forthright or honest about what the
issues are. I have this with students as well
as faculty and administrators. So you
have to be very careful in the academic
environment to ask the right questions
and look for the right motivations, or the
wrong motivations, as they are in some
cases.

The theme of dishonesty emerged in the
educational enterprise, too. A female
midcareer faculty member said,

We would tell students they were going
to get excellent teaching, but they kept
increasing the number of patients that the
doctors had to see, and I watched the
education of the students falling off
everyone’s radar. I said, “You know, we’re
lying to the people who are doing our
evaluations, we’re putting things on paper
that we don’t do, and we’re not being fair
to the students.” It was like, “We have to
make money so the students are going to
have to suck it up.” And you know, what
happened was that the people who were
the best teachers ended up leaving over
and over again.

Discussion

As illustrated at the beginning of the
Results section, we did hear very positive
comments about teaching, where
effective relationships with students were
evident and prized, and relationships
with patients emphasized trust and
caring. Some faculty also spoke of
supportive collaborative relationships
with close colleagues. However, negative
perceptions of relational experiences were
articulated in the majority of all
interviews, despite the fact that the
questions posed were open-ended and
purposefully sought accounts of positive
experiences in the tradition of
Appreciative Inquiry32 and did not
request accounts of negative relational
issues. Even in this context, fundamental
aspects discussed by faculty of the
experience of academic medical culture
were a sense of disconnection and an

erosion of trusting relationships with
colleagues and supervisors.

Our data suggest that serious problems
exist in the relational culture and that
these can affect faculty vitality,
professionalism, and productivity and are
linked to retention. These aspects of the
culture may undermine the goals of
medical institutions and are antithetical
to fostering superior patient care,
biomedical research, and educational
excellence. At the very least, they make
medical schools much less supportive and
positive workplaces for professional
work.

This study was conducted in only five
schools; the ability to generalize insights
from our qualitative findings is being
assessed by us through a national
quantitative survey of medical faculty.
However, the themes we report were
generally consistent across the faculty we
interviewed. In earlier pilot studies when
the PI interviewed a national sample of
22 faculty, she found similar results
(unpublished).

Alignment with the findings of other
researchers

Our findings align with those of others; a
recent survey study of four U.S. medical
schools found elevated rates of
depression and job dissatisfaction,
especially among younger faculty.33 These
authors note, “Current medical students
are being taught by faculty who are
increasingly stressed and dispirited. . . .
The majority of faculty respondents
indicated that their initial job
expectations were not being realized, they
were not the contributors they used to be,
and that their productivity was
decreasing. Significant numbers of the
faculty felt unsupported.”33 Additional
evidence pointing to dysfunction in the
culture are high levels of physician
dissatisfaction34 and faculty burnout in
37% to 47% of academic faculty,35

although burnout was found to be
uncommon in deans.36

Women physicians have 1.6 times the risk
of burnout compared with male
colleagues,37 and the suicide rate in
women physicians is twice that of other
working women.38 Women may be more
sensitive reactors to the milieu of AHCs,
and, together with URM faculty, they
may be on the leading edge of a reaction
to the perceived challenges of the

environment of academic medicine (the
“canary in the coal mine”).

Relationships in health care

A lack of positive relational attributes
may also be found in nonmedical
workplaces, but we and others believe
that such a lack has particular
significance for medical settings because
physicians must be skilled in forming
trusting relationships with their patients
to effectively address the biological,
psychological, and social impact of
illness.39 Substantial evidence links
relational deficiency with adverse health
care outcomes. Physicians who are self-
aware of their own responses and feelings
when they are with patients are more
effective and more satisfied in providing
patient care,40 and physicians’ humanism
correlates with patient satisfaction and
adherence to medical advice.41 Beach
et al10 recognized the quality of
relationships as central to health care and
articulated core principles: relationships
in health care ought to include the
personhood of the participants, affect and
emotion are important components of
relationships, and all health care
relationships occur in the context of
reciprocal influence. Safran et al11 extend
these concepts and propose a model of
relationship-centered organizations.
It has been shown that chronic
disconnection results in diminished
energy and creativity and precludes
growth-fostering relationships.42– 44 Our
data also suggest that negative relational
attributes are barriers to faculty vitality,
creativity, and satisfaction. Disconnection
and emotional detachment in the culture
can be viewed as a parallel to ineffective
communication between doctor and
patient, as well as influencing
organizational performance.11 Continuity
of relationship is emerging in new trends
in medical education such as the
Cambridge Hospital initiative45 and a
current Carnegie Foundation study.46

Linkage to professionalism

Cohen and colleagues,23 reflecting on a
new guide to medical professionalism,47

noted recently that “institutional and
organizational settings of contemporary
medical practice pose significant
impediments to achieving several of the
responsibilities to be assumed by
physicians.” They suggest that these
structural barriers to professionalism may
be beyond the control of physicians.
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Although we agree with their social
structural analysis, we also ask whether
there are additional barriers to
professionalism in the culture and
relationships within academic medicine.

In the past year, new accreditation
standards mandate “interpersonal and
communication skills and professionalism”
for residency training.48 Moreover,
“medical schools (including faculty) must
ensure that the learning environment for
medical students promotes the
development of explicit and appropriate
professional attributes in their medical
students.”49 These standards reinforce the
American Board of Internal Medicine
Project Professionalism50 and the AAMC’s
Medical School Objectives Project,51 and
they direct attention to effective
relationship formation among medical
faculty.

Latent culture

Medical students tend to lose their
humanistic and altruistic attitudes during
their medical school years.52– 60 Current
practices may, in fact, be barriers to
physicians-in-training developing
compassion and competence, and they
may contribute to unprofessional
behaviors.61,62 A substantial literature
describes the informal or “hidden
curriculum” for medical students where
students experience behaviors and
attitudes, embodied in the organizational
approach, that contrast with the school’s
espoused mission.63 In effect, students
undergo tacit social conditioning58,64,65

and learn certain informal norms and
values that may be at odds with
humanistic and ethical comportment.
Many attributes of the culture in medical
schools66 have been thought to be
barriers to learning, team building, and
compassionate care.

Just as the “hidden curriculum” has been
linked to unwarranted stress for students,
as well as to lapses in their professional
and ethical behaviors,59,67– 69 we postulate
that faculty who experience the latent
culture described in our findings may
exhibit similar feelings and behaviors.
Furthermore, medical faculty are teachers
to be observed and emulated by medical
students, and, in this latent culture, they
may pass on the norms and culture they
experience for themselves. Part of the
responsibility of medical schools is to
teach medical students to be humanistic,
socially responsible, and compassionate70

and to provide learning experiences that
nurture trainees’ self-awareness and
emotional development. Lack of
modeling of effective relational practices
by faculty would logically impact student
learning as well as patient care.71

A structure that rewards individual
achievement, self-promotion, and being
lead author on publications, rather than
collaborative efforts, may seriously
impede interdisciplinary and
collaborative work in the biomedical
sciences. The NIH have recently
recommended interdisciplinary
collaboration between scientists as a
priority for scientific discovery and
translation of new knowledge to clinical
outcomes.72 For example, teams of
researchers that include practicing
physicians as well as laboratory scientists
are more likely to produce advances
in scientific knowledge that can be
translated and applied to improved
patient care. High levels of ethical
misconduct reported in federally funded
faculty researchers73 may also be partially
attributed to the culture in which faculty
may find themselves working.

Why faculty stay in academic medicine

Similarly to students in Boys in White74

who turned their medical school
experience into something functional as
they learned the practice of medicine, our
faculty may draw on more positive
aspects of their experience in AHCs to
buffer them from dysfunctions in the
system. The qualities and rewards felt
from their relationships with students
and patients, the excitement of the
intellectual challenge of medicine, an
altruistic social contract, and the few
close relationships that they do have with
colleagues buffer, protect, and support
faculty in their contributions to health
care, education, and research, and
decrease the likelihood of members
of this critical group leaving academic
medicine. Our data suggest that
behaviors promoting relationship
formation can mitigate stress and may
help prevent burnout. Our experience of
working with medical faculty strongly
suggests that most faculty wish to have
trusted colleagues and that most desire
connection and relationship
formation.64,65,75–78

Collaboration involves forming
relationships, developing understanding
of the perspectives of others, and learning

effective patterns of interpersonal
communication. To be successful in the
long term, arriving at some enjoyment
of working with other team members
is helpful. Essential are the cognitive
contributions and expertise of team
members, but their emotions affect not
only their own work but the work of the
group. So, in any workplace, supporting
both the emotional and intellectual well-
being of workers will be vital for optimal
work.

Recommendations

“The Human Condition of Healthcare
Professionals aptly expresses the everyday
essence and deeper meaning of medical
work and the impact on the men and
women who have chosen it.”39 A logical
response to the findings of our study
would be for medical schools to make
efforts to instigate and support practices
that encourage relationship formation
among faculty and leaders. Supporting
connection in trusting relationships and
the human condition of health
professionals would facilitate a core
change in the medical school culture and
contribute to realizing the potential of all
faculty, including women and members
of URM groups. We suggest that
enhancing relational practices in medical
schools would result in improved
communication and collaborative efforts
in patient care, research, education, and
administration, and a more satisfied and
energized faculty. This would allow the
institution to avail itself of both women’s
and men’s potential contributions and
skills. Similarly, in his recent AAMC
presidential address, Kirch suggested that
low faculty personal morale is caused by
an imbalance within our institutions and
recommended that “we spend time
explicitly assessing and building the right
kind of culture.”79

The eventual improvements achieved by
the C - Change Initiative should benefit
all faculty in academic medicine and
enhance the value of the nation’s
substantial investment in health care
delivery and workforce development. In
addressing what are national problems in
medical schools, the deans of the five C -
Change schools have taken a leadership
stance and courageous approach to
having their faculty confidentially
interviewed. Additionally, the deans are
committed to being personally engaged
in a collaborative Learning Action
Network to explore methods for making
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changes in the cultures of the C - Change
schools. Efforts and outcomes of the C -
Change Initiative will be disseminated as
the larger project more finely hones the
issues. Efforts to create and support
trusting relationships in medical schools
are likely to enhance all faculty members’
efforts to optimally contribute to the
clinical, education, and research missions
of academic medicine.
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BACKGROUND: Energized, talented faculty are essen-
tial to achieving the missions of academic medical
centers (AMCs) in education, research and health care.
The alignment of individuals’ values with workplace
experiences are linked to meaningfulness of work and
productivity.

OBJECTIVE: To determine faculty values and their
alignment with institutional values.

DESIGN: A qualitative hypothesis-generating interview
study to understand the professional experiences of
faculty and organizational approach in five AMCs that
were nationally representative in regional and organi-
zational characteristics. Analysis was inductive and
data driven.

PARTICIPANTS: Using stratified, purposeful sampling,
we interviewed 96 male and female faculty at different
career stages (early career, plateaued, senior faculty
and those who had left academic medicine) and diverse
specialties (generalists, medical and surgical subspe-
cialists, and research scientists).

APPROACH: Dominant themes that emerged from the
data.

RESULTS: Faculty described values relating to excel-
lence in clinical care, community service (including care
for the underserved and disadvantaged), teaching,
intellectual rigor/freedom and discovery, all values that
mirror the stated missions of AMCs. However, many
faculty also described behaviors that led them to
conclude that their AMCs, in practice, undervalued
excellence in clinical care, and their social and educa-
tional missions. Themes were seen across gender,
career stage, race and discipline, except that female
leaders appeared more likely than male leaders to
identify incongruence of individual values and organi-
zational practices.

CONCLUSIONS: In this study of five diverse medical
schools, faculty values were well aligned with stated

institutional missions; however, many perceived that
institutional behaviors were not always aligned with
individual faculty values.
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Schools are the sanctuaries of our personal and civic
values and incubators of intellect and integrity. The
values that mark our community are the values most
likely to be learned by our students.
E. Grady Bogue1

E nergized, creative and compassionate faculty are
essential to achieving the tripartite mission of medical

schools to train physicians, advance knowledge through
research and provide high quality care to the communities
they serve. High levels of faculty dissatisfaction,2 attrition3 and
burnout4,5 have been documented, but little research has
focused on faculty values, their alignment with institutional
values and the relationship of these to faculty’s work
experience.

An important correlate of job satisfaction and optimal
performance is the meaningfulness of one’s work.5–6 Our and
Wright’s prior research on medical faculty suggested that
values serve as motivators and that alignment of values with
work may impact function and success.7–9 Research in
academic medicine has tended to focus on faculty satisfac-
tion.2,10 There has been a dearth of studies on the impact of
values congruence. Values are beliefs or ideals about what is
good or desirable and act as guiding principles for choices,
attitudes and behaviors.11–15 For example, a person who holds
honesty as a prioritized value is less likely to cheat on tests
than a person who prioritizes other values. Typically, an
individual’s values are acquired through interaction with
family, peers and social systems.16 They tend to be fairly stable
over a lifetime.17,18

During in depth interviews with faculty, we identified
deeply held professional values as expressed through being
optimally energized in work, and explored their relationship
to faculty’s work experience and perceptions of institutional
values.
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METHODS

Setting and Participants

This study included faculty from five US medical schools
engaged in an action research project: the National Initiative
on Gender, Culture and Leadership in Medicine (C - Change).19

The Initiative promotes an organizational culture in academic
medicine that helps all faculty realize their potential.

The five schools were representative of different regions and
organizational characteristics of medical schools, e.g., public
vs. private ownership and NIH research intensive vs. primary
care focus. Although the project addresses the needs of all
faculty, it spotlights women, under-represented minority (URM)
and generalist faculty. The project received IRB approval, and
all participants gave written informed consent.

We selected equal numbers of medical faculty from each of
the five C - Change schools through purposeful and chain
sampling strategies.20 Interviewees were invited to participate
in a study of faculty experiences in academic medicine.
Participants were stratified by gender, race/ethnicity, depart-
ment/discipline and career stage (“early career,” i.e., faculty
for 2 to 5 years; “plateaued,” i.e., faculty for >10 years who had
not advanced as expected in rank and responsibility; faculty in
leadership roles such as deans, departmental chairs and
center directors (identified as “senior” in the quotations below),
and former faculty who had left for a career outside academic
medicine). Men and women interviewed were approximately
equally divided among the career stages, but with fewer male
early career participants since we reached data saturation in
this category early in the study.

Data Collection

In 2006–2007, four research team members conducted
1-h semi-structured interviews (15% in person, 85% by
telephone), which were audio-recorded and transcribed
verbatim. Interview questions focused on aspirations of a
career in medicine, energizing aspects of their work, barriers
to advancement, leadership, power, values and work-family
integration. The questions were open-ended, non-leading
and unbiased in wording to permit the respondent to
describe what was personally meaningful and salient. The
interview guide was based on a pilot national series of 21
interviews of faculty conducted by the PI. Questions that
specifically addressed values included: When have you felt
most successful in your work? What do you see as valued at
your institution? How do your personal values align or
conflict with what you experience in academic medicine?

Data Analysis

We used an inductive and data-driven, grounded theory
process of analysis.21,22 The multidisciplinary research team
identified codes for units of meaning in the masked tran-
scripts. With coding consensus and aided by two research
assistants, the team coded the 4,000 pages of narrative
data. We stored and organized coded data utilizing Atlas.ti
software, and identified patterns and themes emergent in
the data. Data relevant to values were derived from the
entire set of interviews. The example quotations in this
paper illustrate dominant themes related to values.

RESULTS

Participant Characteristics

One hundred seventy faculty were invited to participate:
8 refused (usually due to time constraints), 54 did not respond,
and we were unable to schedule interviews with 12 individuals,
leaving 96 completed interviews. Participants were research
scientists, medical and surgical sub-specialists, and generalists,
84% MD or DO, and 16% PhD. Women composed 55%, African
Americans/Blacks 17%, Hispanics/Latinos 4% and generalists
20% (general internal medicine, family medicine and general
pediatrics). On analysis, themes were not unique to any career
stage, gender, race, school or discipline. Quotes were chosen to
include a mix of gender, basic scientists, subspecialists and
generalists. Quotes are identified by gender and career stage;
discipline and race are not identified to protect anonymity.

Energizing Aspects of Work that Reflect Faculty
Values

Dominant themes in the interviews, which delineated energizing
aspects of their careers, reflected the faculty’s core values in their
work. Clinical caring, social mission, teaching, intellectual rigor,
discovery and self-direction were themes that emerged from all
categories of faculty.

Clinical Caring. Physicians often described how clinical care
was energizing for them and how rewarded they feel when they
help a patient. This sense of reward extended beyond curing
disease and treating medical problems to “caring for people,”
ameliorating chronic disease, and getting to know and build
trusting relationships with their patients.

The thing that most energizes me is the one-on-one work
with complicated children and their families…it’s the
clinical work that energizes me most. (male, early-career)

I still think probably the most satisfying thing in my
work is when I feel I’ve helped a patient in some way, that
I’ve helped someone deal with a serious illness or helped
them recover. (female, plateaued)

I really do like the oneness of working with patients and
getting to know them. Establishing rapport and getting
them to open up to you and likewise, establishing trust.
(male, left academic medicine)

I take care of the frail elders. That really energizes me in
a way that I can’t explain. I love these people. I love my
nursing home residents. Even after I leave a day here, I
can go to the nursing home even though I’m tired and it
will re-energize me. …you are more often than not
looking at caring over curing, because these people are
at a point where you are not going to cure anything, but
you can provide them and their families with a lot of
care. (female, senior)

Social Mission. Faculty valued highly the social mission of
medicine to care for the underserved and disadvantaged who
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would not otherwise be able to afford care. They expressed the
desire to serve the community and address issues of diversity.

I think that academic medicine aligns very closely with
what I think is correct and ethical, in the sense that I can
provide care to patients and I never have to ask anybody
whether they have insurance or not. I don’t ever have to
ask anybody if they can pay. If you come to the hospital
and you’re sick, I’m going to take care of you. (female,
early-career)

…my values are to provide health care, education for the
community at large as well as the underserved commu-
nity, and to pay particular attention to diversity in people
and thinking. (female, senior)

Responsibility for Medical Education. Excellence in teaching
was held as an essential value by many faculty. Faculty
frequently commented on the personal meaningfulness of
their role as teacher and medical educator. Numerous faculty
described teaching as one of the reasons for choosing to work
in academic medicine:

Part of it is teaching others how to become a scientist or
a physician, and you’re perpetuating this wonderful
field. (female, senior)

I like the mission of what we’re doing. I mean, it’s really
fun being around our young students who are trying to
figure what their place in the world is going to be and
how to do a good job of it and so I find that inspiring.
(male, senior)

And I get my biggest fire from taking young minds and
helping shape them into physicians–high quality physi-
cians. I’m most successful in my work when I’m actually
at the bedside. When I’m at the bedside with a learner. I
feel like I’m giving out. I’m giving in a way that you can
only give if you’re with the patient. That’s when I’m most
gratified. (male, senior)

Intellectual Rigor, Discovery and Self-Direction. High level
intellectual stimulation, pursuit of the advancement of
knowledge through research and intellectual autonomy were
identified by participants as highly valued and integral to their
roles as faculty.

I think academic medicine still does pride intellectual
advancement, and an eagerness for exploration, and new
knowledge; that fits with what I find rewarding. I value
the flexibility and freedom to pursue my own intellectual
ends. (male, senior)

Many spoke of the excitement of scientific inquiry—of
constructing research questions and of scientific work that
reveals new insights—of how this new understanding adds to
the global understanding of life and disease—and of their great
satisfaction in seeing their own discovery translated into

clinical application. Along with this came the gratification of
having one’s ideas and new knowledge receive the external
recognition and accolade of being published in scientific
journals. Faculty saw this as a legacy of their own hard work,
intellect and contribution to the biomedical sciences.

I had my own lab,…there was an unbelievably driving
passion to answer questions in a way that I would be
adding to the information that would make children’s
lives better. (female, senior)

I think the few moments that I had when I was realizing
that I was figuring something out that people hadn’t
figured out before; I was seeing data that no one had ever
seen before because my experiments had generated it!
That was pretty exciting. (female, left academic medicine)

Others spoke of science as serving the social mission:

My research also opened the door to the whole question
of how we use race in medicine. So there was a social
part and there’s a science part, and I guess I would have
to say that that’s probably been the highest point.
(female, senior)

Other aspects of work that were described as energizing
were external recognition for accomplishments, relationships
with trainees, being involved in student graduation ceremonies
and other university functions, taking leadership roles and
accomplishing policy change.

Non-Alignment of Faculty and Perceived
Institutional Values

In contrast to the highly valued and energizing aspects of life in
medical school, some disturbing and deeply felt issues
emerged from the data that suggested that faculty often found
themselves in a conflict situation where their own individual
values were not aligned with the behaviors and expectations of
the institution in which they worked.

Three predominant themes emerged in the data with
respect to the non-alignment of faculty and institutional
values: a sense of institutional betrayal of the public trust
by academic medicine, values conflict with the institutional
culture regarding ethical issues and discomfort with the
expectation of self-promotion.

Public Trust. Many faculty were disheartened by their
perception that academic medicine is at times betraying the
public trust and that it has lost its social mission. Faculty
voiced this as a major reason contributing to their
dissatisfaction with or departure from academic medicine.

So while we have this emerging technology and the
ability to treat patients, we have no sense of social
purpose or social policy. (male, early career)

Excellence in clinical care. Embedded in the sense of betrayal
of the public trust were faculty perceptions that clinical care
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was not adequately supported or valued by the institution.
Even though the institutional mission stated excellence in
patient care as a priority, faculty perceived a failure to provide
support for this mission and noted that clinical excellence was
not rewarded:

Publications and being invited to speak at other
institutions, getting a lot of grants; that is valued
higher than patient care. If you were to ask somebody,
“who is most accomplished?”—those people are not
necessarily the ones most adept at patient care.
(female, early career)

I think that everybody has to re-examine what it is to be
in academic medicine—and it really came to light to me
about a year ago, when I was on a search committee for a
division chief in another department. We were there in a
circle interviewing, talking, and every single candidate
that came in talked about how they needed to protect
their faculty from clinical work. Yet on the other hand,
patients come here expecting the most experienced and
the most savvy clinicians because it’s a big university
academic medical center. (male, left academic medicine)

In my discussions with the dean, he is always talking
about “nomoney—nomission,” and I understand what he
is saying: if we can’t keep the doors open financially, then
we won’t take care of any sick folks, we won’t train any
medical students. But my point to him was that if we lose
sight of whatwe are here for, wehave no reason to keep our
doors open. I think the focus is too much on the bottom
line, to the point where we talk about giving up what
makes us physicians in the first place. (female, plateaued)

Community responsibility. Similarly, faculty voiced the notion
that the medical school was “hypocritical” in its responsibility
to its local community.

But in an academic institution that doesn’t value
community, culture, partnerships, collaboration, I
wouldn’t have wanted to stay there. I would not—that’s
where I was going and what I valued. It was really a dead
end. …I think academic institutions are still about me,
the individual. They’re not necessarily about community
and collaboration. I think if academic medicine can
figure this out, that they can change how they promote
people, value collaboration, value community
partnership, true partnership and what I mean by that
is being able to share resources, share authority with the
community, to share data, to take as long as it takes to
develop a study, as long as it takes to help communities
choose issues that are important to the community,
which is the antithesis of the individual faculty member,
isn’t it? (male, left academic medicine)

I truly believe in health care for everybody, that it’s a
basic human right, and that it’s our goal to organize
resources in our society to make sure that that can
happen, and that does not happen in academic medi-
cine. (male, left academic medicine)

Excellence in education. Faculty frequently commented on the
institution’s inadequate provision of support for education, of
not rewarding and recognizing those faculty who excel in this
area. They described a devaluing of efforts devoted to medical
education.

I run the resident clinic. We’re not rewarded by the
Medical School at all. Few people each year might be
recognized, but for the ongoing day-to-day grind, we’re
not recognized by the Medical School for our efforts…We
basically provide free labor, [for education] you might call
it, for the school…people stay because they feel a
dedication to education….(female, plateaued)

A related theme was that institutions seemed to be self-
serving and self-perpetuating rather than serving of their
constituents. This was likened to a corporate culture.

I think universities are looking much more like corpora-
tions than they used to. I hear the same kind of business
speak stuff at the university as I heard in the private, for-
profit company that I worked for. In fact, I was noting
that there were fewer differences than ever before, so I
think it’s become a business. And I don’t think that’s
where education should be, and I also don’t think that’s
where health care should be. (female, left academic
medicine)

Conflict with Perceived Institutional Culture Regarding Ethical
Issues. A number of interviewees described experiences of
unethical and fraudulent behavior that they believed were
condoned by senior faculty. These instances were described as
examples of lack of alignment of their own values with those of
the institution or leadership. A male leader described a
situation of major unethical use of funding. At an executive
level discussion about the event, he remembered the following:

We sat in that room for quite a while and after about a
half an hour when people were hemming and hawing, I
said, “Isn’t it pretty clear what we have to do? This man
has to be fired.” And, literally, a senior administrator of
the institution said—the words actually came out of his
mouth: “We can’t do that, he’s one of us.” (male, senior)

This was an example of the unethical use of funds and the
concept of being a ‘club’ member as more important than public
trust or integrity. Other faculty described situations where the
institution created or tolerated a situation where individuals
could be motivated to be unethical in research, by placing
greater emphasis and value on the funding amount and
quantity of research, rather than the integrity of the research.

Two of his research assistants, young women, came in
and talked to me yesterday that they couldn’t sleep for 2
weeks because they believe the person who is directly
supervising them is fraudulently creating data for a
research project. (male, senior)

I think my personal values don’t align terribly well with
academic medicine, interestingly. Unfortunately, I find
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that sometimes I feel that studies are done for the sake of
doing the study. When I actually look at it and say, “What
value is that going to provide either to patients or to our
knowledge or anything like that.” I wonder, is it just
because it’s another paper? (female, early career)

A woman described times when she had been expected to lie
by her supervisor and how she found this unacceptable:

My chairman asked me to take over the new faculty, and
he would give me these things that I was supposed to tell
them we were going to do for them and I would say to
him, “we don’t do this for people. How can I tell people
this is available when you and I both know we don’t
follow through on that?” He said, “Well, you have to
because that’s the only way they’ll come here.” Well, I
don’t lie. That’s not what I do. Or, I said “we’re lying to
the people who are doing our school evaluations, we’re
putting things on paper that we do that we don’t do, and
we’re not being fair to the students. The students think
they’re getting a good deal because they don’t know any
better, but you and I both know what we’re doing here.”
And it was sort of like “well, we have to make money so
the students are going to have to suck it up.” (female, left
academic medicine)

Another faculty member described her experiences with her
supervisor:

Like the kind of leaders I saw in my early career,
including my division chief. There’s no way I want to be
in a situation where I have to be deceitful in order to get
people to do what they need to do. Or where I would have
to work on scheming and cover-ups, as a way of doing
my job. And that’s what I think he felt he had to do—hide
money, lie about money or at least cook the books a little
bit. And not be concerned about a student’s career, a
fellow’s career, because you had financial obligations to
meet. (female, plateaued)

Twelve of 16 female leaders interviewed mentioned a lack of
alignment of their own values and practices they observed in
their organizations, and 5 of 12 male leaders commented
similarly. Both male and female leaders stated that they only
act in accordance with their own values.

Self-Promotion. Another area where participants were
concerned was that they perceived self-promotion as
necessary for survival and success. Some faculty commented
on how distasteful they found being required “to brag” about
themselves and that they found this behavior to be out of line
with a personal value of being humble and more dedicated to
achieving good than to personal aggrandizement. The following
are illustrative:

She said you have to brag. She said you have to brag,
you really do. And that’s very difficult, and I think that’s
difficult for many people because it’s not the nature of
some of our cultures, experience and maybe just family
culture, too. It’s not there for some of us. (female, senior)

I wasn’t driven by the self-promotion that I think has to
come on in academic institutions. So that self-promotion
becomes more important than the work from an aca-
demic, non-tenured faculty member. All of a sudden,
they lose sight of why they’re doing what they’re doing.
It’s all about getting new grants, it’s a club of ‘I have
more than you and I’m the expert in this.’ So it’s a little
bit of unreal, self-promoting kind of environment. (male,
left academic medicine)

DISCUSSION

Our research adds to the literature on the culture of academic
medicine by more comprehensively and explicitly identifying
faculty values, and faculty perceptions of the lack of alignment
of their own and perceived institutional values. Faculty
reported being most energized when they were engaged in
clinical caring, the social mission of medicine to provide
excellent care for all patients regardless of means, teaching,
intellectual stimulation and advancement of knowledge. These
valued activities aligned with the stated values of their five
institutions. The faculty members we interviewed often in-
ferred the values of their institution by observing behaviors
and actions. They reported a significant lack of alignment
between their own and perceived institutional values. In
particular, numerous faculty perceived a lack of attention to
the social mission of providing care for all people and to the
community, a lack of prioritization of excellence in clinical
care, a devaluing of educational roles, questionable ethical
behavior among leadership or management, and the necessity
for self-promoting behavior to achieve success. Values incon-
gruence was associated with dissatisfaction, demoralization
and sometimes with intent to leave their institution or
academic medicine. Several quotations were from former
faculty, but the same perspectives were expressed within all
career categories.

Others have written about the link between authenticity
and productivity. Authenticity reflects acting in accordance
with one’s values, preferences and needs, as opposed to acting
merely to please others, to attain rewards or avoid punish-
ments.6,23,24 Faculty are more likely to instill a passion for
medicine in their students or conduct stellar research if they
are working on something that they are personally passion-
ate about and that is aligned with their values.6 The con-
trasting state of ‘burnout’ results in lesser performance and
‘depersonalization’ or the absence of bringing one’s personal
self to work.24 Literature from other fields suggests that
institutions need the ideas, self-expression, questioning and
creativity that comes from empowering employees.25,26

Faculty values aligned well with the stated missions of
most medical schools: clinical care, education and research.
However, faculty based their perceptions of institutional
values on observed behaviors rather than mission state-
ments. An organization achieves congruence when its es-
poused principles and actions are aligned; our faculty
frequently reported the lack of such congruence. Outside
medicine, Waterman,27 found that nine companies that
practiced according to their values outperformed the Dow
Jones industrial average by 350%. Collins also found that
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organizations were most successful where their values were
embodied in the fabric of the organization, in its systems,
practices, process and rewards.28

Our results align with the research findings29 that women
value consistently more than men benevolence and univer-
salism (understanding, appreciation, tolerance and protec-
tion for the welfare of all people), and female physicians are
more motivated by helping others than males.8 This would
suggest that lack of alignment of values as shown in our data
may contribute to women’s lack of advancement in academic
medicine. Another study from our interview data set shows
that URM faculty report a call to serving their own under-
served communities.30 The latter data suggest that values
incongruence may be one factor contributing to the difficulty
of academic medicine in recruiting and retaining URM faculty
members.31,32

One limitation of our study is that our data were drawn from
just five medical schools, but the schools were chosen to be
representative of the nation in regional and organizational
characteristics, and their faculty demographics at the time of
this study were almost identical to national means. However,
for a qualitative hypothesis-generating study, the large num-
ber of respondents and multi-institutional sample are
strengths. The responses may not be representative of the
responses of all faculty, but do come from a diverse group of
faculty in terms of gender, discipline, career stage and race
within each of the five disparate medical schools. The themes
we heard were dominant in the data and evident across all
career stages of faculty. To assess for generalizability, the
findings from this study are being tested in a nationally
representative survey of faculty from 26 medical schools.
Another strength of the study is that it involved a research
team from different disciplines and used accepted and rigorous
approaches to hypothesis- generating qualitative research. The
carefully maintained confidentiality and anonymity of inter-
views protected respondents and probably increased their
willingness to be frank. Many interviewees commented that
they were grateful to have the opportunity to express their
views. However, this strength is also a limitation as it
prevented us from analyzing data by subgroups, which might
have jeopardized the anonymity of participants.

By identifying faculty’s deeply held values as expressed when
they feel most vital and successful, we hope that this study will
increase medical school leaders’ awareness and promote con-
gruence between individual values and institutional values,
assisting the realization of the full potential and contributions
of a diverse faculty. What may be more challenging are faculty
perceptions that the stated social and educational missions of
academic medical centers, which are well aligned with their
individual values, are not fully congruent with institutional
behaviors. The findings of this study should encourage academ-
ic medical institutions to address these faculty perceptions of
the culture.
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Abstract

Background: Heart disease is the leading cause of death for women in the United States. Research has identified
that women are less likely than men to receive medical interventions for the prevention and treatment of heart
disease.
Methods and Results: As part of a campaign to educate healthcare professionals, 1245 healthcare professionals in
11 states attended a structured 1-hour continuing medical education (CME) program based on the 2004 AHA
Evidence-Based Guidelines for Cardiovascular Disease Prevention in Women and completed a pretest and
posttest evaluation. We identified significant knowledge deficits in the pretest: 45% of attendees would initially
recommend lifestyle changes alone, rather than statin therapy, for women diagnosed with coronary artery
disease (CAD); 38% identified statin therapy as less effective in women compared with men for preventing CAD
events; 27% identified Asian American women at low risk (rather than high risk) for type 2 diabetes mellitus
(DM); and 21% identified processed meat (rather than baked goods) as the principal dietary source of trans fatty
acids. Overall, healthcare professionals answered 5.1 of 8 knowledge questions correctly in the pretest, im-
proving to 6.8 questions in the posttest ( p< 0.001). Family physicians, obstetrician=gynecologists, general in-
ternists, nurse practitioners=physician assistants, and registered nurses all statistically significantly improved
knowledge and self-assessed skills and attitudes as measured by the posttest.
Conclusions: Significant knowledge deficits are apparent in a cross-section of healthcare providers attending a
CME lecture on women and heart disease. A 1-hour presentation was successful in improving knowledge and
self-assessed skills and attitudes among primary care physicians, nurse practitioners, physician assistants, and
registered nurses.
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Introduction

The Heart Truth Professional Education Campaign

was developed by the National Heart, Lung, and Blood
Institute (NHLBI) in conjunction with the U.S. Department of
Health and Human Services Office on Women’s Health
(DHHS=OWH), the American Heart Association (AHA), and
other partner organizations to address the lack of heart dis-
ease awareness among women. This campaign was based on
recommendations from experts who convened in 2001 to
develop a national action plan to reduce heart disease in
women.1 The action plan recommended that women speak
with their healthcare provider about specific risks that women
have for cardiovascular disease (CVD); therefore, a provider
education campaign component was commissioned by the
NHLBI through the U.S. DHHS=OWH in 2003.

Lack of healthcare provider knowledge of the guidelines
for prevention of CVD in women has been identified as a
barrier to reducing morbidity and mortality in this popula-
tion. Historically, studies have shown that women receive less
cholesterol screening, less lipid-lowering therapies, less use of
heparin, beta-blockers and aspirin during myocardial infarc-
tion (MI), and fewer referrals to cardiac rehabilitation com-
pared with men. These studies suggest that women are less
likely than men to receive guideline-recommended care across
the spectrum of CVD prevention and treatment, including
those within the scope of primary care.2–5 There is further
evidence that minority women may be less likely to receive
appropriate treatment than white women even when access to
care is similar or identical.6–10 We conducted the following
study to assess healthcare providers’ baseline knowledge of
CVD and to determine the effects of a structured educational
program on provider knowledge and self-assessed skills.

Materials and Methods

The Heart Truth Professional Education Campaign was
developed by a consortium of federally designated National
Centers of Excellence in Women’s Health, based at academic
medical centers, and National Community Centers of Ex-
cellence in Women’s Health, based in community health
centers, community hospitals, and other community-based
organizations providing healthcare. The Heart Truth Profes-
sional Education Campaign educational objectives were based
on the 2004 Guidelines for the Prevention of Cardiovascular
Disease in Women developed by the AHA in consultation
with NHLBI and other stakeholders.11 Educational materials
development was informed by an advisory panel including
experts from multiple medical associations and federal expert
panels, as well as focus groups of women consumers who
commented on information they wanted their healthcare
providers to know and communicate.

Provider education materials included continuing medical
education (CME) lectures, additional slide resources, web-
based CME modules posted on Medscape�, standardized
patient and problem-based learning materials for medical and
nursing students, printed guides to web-based resources for
diagnosis, prevention, and treatment of CVD in women, a
bibliography, and a static website providing access to the
materials. Versions of these materials (updated to reflect the
2007 AHA=NHLBI Evidence-Based Guidelines for the Pre-
vention of Cardiovascular Disease in Women) can be accessed
at www.womenshealth.gov=hearttruth=.

The CME lecture component was developed as a 1-hour
lecture. Lecturers selected a slide set from three standardized
sets of materials, all with the same 31 essential slides ad-
dressing guidelines for the prevention of heart disease in
women (Appendix). The essential slides were supplemented
with 15–20 slides that provided additional information on
guidelines topics. At each lecture, the presenter chose which
supplemental slides to include based on the presenter’s as-
sessment of the audience’s knowledge base and interests. This
format was based on expert recommendations that presen-
tations should be available to address the interests of three
main groups: (1) healthcare professionals who do not them-
selves prescribe medications for heart disease (expanded
information on counseling and lifestyle information), (2)
healthcare professionals judged to have average interest
and experience in preventing, diagnosing and treating heart
disease (expanded information most relevant to basic guide-
lines), and (3) healthcare professionals judged to have above-
average interest and experience in preventing, diagnosing
and treating heart disease (expanded information on recent
controversies, e.g., folic acid use, high-sensitivity C-reactive
protein (hsCRP) testing). Lecture materials included anno-
tated discussion of the information on each slide and refer-
ences to support facts presented. Presenters were instructed
not to deviate from the lecture format in order to standardize
the material presented.

The CME lecture was delivered by a local or regional expert
on heart disease and women. The choice of qualifications for
the speaker was made based on the expected composition of
the audience. These expert speakers included generalist and
specialist physicians, advanced practice nurses, and regis-
tered nurses with cardiovascular expertise. CME venues in-
cluded grand rounds presentations and other clinic and
hospital-based CME programs as well as free-standing CME
programs. Sixty-eight presentations were made in 11 states
(Arizona, Connecticut, Delaware, Massachusetts, Minnesota,
Missouri, Ohio, Pennsylvania, Rhode Island, Vermont, and
Wisconsin) during an 18-month period from July 2005
through December 2006.

Participants were prompted by the presenter and a slide to
complete a pretest form before the lecture and a posttest form
after the lecture. The pretest-posttest evaluation questions
were formulated by experts and pilot tested by groups of
healthcare providers of varying background and exper-
tise. The pretest form contained five demographic questions,
five self-assessment of knowledge and preparedness (skills)
questions, and eight multiple-choice knowledge assessment
questions. The posttest contained four questions soliciting
feedback on the program in addition to the original five self-
assessment of knowledge and preparedness (skills) questions
and eight multiple choice knowledge assessment questions
from the pretest. Knowledge questions were drawn from
content addressing the following curricular objectives: risk
stratification, lifestyle modification, pharmacotherapy, and
implications of race and ethnicity in CVD prevention in
women.

Following the lecture, participants were asked to complete
a pretest-posttest evaluation form containing information
about the research portion of the evaluation. This form was
completed anonymously, and participants were given the
option to exclude their information from being used for re-
search. The research portion of the project received Institu-
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tional Review Board approval or exemption from all partici-
pating institutions. Statistical analyses were carried out with
SPSS version 15.0 (SPSS, Chicago, IL).

Results

Of the 2155 healthcare professionals attending the CME
lectures, 1285 (59.6%) completed and returned the pretest-
posttest form. No information is available about the 40% of
CME attendees who did not return the pretest-posttest form.
One CME lecture was excluded from our data analysis be-
cause no attendance information or pretest forms were ob-
tained. Practice characteristics of providers are shown in
Table 1. Subgroup analysis was performed for family physi-
cians, general internists, obstetrician=gynecologists, nurse
practitioners=physician assistants, and registered nurses.
Nurse practitioners and physician assistants are grouped for
purposes of reporting because no significant differences were
found between these two groups.

Knowledge assessment

Table 2 shows the pretest and posttest results for all
healthcare professionals. Subgroups included family physi-
cians, obstetrician=gynecologists, general internists, nurse
practitioners=physician assistants, and registered nurses. A
mixed-model ANOVA demonstrated a significant interaction
effect between subgroups and a gain in knowledge as well as
baseline differences.

Overall, healthcare professionals answered 5.1 of 8.0 know-
ledge questions correctly in the pretest. Family physicians

were significantly more knowledgeable than obstetrician=
gynecologists at pretest ( p< 0.001). Registered nurses
were significantly less knowledgeable than other groups
( p< 0.001). Healthcare professionals improved their knowl-
edge scores at posttest to 6.8 of 8.0 questions; this is a 28%
increase over the pretest knowledge scores ( p< 0.001) (Fig. 1).
The increase in posttest over pretest scores was significantly
improved for each of the subgroups ( p< 0.001). At posttest,
there was one statistically significant difference between
subgroups: registered nurses were significantly less knowl-
edgeable than family physicians, obstetrician=gynecologists,
and nurse practitioners=physician assistants ( p< 0.001).

The pretest revealed significant knowledge deficits (de-
fined as �20% of attendees endorsing a specific wrong
answer) before the CME lecture. These deficits included the
following: 45% of attendees would initially recommend life-
style changes alone (rather than statin therapy) for women
diagnosed with CVD; 38% identified statin therapy as less
effective in women compared with men for preventing CVD
events; 27% identified Asian American women as having a
lower risk (rather than higher risk) for type 2 diabetes mellitus
(DM); and 21% identified processed meat (rather than baked
goods) as the principal dietary source of trans fatty acids.

At posttest, there was a significant improvement in the
knowledge deficits for all questions; however, 30% of at-
tendees continued to endorse lifestyle changes alone initially,
rather than statin therapy, for women diagnosed with CVD,
and 22% identified statin therapy as less effective in women
compared with men for preventing CVD events.

Prior to the CME lecture, attendees who indicated they
treat patients with heart disease in clinical practice were sig-
nificantly more knowledgeable than attendees who indicated
they do not treat patients with heart disease ( p< 0.001). After
the CME lecture, there was no significant difference in
knowledge between these two subgroups.

Self-assessment of knowledge

Self-assessment of knowledge was judged on a 5-point
Likert scale from Not at all knowledgeable to Very knowl-
edgeable for two issues: (1) knowledge about current ap-
proaches to smoking cessation, exercise, weight management,
and diet to reduce risk for CVD in women and (2) knowledge
about goals for major risk factor interventions to prevent CVD
in women, including goals for management of blood pressure,
lipids, and DM. Mean results for the pretest and posttest are
presented in Table 3. All subgroups showed a highly signifi-
cant improvement in self-assessed knowledge after the CME
session ( p <0.001). At pretest, family physicians rated them-
selves as more knowledgeable than the other subgroups. This
difference disappeared at posttest, with the exception of reg-
istered nurses; they continued to rate themselves as less
knowledgeable than other groups despite their improvement
after the CME session.

Self-assessment of preparedness (skills)

Self-assessment of skills was judged on a 5-point Likert
scale from Not at all prepared to Completely prepared for
three issues: (1) preparedness to assess and stratify women
into high, intermediate, low, and optimal risk categories for
heart disease, (2) preparedness to counsel women about the

Table 1. Practice Characteristics of Lecture

Attendees: The Heart Truth Professional Education

Campaign Continuing Medical Education

Specialty Number %

Family physician 162 13
General internist 131 10
Obstetrician=gynecologist 151 12
Cardiologist 9 0.7
Other M.D. or D.O.a 94 7
Nurse midwife 29 2
Nurse practitioner 151 12
Physician assistant 25 2
Registered nurse 346 27
Other 181 14
Missing 6 0.5
Weekly clinical activity of attendees

0–25 patients 37
26–50 patients 23
51–75 patients 19
76–99 patients 13
>99 patients 8

Percentage of patients who are women
0–25% 9
26–50% 28
51–75% 31
75–99% 24
100% 9

Total 1285 100

aM.D., Doctor of Medicine; D.O., Doctor of Osteopathic Medicine.
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Table 2. Pretest-Posttest Knowledge Scores by Specialty: % Correct by Learning Objective:

The Heart Truth Professional Education Campaign

All General internist Family practitioner OB=GYNa PA=NP RN

Objective Pre Post Pre Post Pre Post Pre Post Pre Post Pre Post

Identify factors that place
women at high risk (>20%
over 10 years) for CVD event

89.3 94.3 91.3 92.1 91.6 98.1 85.6 95.2 88.3 96.6 91.2 94.0

Identify correct information about
use of statins in women to
prevent CVD events

30.2 64.6 50.8 77.0 55.5 72.9 28.1 69.9 39.0 70.7 13.6 55.3

Identify that African Americans,
Latinas, and Asian Americans
are not at low risk of type 2 DM

59.4 89.7 68.3 86.5 66.5 92.9 54.8 89.0 66.3 95.1 58.6 90.0

Identify primary dietary source of
trans fatty acids

62.6 86.8 55.6 69.8 67.7 89.7 55.5 87.0 74.6 91.2 58.0 88.5

Identify that postmenopausal
hormone therapy and
antioxidant vitamin
supplements are not
recommended for CVD
prevention

64.3 91.6 89.7 96.8 87.1 92.9 78.0 96.6 77.6 95.1 41.7 88.8

Identify that African Americans
are most likely to die from
heart disease among women
of all races and ethnicities

76.5 96.3 81.7 96.8 82.6 96.1 84.9 96.6 81.5 96.6 70.1 97.3

Identify facts related to smoking
cessation in women

55.9 75.6 59.5 75.4 65.2 78.7 64.4 81.5 56.6 79.0 47.4 67.4

Identify facts about treatment
of HTN in women

62.3 82.3 74.6 85.7 78.1 81.3 61.6 85.6 65.4 83.9 56.5 84.0

aOB=GYN, obstetrician=gynecologist; PA, NP, Physicians assistant=nurse practitioner; RN, registered nurse; CVD, cardiovascular diseases;
DM, diabetes mellitus; HTN, hypertension.
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FIG. 1. Knowledge test scores on the pretest and posttest: The Heart Truth Professional Education Campaign. Know-
ledge test scores on the pretest and posttest for family physicians, general internists, obstetrician=gynecologists, nurse
practitioners=physicians assistants, and registered nurses. The test scores indicate the number of questions answered correctly
out of 8.0 questions. All subgroups showed a significant improvement in knowledge scores between pretest and posttest
( p< 0.001).
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use of hormone therapy, antioxidant supplements, and aspi-
rin to reduce CVD event risk with up to date information, and
(3) preparedness to prevent, evaluate, and treat heart disease
in women of diverse racial and ethnic backgrounds. Mean
results for the pretest and posttest are presented in Table 3.
Family physicians and general internists felt better prepared
to stratify women into risk categories and to prevent, evalu-
ate, and treat heart disease before and after the CME session
compared with the other groups. All groups, however,
showed a significant posttest improvement ( p< 0.001) on
all three items.

Program feedback

Attendees ranked the program highly. On a 5-point Likert
scale with 1 defined as Strongly disagree and 5 defined as
Strongly agree, the mean score was 4.4 (�0.6) that the infor-
mation was credible, 4.0 (�0.8) that the information presented
would change how they treated their patients, 4.3 (�0.7) that
they felt more knowledgeable about heart disease in women,
and 4.2 (�0.8) that the information presented will help them

better care for patients of diverse racial and ethnic back-
grounds.

Discussion

A standardized 1-hour didactic session with evidence-
based materials tailored toward the presenter’s assessment of
audience needs improved healthcare providers’ knowledge of
gender-specific prevention and treatment issues in CVD. The
session also increased providers’ self-assessed efficacy in ad-
dressing heart disease in women. The educational program
was widely accepted by a range of healthcare professionals,
including primary care physicians of various specialties,
nurses, and nurse practitioners and physician assistants. De-
spite knowledge gains, significant knowledge gaps persisted
after CME training.

CVD remains the most common reason for death in women
in the United States. To reduce the incidence of CVD in
women, efforts have focused on educating healthcare con-
sumers about risk and supporting gender-specific re-
search about CVD. Knowledge gaps identified in this study

Table 3. Pretest-Posttest Self-Assessment of Knowledge and Preparedness:

The Heart Truth Professional Education Campaign
a

Pretest Posttest
n Mb SD M SD

Self-assessment of knowledge question
How knowledgeable are you about current approaches

to smoking cessation, exercise, weight management
and diet to reduce risk for CVD in women?

Family physician 155 3.9 �0.6 4.1 �0.7
General internist 121 3.7 �0.8 4.0 �0.7
OB=GYN 143 3.4 �0.8 3.8 �0.7
NP=PA 200 3.8 �0.8 4.1 �0.7
RN 324 3.2 �0.9 3.7 �0.8

Total 943 3.5 �0.9 3.9 �0.8
How knowledgeable are you about goals for major risk

factor interventions to prevent CVD in women?
Family physician 152 4.0 �0.6 4.3 �0.6
General internist 120 3.8 �0.9 4.3 �0.7
OB=GYN 141 3.1 �0.8 3.8 �0.7
NP=PA 198 3.6 �1.0 4.0 �0.8
RN 316 3.0 �0.9 3.5 �0.9

Total 927 3.4 �1.0 3.9 �0.8
Self-assessment of preparedness question

How prepared are you to assess and stratify women into
high, intermediate, lower, and optimal risk categories
for CVD?

Family physician 155 3.6 �0.8 4.1 �0.7
General internist 123 3.5 �0.8 4.0 �0.7
OB=GYN 142 2.9 �0.9 3.7 �0.7
NP=PA 198 3.2 �1.0 3.8 �0.8
RN 320 2.5 �1.0 3.4 �0.8

Total 938 3.0 �1.0 3.7 �0.8
How prepared are you to counsel a woman who asks

about the use of hormone therapy, antioxidant
supplements, or aspirin to reduce coronary disease
event risk with up-to-date information?

Family physician 149 3.5 �0.8 4.1 �0.7
General internist 121 3.4 �0.9 4.1 �0.7
OB=GYN 141 3.1 �1.0 3.9 �0.8
NP=PA 197 3.0 �1.0 3.9 �0.8
RN 316 2.2 �1.0 3.4 �0.9

Total 924 2.9 �1.0 3.8 �0.9
How prepared are you to prevent, evaluate, and treat

heart disease in women of diverse racial and ethnic
backgrounds?

Family physician 152 3.2 �0.8 4.0 �0.7
General internist 120 3.3 �0.9 4.0 �0.7
OB=GYN 141 2.4 �0.9 3.4 �0.9
NP=PA 198 2.7 �1.0 3.6 �0.9
RN 316 2.2 �0.9 3.2 �1.0

Total 927 2.6 �1.0 3.6 �0.9

aMean scores are based on a 5-point Likert scale, with 1 defined as Not at all knowledgeable, and 5 defined as Very knowledgeable.
bM, mean; SD, standard deviation; CVD, cardiovascular diseases; OB=GYN, obstetrician=gynecologist; RN, registered nurse; NP=PA, nurse

practioner=physician assistant.
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demonstrate that specific strategies to disseminate knowledge
of CVD in women to healthcare professionals are urgently
needed.

The baseline knowledge assessment revealed some inter-
esting gaps in knowledge. For example, a third or more of
respondents were unaware that statins are recommended for
all women with known CVD and that statins have specific
benefits for women. Few studies have systematically assessed
gender-specific gaps in provider knowledge. In one study, 300
primary care physicians, 100 obstetrician=gynecologists, and
100 cardiologists were asked to respond to experimental cases
of CVD in women and men; this study found that women in
the experimental cases were more likely to be inappropriately
assigned to low-risk categories than men. Women who were
inappropriately identified as low risk were less likely to re-
ceive appropriate recommendations for lifestyle change and
preventive pharmacotherapy.12 More information is needed
about gender-specific gaps in provider knowledge to better
understand how to tailor gender-specific information in CME
programs to ensure that women receive evidence-based care
from their providers.

Healthcare providers in our study demonstrated knowl-
edge of the greater prevalence of risk factors for CVD in the
African American population; however, they had less
knowledge about risk factors in Asian American women.
Other studies have shown racial disparities in care even after
controlling for socioeconomic status (SES), including one
study that found cholesterol-lowering drugs are less com-
monly used after MI by African Americans than by whites,
even after controlling for socioeconomic status.9 Another
study assessing racial disparities in clinical evaluation of CVD
practice found that when presented with identical case his-
tories deemed by experts to warrant further cardiac testing,
physicians were significantly less likely to suggest cardiac
evaluation for an African American woman than for either a
white or African American man or a white woman. In this
study, clinicians evaluated identical case histories presented
by videotaped actors, so that the scenario varied only by the
apparent race and gender of the patient.10

Providers’ lack of knowledge about trans fatty acids may
reflect the timing of the intervention. CME presentations oc-
curred before the announcement of proposed government
regulations to reduce dietary trans fatty acids, which were
publicized at the end of 2006.13 However, lack of knowledge
about dietary trans fatty acids may also accurately reflect
healthcare providers’ current lack of knowledge and training
about dietary issues.

A limitation of the study was the use of self-assessment to
measure providers’ preparedness and skills. Providers self-
selected to attend the program; this may have resulted in a
group that was more knowledgeable or less knowledgeable
than providers as a whole. The effectiveness of the program
might be different if it were made mandatory or if presenters
were more or less expert in the topic area or skilled as edu-
cators. Because presentations were made by different pre-
senters and the presenters were standardized only in core
elements, some groups may have had repetitions in materials
or more effective verbal explanations than others. The deci-
sion to test knowledge gained using an identical pretest and
posttest could have introduced bias, as participants likely had
heightened interest in hearing information about questions
initially posed.

Because of the short-term follow-up period, the study did
not reassess provider knowledge after a period of time had
lapsed to demonstrate that the information learned at the
CME lecture was retained. The study lacks data on actual
clinical practice as pretest and whether the practice of the
providers changes after the CME program. Efforts to study
long-term effects of The Heart Truth CME programs are
underway.

Conclusions

Significant knowledge deficits are apparent in a cross-
section of healthcare providers attending a CME lecture on
women and heart disease. A 1-hour presentation was suc-
cessful in improving knowledge and self-assessed skills and
attitudes among primary care physicians, nurse practitioners=
physician assistants, and registered nurses.
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Appendix: Guidelines-Based Content for The Heart

Truth CME Presentations

All CME presentations contained 31 identical core slides and an
additional 15–20 slides that varied based on the knowledge and in-
terests of the audience. This list reflects the information contained in
the core slides.

Background

� Cardiovascular disease mortality trends for males and females
� Cardiovascular disease ranking for cause of death among wo-

men of different racial and ethnic groups
� Association between race=ethnicity and high risk for diabetes

Process

� Five-step approach to prevention: assessment of level of risk,
lifestyle approaches for coronary artery disease prevention;
treatment of hypertension, diabetes, lipid abnormalities; highest
priority is for intervention in high-risk patients; avoid therapies
that lack benefit or where risks outweigh benefits

� Risk stratification, including definition of metabolic syndrome

Interventions

� Smoking cessation and avoidance of environmental tobacco
� Encourage physical activity
� Weight maintenance=reduction goals
� Treatment of hypertension, including lifestyle approaches
� Optimal lipid levels; dietary and medication interventions to

reach goals
� Recommended HbA1C target for diabetics
� Use of aspirin in high-risk, intermediate-risk, and lower-risk

women
� Hormone therapy should not be given for primary or secondary

prevention of heart disease
� Antioxidant supplements should not be given for primary or

secondary prevention of heart disease
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Abstract The purpose of this study was to assess whether

HIV/sexually transmitted infection (STI) risk factors: risky

sex (multiple sex partners and sex trade involvement), past

HIV or STI diagnosis and substance use (at risk drinking and

injection drug use) are associated with the outcome any

condom use in the past 6 months among Russian narcology

hospital patients. Participants (N = 178) included only

those who reported unprotected sex in the past 6 months and

were aged 18–55 years and 76% male. Any condom use in

the past 6 months was reported by 55% of the sample. His-

tory of STIs was reported by 43% of participants; 15% were

HIV-infected. Regression analyses adjusted for demo-

graphics demonstrated that those reporting multiple sex

partners (ORadj = 4.2, 95% CI = 2.0–8.7) and sex trade

involvement (ORadj = 2.4, 95% CI = 1.1–5.1) in the past

6 months had significantly higher odds of reporting any

condom use in this same timeframe. HIV/STI and substance

use were not associated with increased odds of condom use.

Keywords Condom use � HIV � Substance abuse

Introduction

HIV infection was rare in Eastern Europe in the mid-1990s,

but its prevalence has been increasing without effective

prevention efforts in the past decade. The Russian Feder-

ation (heretofore referred to as Russia) currently has an

adult HIV prevalence rate of 1.1%; this country also has

the largest number of HIV-infected individuals in all of

Europe, 370,000 as of 2006 (UNAIDS 2007). At the heart

of the Russian epidemic is the large number of young

injection drug users (IDUs), primarily in urban centers

(UNAIDS 2007). Approximately 2.5% of the adult popu-

lation in Russia is an IDU (UNAIDS 2006b); 66% of

Russians infected with HIV in 2005 and 2006 acquired the

virus via injection drug use (UNAIDS 2006a; UNAIDS

2007). Notably, however, growing numbers of individuals

in Russia are becoming infected via sexual transmission—

from less than 10% in 2000 to more than 40% in 2005

(UNAIDS 2006a). Recent clinical and epidemiologic data

now indicate that sexual transmission of HIV may be the

most rapidly increasing of all HIV infection transmission

risk behaviors in the region (Aral et al. 2005).

Sexual transmission of HIV infection within Russia is

assumed to result from HIV-infected IDUs engaging in

unprotected sex, bridging the epidemic to non-IDU popu-

lations. Studies with IDUs recruited from urban centers

within Russia have found that the majority reports recent

sexual activity, multiple partners and non-condom use,
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particularly with steady sex partners (Rhodes et al. 2004;

Somlai et al. 2002; Takacs et al. 2006). The epidemic has

been propelled even further via the link between injection

drug use and sex work, particularly for female IDUs. A

substantial proportion of female IDUs (37%) report having

engaged in sex work (Benotsch et al. 2004), and those

engaging in sex work are more likely to report both risky

injection drug use and a history of sexually transmitted

infections (STIs), as compared with male IDUs or female

IDUs reporting no history of sex work (Karapetyan et al.

2002; Platt et al. 2005). Nonetheless, awareness of HIV

risk among IDUs is increasing (UNAIDS 2006b), and HIV

risk perceptions among IDUs in Russia are actually greater

than that seen in the United States (US) (Ksobiech et al.

2005).

Recent evidence from Russia raises the possibility that

HIV may be spreading beyond IDUs and sex workers and

reaching those with problem alcohol behavior (Krupitsky

et al. 2004; UNAIDS 2006a). Increased risk for HIV

among Russians with unhealthy alcohol use would affect a

substantial proportion of the Russian population, as Russia

has one of the highest per capita use of alcohol in the world

(Nemtsov 2000; World Health Organization 2004).

Research with a representative sample of Russian adoles-

cents and adults found that one-third of sexually active

individuals used alcohol prior to their last sex (Vannap-

pagari 2004); additional research from Russia documents

pervasive perceptions of at risk episodic drinking prior to

sex and unprotected sex as social norms (World Health

Organization 2005). Although Russian studies have not

examined whether drinking risky amounts of alcohol

increases likelihood of risky sexual practices, this may be

the case given study findings from the US documenting

that those reporting drinking risky amounts of alcohol

are more likely to report a history of STI, sex with

multiple partners, sex trade involvement and unprotected

sex (Kalichman et al. 2007; Markos 2005; Raj et al. 2007;

Rasch et al. 2000; Weinhardt and Carey 2000).

In summary, current research indicates that IDUs and

risky drinkers in Russia are experiencing notable rates of

HIV/STI and report notable HIV risks, including multiple

partners, sex trade involvement and unprotected sex

(Benotsch et al. 2004; Krupitsky et al. 2004; Platt et al.

2005; Rhodes et al. 2004; Somlai et al. 2002; Takacs et al.

2006; Karapetyan et al. 2002). Such research has not,

however, examined associations between HIV/STI risk

histories and condom use. Condom use in Russia generally

is uncommon and primarily for pregnancy prevention when

it does occur (Bobrova et al. 2005; Vannappagari 2004;

World Health Organization 2005); thus, increased likeli-

hood of condom use among riskier Russian substance users

cannot be assumed, although this has been shown to be the

case among US substance users (Bogart et al. 2005;

Kwiatkowski et al. 1999; Shlay et al. 2004). The current

study seeks to build upon the growing body of work in the

area of substance use and sexual risk in Russia by assessing

whether history of HIV/STI and risky sexual and substance

use behaviors are associated with increased likelihood of

any condom use among Russian narcology patients

reporting recent unprotected sex. Any versus proportion of

condom use was examined to provide insight into which

patients ever and never use condoms, among this sample of

patients who have engaged in recent unprotected sex.

Findings from this work can be used to inform the growing

sexual prevention and intervention efforts in Eastern Eur-

ope and other regions in which substance use plays a

central role in the HIV epidemic (UNAIDS 2006b).

Methods

Study Design & Subject Recruitment

Data for this research came from the Russian PREVENT

(Partnership to Reduce the Epidemic Via Engagement in

Narcology Treatment) study, a randomized controlled trial

(RCT) of an HIV behavioral intervention in narcology

hospital in-patients in Russia. The PREVENT study

included alcohol and/or drug-dependent men and women

recruited from two narcology hospitals in the vicinity of St.

Petersburg, Russia: (a) the Leningrad Regional Center for

Addictions (LRCA) and (b) the Medical Narcology Reha-

bilitation Center (MNRC). Narcology hospitals are a

standard treatment setting for drug and alcohol dependent

persons in Russia and Eastern Europe. Typically, the hos-

pitalization is 3–4 weeks in length and involves patients

undergoing detoxification and then receiving addiction

treatment.

Participants for this study were recruited from October

2004 to April 2005. Trained physician research associates

approached all patients after initial detoxification (3–7 days

after program entry) and assessed them for study eligibility.

Eligible participants were 18 years or older, reported

unprotected vaginal or anal sex in the past 6 months, and

had a primary diagnosis of alcohol or drug dependence.

Additional study entry criteria were the following: absti-

nence from alcohol and other abusive substances for 48 h;

willing to undergo HIV testing as per standard narcology

hospital protocol if not known to be HIV-infected; willing

and able to provide contact information for themselves as

well as a relative or close friend through whom they could

be contacted; residing within 150 km of St. Petersburg; and

possessing a home telephone. Individuals who were not

fluent in Russian or demonstrated severe cognitive

impairment as assessed by the research associate’s clinical

judgment at recruitment were excluded from the study.
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Overall, 329 individuals were approached and screened for

participation in this study. Of these, 129 were excluded due

to not meeting eligibility criteria; 70 of these 129 ineligible

participants reported no unprotected anal or vaginal sex in

the last 6 months; breakdown of participants reporting

abstinence versus those reporting consistent condom use

were not available. Of the 200 eligible participants iden-

tified, 19 (9.5%) refused participation, yielding a final

sample size of N = 181. All eligible and willing subjects

provided written informed consent prior to study

enrollment.

Procedure

Subsequent to recruitment and eligibility assessment, all

participants provided written informed consent and received

their baseline survey, which assessed demographics, HIV

risk behaviors, substance use behaviors and other key health

indicators. At baseline, while subjects were in the narcology

hospitals, survey data were collected in two ways: (a) a face-

to-face interview with a staff trained in survey administra-

tion and not providing care to the participant and (b) a

computerized survey—Audio Computer-Assisted Self

Interviewing (ACASI) system. ACASI removes the inter-

viewer and, therefore, allows additional privacy, minimizes

literacy issues, encourages truth telling, and provides an

identical recording of each question; using this system has

been shown to enhance the quality of self-report behavioral

assessments, to maintain confidentiality, and to provide an

acceptable method for collecting self-reports of HIV risk

behavior (Newman et al. 2002). All interviews were con-

ducted in Russian, and participants were compensated US$5

for the baseline assessment. The current analyses include

data collected at the baseline assessment. Given the focus of

the current study on condom use in the past 3–6 months,

female participants reporting exclusively female sex part-

ners (n = 3) were excluded from analyses, yielding a final

sample size of 178 subjects.

Measures

Independent Variables

The six main independent variables for this study were

risky sexual behaviors (multiple sex partners and sex trade

involvement), substance use behaviors (at risk drinking and

injection drug use), history of STI, and HIV serostatus.

Risky sexual behaviors were assessed via survey items

from the Risk Assessment Battery (Navaline et al. 1994);

the RAB was chosen based on its previously demonstrated

validity with Russian narcology patients (Krupitsky 2005).

A single item asked participants the number of sex partners

in the past 6 months; participants were defined as having

multiple sex partners if they reported two or more partners

in this time frame. Two additional RAB items were used to

assess buying sex with money or drugs (buying sex) and

selling sex for money or drugs (selling sex) in the past

6 months. Sex trade involvement was defined as either

buying or selling sex within the past 6 months.

Alcohol consumption in the past 30 days was collected

using a Timeline Followback (TLFB) approach (Dillon

et al. 2005; Midanik et al. 1998; Vinson et al. 2003;

Weinhardt et al. 1998), in which participants noted the

number of drinks they had in each of the past 30 days prior

to hospitalization. At Risk Drinking was defined as having

five or more drinks per day for men and 4 or more for

women, in the past 30 days, based on an NIAAA definition

of at risk drinking (NIAAA 2005). Two RAB items

assessed recent injection drug use. The first item asked

whether the participant engaged in injection drug use in the

past 6 months; the second asked, for those reporting yes on

item one, whether they had shared needles or works when

injecting drugs in the past 6 months. IDU was defined as

engaging in any injection drug use in the past 6 months.

Additional data collected included substance use diagnosis

based on the narcology hospital record; staff psychiatrists

provided diagnoses at intake as part of clinical care.

Diagnoses were based on ICD-X criteria (the standard

Russian diagnostic manual).

STI diagnosis was collected via self-report. Participants

were asked via survey whether they had ever been diag-

nosed with syphilis, gonorrhea, chlamydia, genital warts,

genital herpes, other STIs (defined to exclude HIV) or

pelvic inflammatory disease (women only); history of STI

was defined as having any STI diagnosis ever. HIV sero-

status was determined by HIV test results documented in

the narcology hospital record. All narcology hospital

patients are tested for HIV at program entry unless they are

already known to be HIV-infected; patient HIV serostatus

was then noted in the patient’s medical record.

Outcomes

The primary outcome of interest was any condom use (yes

vs. no), among all partners; this was assessed via a single

RAB item on frequency of condom use in the past

6 months. Secondary outcomes were any condom use with

main partners (past 3 months) and any condom use with

casual partners (past 3 months). A series of questions

examined condom use with main partners and casual

partners: the number of times engaged in vaginal or anal

sex and condom protected vaginal or anal sex, with each

type of partner in the past 3 months. A main sex partner

was defined as ‘‘the person you have sex with most often

and regularly and/or the person with whom you feel most
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attached,’’ and casual partners were defined as ‘‘people you

have sex with less frequently and with whom you do not

consider yourself in a steady relationship.’’

Confounders

Demographic data collected included age, gender, marital

status, sex of partners, education and employment, assessed

via single survey items. The potential confounding factors

included in regression analyses were: age, gender, and

marital status (currently married vs. single, divorced, or

widowed).

Data Analysis

Descriptive statistics were used to characterize the study

subjects at baseline. Logistic regression analyses adjusting

for potential confounders were conducted to assess asso-

ciations between risky sexual behaviors (multiple sex

partners and sex trade involvement), substance use

behaviors (at risk drinking and injection drug use), and

STI/HIV diagnoses with the outcome any condom use.

Separate models were fit for each potential predictor.

Independent variables that were significant at an alpha

level of 0.05 were included together in a final multivariable

model that also adjusted for potential confounding factors.

Analyses of the secondary outcomes any condom use by

main partner were conducted in the subset of subjects

reporting a main partner and any condom use by casual

sex partners were conducted only in the subset reporting a

casual partner. The secondary outcomes were analyzed

using the same approach as that described for the primary

outcome. To minimize the potential for collinearity, we

assessed correlation between pairs of independent variables

and verified that no pair of variables included in the same

regression model was highly correlated (i.e., r [ 0.40).

Analyses were performed using SAS software (version 9.1;

SAS Institute, Cary, NC).

Results

Sample Characteristics

Participants were aged 18–55 years (mean age 33.2 years)

and predominantly male (75.8%). Half (50.6%) were

unemployed; 6.2% had less than a high school education

(Table 1). One-third of the sample (33.1%) was married,

and 75.3% had a main sex partner. Nearly everyone

(96.1%) identified as heterosexual; involvement with same

sex partners was reported by 7.9% of participants.

Condom Use, STI/HIV Diagnosis, and Risky Sex

and Substance Use Behaviors

Condom use in the past 6 months was reported by 55.1% of

the participants. Notably, although those screened into the

study were required to have engaged in at least one

unprotected sex episode in the past 6 months, 2.8% of

survey participants reported no unprotected sex in the past

6 months during the baseline assessment. Among those

reporting sex with main partners (n = 125), 33.6% repor-

ted condom use with these partners, with only 5.6%

reporting that it was consistent condom use. Similarly,

among those reporting sex with casual partners (n = 107),

50.5% reported condom use with these partners, with

13.1% reporting that it was consistent condom use.

Almost half the sample (42.9) reported a history of STI

diagnosis, and 14.6% of the sample was HIV-infected. The

majority of the sample (69.1%) reported multiple sex

partners in the past 6 months, with 26.4% of the sample

reporting 4 or more sex partners in this timeframe.

(Table 1) More than a quarter of the sample (27.0%)

reported sex trade involvement, with 11.2% reporting

selling of sex and 18.5% reporting purchase of sex.

Almost three-quarters of the sample (71.9%) reported

alcohol use in the past 30 days; 64.0% reported at risk

drinking in this same period. Past 6 months injection drug

use was reported by 39.5% of the sample, with 77.1% of

these IDUs reporting needle or works sharing in this same

timeframe. These findings are consistent with subjects’

clinical diagnoses, which indicate that 60.1% of this

sample is alcohol-dependent, 31.5% heroin dependent,

and 8.4% both alcohol and heroin dependent.

Associations of HIV/STI, Risky Sex and Substance Use

Behaviors with Condom Use

In models adjusted for age, gender, and marital status,

participants reporting multiple sex partners (ORadj = 4.2,

95% CI = 2.0–8.7) and sex trade involvement (ORadj =

2.4, 95% CI = 1.1–5.1) had a higher odds of reporting any

condom use in the past 6 months. (Table 2.) In the final

regression model including relevant demographics and

both multiple sex partners and sex trade involvement, only

multiple sex partners remained significantly associated

with condom use (ORadj = 3.6, 95% CI = 1.7–7.9).

Secondary analyses conducted to assess variables asso-

ciated with condom use by type of sex partner, main or

casual revealed that among those with a main sex partner,

having multiple sex partners was significantly associated

with condom use with the main partner (ORadj 2.5, 95%

CI = 1.0–6.0, P = .04). (Table 3.) Among those with a

casual partner, the effect of having multiple sex partners
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could not be evaluated as only 3 of 107 (2.8%) subjects

reported no multiple sex partners.

Discussion

Despite very high HIV/STI risk in this sample-43% with an

STI history and 15% HIV-infected, almost half of the par-

ticipants from this study of in-treatment substance users

reported no condom use. Such findings are not indicative of

Russian narcology patients as a whole, as the sample

excluded those sexually abstaining and those using condoms

consistently in the past 6 months, but the findings do indicate

that among those patients engaging unprotected sex, many

are not using condoms at all. Findings from the current study

support previous research from non-substance using Russian

samples which indicate low condom use in this population

(Bobrova et al. 2005; Vannappagari 2004; World Health

Organization 2005), but do indicate greater condom use

among substance users. Nonetheless, greater efforts remain

needed to promote condom use in Russia, particularly among

at risk populations such as those in substance use treatment.

Table 1 Demographics, HIV/

STI history, risky sexual and

substance use behaviors among

narcology hospital patients in

St. Petersburg, Russia

(N = 178)

Characteristic % For

total sample

% Reporting

any condom use

by characteristic

Chi-square

(df), P-value

Sex

Male 75.8 54.1 .22 (1), .64

Female 24.2 58.1

Employment status

Employed 49.4 46.6 5.04 (1), .02

Unemployed 50.6 63.3

Level of education

\High school education 6.2 54.6 .001 (1), .97

CHigh school education 93.8 55.1

Marital status

Married 33.1 49.2 1.24 (1), .26

Single/divorced/widowed 66.9 58.0

Sexual orientation

Heterosexual/straight 96.1 54.4 .79 (1), .37

Gay/lesbian/bisexual 3.9 71.4

HIV/STI history

STI history

Yes 42.7 51.3 .75 (1), .39

No 57.3 57.8

HIV-serostatus

Positive 14.6 61.5 .52 (1), .47

Negative 85.4 54.0

Risky sexual behavior

Multiple sex partners

Yes 69.1 65.0 16.04 (1), \ .0001

No 30.9 32.7

Sex trade

Yes 27.0 72.9 8.47 (1), .004

No 73.0 48.5

Substance use

At risk alcohol use

Yes 64.0 49.0 3.13 (1), .08

No 36.0 62.2

Injection drug use

Yes 39.5 64.3 3.73 (1), .05

No 60.5 49.5
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Importantly, those participants with a history of HIV/

STI diagnosis were no more likely to report condom use.

Such findings may be a consequence of low HIV risk

perceptions related to sexual behaviors, as they correspond

to other Russian research indicating low HIV risk percep-

tions among STI clinic patients (Benotsch et al. 2004).

Those reporting recent injection drug use, which for the

majority involved sharing of needles, also were no more

likely to use condoms. This finding was particularly strik-

ing given high rates of HIV among IDUs. A recent study

from St. Petersburg, the site of this study, indicates that

30% of IDUs in the city are HIV-infected (Shaboltas et al.

2006); further, cross-national research has found higher

HIV risk perceptions with regard to injection drug use and

yet greater use of needle sharing among Russian compared

to US IDUs (Ksobiech et al. 2005). Overall, these findings

suggest that HIV risk among Russian substance users may

be affecting injection drug use but not sexual behaviors.

Greater focus on sexual risk and risk reduction among

IDUs is likely needed to address the HIV epidemic in

Russia, given recent findings from St. Petersburg IDUs that

document higher rates of HIV among those reporting a

greater number of partners as well as among females

reporting sex trade involvement (Kozlov et al. 2006).

Condom use was found to be linked with other sexual

practices in this study; specifically, multiple sex partners in

the past year and sex trade involvement. These findings are

consistent with those seen with US substance using

samples (Bogart et al. 2005; Kwiatkowski et al. 1999;

Shlay et al. 2004). Given previous evidence of condom use

in Russia primarily being used for pregnancy rather than

STI prevention (Bobrova et al. 2005; Vannappagari 2004),

Table 2 Adjusteda logistic regression analyses to assess the associ-

ations between risky sex and substance use behaviors and STI/HIV

diagnosis with any condom use in the past 6 months among narcology

hospital patients in St. Petersburg, Russia (N = 178)

ORadj (95% CI)

Multiple sex partners 4.2 (2.0–8.7)

Yes

No

Sex trade 2.4 (1.1–5.1)

Yes

No

STI history 0.6 (0.3–1.1)

Yes

No

HIV-infected 0.9 (0.4–2.2)

Yes

No

At risk alcohol use 0.7 (0.3–1.7)

Yes

No

IDU history 1.0 (0.5–2.3)

Yes

No

a Adjusted analyses control for age, gender and marital status

Table 3 Adjusteda logistic

regression analyses to assess the

associations between risky sex

and substance use behaviors and

STI/HIV diagnosis with main

sex partner condom use

(n = 125) and with casual sex

partner condom use (n = 107)

in the past 3 months, among

narcology hospital patients in

St. Petersburg, Russia

a Adjusted analyses control for

age, gender and marital status
b Analysis not conducted, as

only 2.8% (3/107) of those

reporting sex with casual sex

partners in the past 3 months

reported no multiple sex

partners

Any condom

use with main

partner (%)

ORadj (95% CI) Any condom use

with casual

partner (%)

ORadj (95% CI)

Multiple sex partners 2.5 (1.0–6.0) N/Ab

Yes 41.0 51.9

No 21.3 0

Sex trade 1.2 (0.5–3.1) 1.1 (0.5–2.6)

Yes 42.9 55.8

No 30.9 46.9

STI history 1.7 (0.8–3.9) 0.5 (0.2–1.1)

Yes 42.9 45.8

No 26.1 54.2

HIV-infected 1.0 (0.3–3.2) 0.4 (0.1–1.5)

Yes 42.9 46.7

No 32.4 51.1

At risk alcohol use 0.4 (0.1–1.2) 1.6 (0.5–4.6)

Yes 22.0 44.4

No 43.9 59.1

IDU history 1.3 (0.5–3.2) 0.7 (0.3–2.0)

Yes 43.1 57.5

No 27.4 47.0

AIDS Behav (2009) 13:310–317 315

123



motivation for use in these contexts is unclear. Regardless,

exploratory analyses further indicate that the association

between multiple sex partners and condom use holds true

for main partners. Although, this association may also be

the case for casual relationships, it could not be established

in the current study due to too few participants reporting

only one casual sex partner.

While the current findings contribute to our growing

understanding of the HIV epidemic in Russia, this study has

several limitations. The cross-sectional design reflecting a

single point in time limits the ability to establish causality.

Reliance on self-report for behavioral risk variables poten-

tially results in social desirability and recall biases. Recall

bias was minimized by using short timeframes for behavior

assessment (i.e., past 1–6 months prior to hospitalization).

Social desirability bias was mitigated by use of the ACASI

technology to assess risk behavior; such a bias typically

results in an underestimate rather than overestimate of risk

behavior and STI prevalence (Newman et al. 2002).

Conclusion and Implications

Among substance dependent patients in Russia, condom

use is low and does not appear to be associated with some

of the important risk factors for HIV infection. The fact

that condom use behaviors are affected in the context of

steady relationships when the substance-using individual

has multiple other sex partners, suggests that some sexual

risk reduction education is reaching this population and

could be further reinforced with proper intervention. Fur-

ther, this study demonstrates that narcology treatment

settings are an important venue in which HIV intervention

could occur. Overall, this study demonstrates that sexual

risk among alcohol and drug dependent patients in Russia

specifically is an important HIV prevention issue meriting

research and clinical attention.
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Abstract
The purpose of this study was to assess the association between binge alcohol use and unprotected
sex in Russian substance users. Participants (N=181) were narcology hospital patients assessed on
demographics, alcohol use, risky sex, and STD/HIV diagnoses. Adjusted GEE logistic regression
analysis examined the association between binge drinking and same day unprotected sex across each
of the past 30 days, per participant (N=5430 observations). Participants were age 18–55 years, 75%
male, and 64% binge drinking. Sex trade was reported by 27%; history of STDs by 43%; and HIV
by 15%. One-fourth of daily observations included sex; 88% of these involved unprotected sex. Binge
drinking was not associated with same day unprotected sex (ORadj=1.0, 95% CI=0.7–1.4, χ2 (1,
N=5219)=0.01, ns). Findings document substantial HIV/STD risk and prevalence among Russian
narcology patients, but no link between binge drinking and unprotected sex in this population,
possibly due to very low rates of condom use generally.

Keywords
unprotected sex; condom use; alcohol

INTRODUCTION
HIV infection was rare in Eastern Europe in the mid-1990’s, but its prevalence has been
increasing in the past decade. AIDS deaths in this region doubled between 2003 and 2005
(1). The Russian Federation (heretofore referred to as Russia) currently has the largest number
of HIV cases in all of Europe (1). At the heart of the Russian epidemic is the large number of
young injection drug users (IDUs), primarily in urban centers (1). Data from early 2004
indicated that 80% of all officially reported cases in the country were transmitted by injection
drug use (1). However, sexual transmission of HIV in Russia is rapidly increasing; 25% of
HIV infections were attributable to sexual contact in 2004, compared to 6% in 2001 (1). Further,

Contact Information: Anita Raj, Ph. D, 715 Albany Street Talbot Building, Boston University School of Public Health, Boston, MA
02118, Phone: (617) 838-6467, Fax: (617) 638-4483, Email: anitaraj@bu.edu.

NIH Public Access
Author Manuscript
Subst Abus. Author manuscript; available in PMC 2009 October 6.

Published in final edited form as:
Subst Abus. 2009 ; 30(3): 213–222. doi:10.1080/08897070903040923.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



clinical and epidemiologic data indicate that sexual transmission of HIV infection in this region
may be the most rapidly increasing of all HIV infection transmission risk behaviors (2).

Sexual transmission of HIV infection within Russia is assumed to result from HIV-infected
IDUs engaging in unprotected sex, bridging the epidemic to non-IDU populations. Studies
with IDUs recruited from urban centers within Russia have found that the majority reports
recent sexual activity, multiple partners and non-condom use (3,4). The epidemic has been
propelled even further via the link between injection drug use and sex work, particularly for
female IDUs. A substantial proportion of female IDUs (37%) report having engaged in sex
work (5) and those engaging in sex work are more likely to report both risky injection drug
use and a history of sexually transmitted diseases, as compared with male IDUs or IDUs
reporting no history of sex work (6,7).

Some evidence from Russia raises the possibility that HIV may be spreading beyond IDUs and
sex workers and reaching those with alcohol dependence (8). Increased risk for HIV among
Russians with alcohol problems such as binge alcohol use would affect a substantial proportion
of the Russian population, as Russia has one of the highest per capita use of alcohol in the
world (5,9,10). The issue of a possible association between unsafe sex and alcohol use is
important as the Russian Longitudinal Monitoring Survey, which assesses behavior and health
with a representative sample of Russians aged 14–49 years, found that one-third of sexually
active participants engaged in alcohol use at last sexual episode (11). To better address how
alcohol may be linked to sexual risk within this population, research is needed to assess the
association between binge drinking and unprotected sex within the Russian context. Recent
research has examined sexual risk among IDUs in Russia (3,7) but not between binge alcohol
use and risky sexual behaviors. Nonetheless, studies from other countries suggest such a link
likely exists and is a concern for an expansion of the HIV epidemic to Russians engaging in
binge alcohol use. Studies in the United States and Western Europe indicate that binge drinkers
are more likely to engage in riskier sexual activities (e.g., multiple sex partners) and less likely
to use condoms generally (12,13). Further, there is some, albeit inconsistent, evidence that
excessive use of alcohol when engaging in sex reduces the likelihood of protected sex in that
episode (12,13).

In summary, research demonstrates that HIV is at epidemic proportions in Russia and that those
with substance abuse problems, specifically IDUs and perhaps binge drinkers, are at
disproportionate risk for acquiring the virus and spreading it to others. The Joint United Nations
Programme on AIDS recommends the use of sexual risk reduction interventions targeting
substance abusing populations as an important means to inhibit the ongoing epidemic in this
region (1). Development of such interventions will require more understanding of how
substance use behaviors are linked to unprotected sex within a Russian treatment population
than that provided by the current literature. This study seeks to build upon the growing body
of work in the area of substance use and sexual risk in Russia by assessing the association
between binge alcohol use and unprotected sex among Russian narcology hospital patients
diagnosed with alcohol and/or drug dependence.

METHODS
Study Design & Subject Recruitment

Data for this research came from the Russian PREVENT (Partnership to Reduce the Epidemic
Via Engagement in Narcology Treatment) study, a randomized controlled trial (RCT) of an
HIV behavioral intervention in narcology hospital in-patients in Russia. The PREVENT study
included alcohol and/or drug-dependent men and women recruited from 2 narcology hospitals
in the vicinity of St. Petersburg Russia: a) the Leningrad Regional Center for Addictions
(LRCA) and b) the Medical Narcology Rehabilitation Center (MNRC). Narcology hospitals
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are a standard setting for drug and alcohol dependent persons in Russia and Eastern Europe to
receive treatment. Typically, the hospitalization is 3 to 4 weeks in length and involves patients
undergoing detoxification and then receiving addiction treatment.

Participants for this study were recruited from October 2004 to April 2005. Trained physician
research associates approached all patients after initial detoxification and assessed them for
study eligibility. Eligible participants were 18 years or older, reported unprotected vaginal or
anal sex in the past 6 months, and had a primary diagnosis of alcohol or drug dependence.
Additional study entry criteria were the following: abstinence from alcohol and other abusive
substances for 48 hours; willingness to undergo HIV testing as per standard narcology hospital
protocol if not known to be HIV-infected; willingness and able to provide contact information
for themselves as well as a relative or close friend through whom they could be contacted;
residing within 150 kilometers of St. Petersburg; and possessing a home telephone. Individuals
who were not fluent in Russian or demonstrated severe cognitive impairment as assessed by
the research associate’s clinical judgment at recruitment were excluded from the study. All
eligible subjects provided written informed consent prior to study enrollment.

Procedure
Immediately subsequent to recruitment and eligibility assessment, all participants provided
written informed consent and received their baseline survey, which assessed demographics,
HIV risk behaviors, substance use behaviors and other key health indicators. At baseline, while
subjects were in the narcology hospitals, HIV risk behavior questions were administered by
both a face to face research associate interview as well as through an Audio Computer-Assisted
Self Interviewing (ACASI) system. ACASI removes the interviewer and, therefore, allows
additional privacy, minimizes literacy issues, encourages truth telling, and provides an identical
recording of each question; using this system has been shown to enhance the quality of self-
report behavioral assessments, to maintain confidentiality, and to provide an acceptable method
for collecting self-reports of HIV risk behavior (14). All interviews were conducted in Russian,
and participants were compensated US$5 for the baseline assessment. The current analyses
include data collected at the baseline assessment.

Measures
Demographics including age, gender, marital status, education and employment were assessed
via single survey items.

Main Independent Variable—Our main independent variable, daily binge alcohol use, was
collected using a Timeline Followback (TLFB) approach (15,18). Participants noted the
number of drinks they had in each of the past 30 days prior to hospitalization; daily binge
alcohol use was defined as having 5 or more drinks per day for men, 4 or more for women.
Additional data collected included substance use condition, based on the diagnosis received at
the narcology hospital, and injection drug use and risky injection drug user (“sharing needles
or works”) in the past 6 months, assessed via single items from the Risk Assessment Battery
(RAB) (19).

Outcomes—Our primary outcome variable, unprotected sex, was based on a TLFB
assessment in which participants were asked the number of times they had vaginal or anal sex
and if a condom was used in each of the past 30 days prior to hospitalization. Unprotected sex
was modeled as a dichotomous outcome where subjects were categorized as either having an
unprotected sex episode (any anal or vaginal sex without a condom on a given day) or having
no unprotected sex (using a condom during all anal or vaginal sex on a given day or having no
anal or vaginal sex) for each of the past 30 days. For descriptive purposes, we also assessed
number of times unprotected vaginal or anal sex occurred with all primary and all casual
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partners in the past 3 months via separate survey items. A primary sex partner was defined as
“the person you have sex with most often and regularly and/or the person with whom you feel
most attached,” and casual partners were defined as “people you have sex with less frequently
and with whom you do not consider yourself in a steady relationship.”

Covariates—HIV behavioral risk factors (i.e., multiple sex partners, sex trade involvement,
and recent risky injection drug use) were covariates in analyses and assessed via survey items
from the Risk Assessment Battery (RAB). A single item asked participants the number of sex
partners in the past 6 months; multiple sex partners was defined as 4 or more partners due to
the large proportion of the sample reporting this behavior. Two additional RAB items with
dichotomous responses were used to assess buying sex with money or drugs (buying sex) and
selling sex for money or drugs (selling sex) in the past 6 months. Two dichotomous RAB items
also assessed recent injection drug use and recent risky injection drug use. The first item asked
whether the participant engaged in injection drug use in the past 6 months; the second asked,
for those reporting yes on item one, whether they had shared needles or works when injecting
drugs in the past 6 months.

STD/HIV diagnoses were included as covariates in analyses. Self-reported STD was assessed
by asking whether participants had ever been diagnosed with syphilis, gonorrhea, chlamydia,
genital warts, genital herpes, other STDs (defined to exclude HIV) or pelvic inflammatory
disease (women only); no positive response yielded a “no STD diagnosis” dichotomous
response. HIV serostatus was determined by HIV test results.

Data Analyses
Descriptive statistics were used to assess participants’ characteristics for the sample (N=181).
We also assessed bivariate associations between any binge drinking in the past 30 days with
demographics and HIV risk factors using Chi-square and t-tests as appropriate.

For the primary hypothesis, we assessed the association between binge drinking and
unprotected sex across each of the past 30 days per participant. Thus each of the 181 subjects
could contribute a maximum of 30 observations to the analyses, resulting in N=5430
observations for the repeated measures analyses. We used generalized estimating equations
(GEE) logistic regression models to examine the association between binge drinking and
unprotected sex on the same day for each observation, adjusting for potential confounding
factors: demographics (age, marital status, gender), HIV serostatus, and HIV risk factors
(multiple partners, same sex partners, sex trade involvement, no primary partner, injection drug
use and STD history). The GEE approach was used to adjust for the correlation due to analyzing
repeated measures from the same subject (20).The empirical standard errors from the GEE
approach were used for all analyses. The primary analyses utilized all available observations
(N=5430). Secondary analyses were also conducted that excluded observations in which sex
was not reported (N=1535). All analyses were conducted using two-sided tests and a
significance level of 0.05. Note: Data presented in the results include and indicate whether they
come from unique subjects (N=181) or if they include repeated observations from the same
subject (N=5430).

RESULTS
Subject Characteristics

Study participants (N=181) were age 18–55 years (mean age 33.2 years), predominantly male
(75%) and unmarried (67%). Although almost all had graduated from high school (94%), only
half were employed. Nearly everyone (99%) identified as heterosexual; however 9% reported
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having been with at least 1 same sex partner in the past 6 months, with women being more
likely to report a same sex partner than men.

Substance Abuse Behaviors and Diagnosis, Unprotected Sex, and HIV Risk Factors
Almost three-quarters of our sample (72%) reported alcohol use in the past 30 days; 64%
reported binge drinking in this same period. The 181 study subjects contributed a total of 5430
observations from the TLFB. Among the 5400 observations, 37% reported alcohol use
(n=2020); 83% of these involved binge drinking (n=1669/2020). Recent injection drug use was
reported by 40% of the sample. These findings are consistent with subjects’ clinical diagnoses,
which indicate that 60% of this sample is alcohol-dependent, 32% heroin dependent, and 8%
both alcohol and heroin dependent. (Table I)

Three-fourths of participants reported having a primary sex partner, and 67% reported having
a casual sex partner. Among those reporting recent involvement with a primary partner
(n=136), 88% engaged in unprotected vaginal sex and 17% in unprotected anal sex with this
type of partner. Among those reporting recent involvement with a casual partner (n=121), 76%
engaged in unprotected vaginal sex and 8% in unprotected anal sex with this partner. (Table
I) TLFB data demonstrated that, among the 5430 observations, 28% included at least one
episode of either vaginal or anal sex (n=1535); 88% of these involved unprotected sex
(n=1345/1535). Sex with 2 or more partners in the past 6 months was reported by 70% of the
sample; 26% had been with 4 or more sex partners in the past 6 months. More than 1 in 4
participants (27%) reported sex trade involvement--19% had bought sex and 12% had sold sex.
One third of participants (31%) had engaged in recent risky IDU; notably, this is the majority
of those engaging in recent IDU (78%, 55/72). Consistent with these risks, high rates of HIV
and STD were observed in this sample; almost half (43%) had a history of other STDs, and a
substantial minority (15%) was HIV-infected. (Table I)

Bivariate Associations with Binge Drinking
Participants reporting binge alcohol use in the past 30 days were significantly more likely to
be older, male, and employed, compared with non-binge drinkers, and they were also
significantly less likely to be engaging in injection drug use, have a history of STDs, and be
HIV-infected. (Table II)

Associations Between Binge Drinking and Same Day Unprotected Sex Across Each of the
Past 30 Days, Per Participant

Repeated measures analyses of daily observations indicated no association between binge
drinking and same day unprotected sex in either unadjusted (OR=1.0, 95% CI=0.8–1.3, χ2 (1,
N=5219)=0.01, ns) or adjusted analyses controlling for demographics and HIV risk factors
(ORadj =1.0, 95% CI=0.7–1.4, χ2 (1, N=5219)=0.01, ns). (Table III) In analyses restricted to
observations where sex was reported, the association between binge drinking and unprotected
sex remained non-significant (ORadj =1.0, 95% CI=0.5–1.7, χ2 (1, N=1451)=0.02, ns). (Table
IV)

Notably, the multivariable model of daily observation did indicate associations between other
factors and unprotected sex. (Table III) The odds of an unprotected sex observation were
significantly higher among those having a primary partner (ORadj=2.9, 95% CI=1.7–4.7, χ2

(1, N=5219)=15.65, <0.001) and those having 4 or more sex partners in the past 6 months
(ORadj=2.2, 95% CI=1.4–3.2, χ2 (1, 5219)=9.89, <0.01); the odds of an unprotected sex
observation were significantly lower among those who had purchased sex in the past 6 months
(ORadj=0.5, 95% CI=0.4–0.8, χ2 (1, 5219)=7.84, <0.01). (Table III) In the model restricted to
observations where sex was reported, the effects of having a primary partner, having 4 or more
sex partners, and purchasing sex were attenuated and no longer statistically significant. (Table
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IV) Neither of the multivariable observation models detected associations between HIV/STD
infection, selling sex, or recent risky IDU and unprotected sex.

DISCUSSION
Despite reported associations between alcohol use and unsafe sex in the medical literature
(21,23) in this Russian cohort of narcology hospital patients with unsafe sex in the past 6-
months, binge drinking was not associated with an increased odds of same day unprotected
sex. These findings are similar to other event specific studies of substance use and unprotected
sex in US adolescents (24,26). The absence of an association in this study may reflect a reality
that binge alcohol use does not impact unsafe sex in this population, however, another
possibility must be considered: the impact of alcohol may be difficult to detect when 88% of
daily observations in which sex occurs do not include condoms.

Currently, condoms in Russia are primarily used for pregnancy prevention and not, as yet, for
prevention of sexually transmitted infections (11). However, as condom use becomes more
normative in the Russian population, an impact of binge alcohol use may become evident.
These data suggest that binge alcohol use, in a setting in which condom use is the exception,
rather than the rule, is not a major issue for the promotion of the use of condoms. Nonetheless,
as the HIV epidemic in Russia gains greater recognition in general, condom use will increase
and the uptake of condoms may occur differentially between those with risky alcohol use and
without such alcohol use behavior. Of note is the fact that for this sample, alcohol use
predominantly meant binge alcohol use, with 83% of alcohol use incidents involving binge
drinking levels.

In addition to binge drinking, no significant association was observed between the following
variables and an observation of unprotected sex: HIV seropositive status, recent risky IDU,
and history of STD diagnosis. However, we did observe higher odds of an unprotected sex
observation among those reporting 4 or more sex partners and those who did not purchase sex
in the past 6 months, as well as those with a primary partner. Notably, these significant
associations with unprotected sex were lost when the model was limited to observations in
which sex occurred, suggesting that these variables may be associated with having sex, rather
than with an unprotected sex episode. Overall these findings demonstrate substantial HIV risk
and pervasive unprotected sex among Russian narcology patients, with unprotected sex being
no less likely among those with greater HIV risk.

These risk-specific findings are substantially different from those seen in the United States.
Substance using and clinical samples from the United States demonstrate greater condom use
among those with multiple sex partners, recent risky injection drug use and sex trade
involvement (27,29). However, unprotected sex being more common among those with
primary partners is consistent with US research (27,29) as well as with that seen in the general
Russian population (11). Lack of significant findings in the model only including observations
in which sex occurred may again be indicative of condom use simply not being normative in
any Russia populations and more typically being used as a means of pregnancy prevention
(11). These findings clearly speak to the need for better condom promotion in Russia generally
and particularly among those in drug and alcohol treatment.

Risky sexual behaviors were remarkable for the cohort overall, especially compared with the
general Russian population. Whereas 13% of sexually active Russians from a nationally
representative sample reported 2 or more partners in the past year, 26% in this cohort reported
4 or more partners in the past year. Another dimension of risky sexual behavior is the high
proportion involved in sex trade, an activity reported by 27% of this sample. While sex trade
involvement has been discussed among Russian IDUs (5,7), it has not received as much focus
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among binge drinkers in treatment; our study demonstrates that sex trade involvement is as
likely for binge drinkers as IDUs. Future research to understand and address HIV risk among
Russians in substance abuse treatment should consider multiple sex partners and sex trade
involvement by alcohol dependent patients as well as IDUs in order to better address the
epidemic in this clinical population.

While the current findings contribute to our growing understanding of the HIV epidemic in
Russia, there are several limitations of the study. The study was observational at a single point
in time which limits our ability to establish causality; however, the associations found do inform
us regarding levels of HIV risk in sexually active Russian narcology hospital patients.
Assessments were limited as they did not provide information on relative timing of same day
binge alcohol use and unprotected sex; information on which occurred first and whether they
occurred within the same relative period of the day was not collected. Additionally, reliance
on self-report for behavioral risk variables potentially results in social desirability and recall
biases on these, although, recall biases are likely minimal as timeframes for behavior
assessment were short (i.e., past 1 to 6 months prior to hospitalization). We attempted to
mitigate social desirability bias by use of the ACASI technology to assess risk behavior; such
a bias typically results in an underestimate rather than overestimate of risk behavior and STD
prevalence (14). Use of a single city in Russia and 2 narcology treatment sites for recruitment
may also limit generalizablity of findings to other narcology hospital settings.

CONCLUSION and IMPLICATIONS
Sexual risk among alcohol and drug dependent patients is an important public health issue
meriting research and clinical attention. While the hypothesized association between binge
drinking and same day unprotected sex was not observed, findings did demonstrate substantial
HIV risk for binge drinkers in treatment, as well as non-binge drinkers, a group that was
predominantly IDUs. The exceedingly low condom use among a population at substantial risk
for acquiring and transmitting HIV is alarming. The finding that episodes of unprotected sex
are more common among some of those at greater risk for HIV infection, specifically those
with a greater number of sex partners is of concern. These findings demonstrate that narcology
treatment settings are an important venue in which HIV intervention could occur, and such
intervention should not only promote condom use but guide patients to understand how their
sexual behaviors increase risk for both acquiring and transmitting HIV. Efforts to address the
HIV epidemic in Russia should address sex risk behaviors in the alcohol abusing population
as well as among IDUs.
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Table I
Substance use behaviors and diagnosis, unprotected sex behaviors and HIV risk
factors at baseline for narcology hospital patients enrolled in a sex risk reduction
RCT in St. Petersburg, Russia (N=181)

Total Sample
% (n)

SUBSTANCE USE BEHAVIORS AND DIAGNOSIS

Any Alcohol Use, Past 30 Days 72% (130)

Binge Drinking, Past 30 Days 64% (116)

IDU, Past 6 Months 40% (72)

Substance Abuse Diagnosis

   Alcohol-Dependent 60% (108)

   Heroin-Dependent 32% (58)

   BothAlcohol and Heroin-Dependent 8% (15)

UNPROTECTED SEX

Any Unprotected Sex - Primary Sex Partner, past 3 monthsa

   Unprotected Vaginal Sex 88% (119)

   Unprotected Anal Sex 17% (23)

Any Unprotected Sex - Casual Sex Partner, past 3 monthsb

   Unprotected Vaginal Sex 76% (92)

   Unprotected Anal Sex 8% (10)

HIV RISK PROFILE

Two or More Sex Partners 70% (126)

Four or More Sex Partners 26% (47)

Any Sex Trade 27% (49)

Buy Sex 19% (34)

Sell Sex 12% (21)

Recent IDU 40% (72)

Recent Risky IDU 31% (55)

STD History 43% (77)

HIV-infected 15% (27)
a
Of our 181 participants, 136 (75.6%) reported a primary partner and were then asked questions about sex with a primary partner in the past 3 months.
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b
Of our 181 participants, 121(66.9%) reported a casual partner and were then asked questions about sex with a secondary partner in the past 3 months.
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Table II
Baseline demographics and HIV risk factors for binge drinkers (n=116) and non-
binge drinkers (n=65) enrolled in a sex risk reduction RCT in St. Petersburg, Russia
(N=181) (stratified by binge drinking)

Binge Drinkersa
(n=116)

%(n)

Non-Binge Drinkers
(n=65)
% (n)

Test statistic,
degrees of freedom,

p-value

DEMOGRAPHICS

Age Range and Meanb 22–55; 36.0 (9.0) 18–55; 28.1 (7.2) t(181)= −6.02, 1, <.001**

Gender

  Male 83% (96) 60% (39) 11.38, 1, <.001**

  Female 17% (20) 40% (26)

Full-time Employed 65% (75) 22% (14) 30.99, 1, <.001**

High School Graduate 94%(108) 94% (61) 0.00, 1, .97

Married 36% (42) 28% (18) 1.36, 1, .24

Primary Partner 71% (82) 83% (54) 3.12, 1, .08

Same Sex Partners 9% (10) 11% (7) 0.23, 1, .63

HIV RISK PROFILE

Two or More Sex Partners 72% (83) 66% (43) 0.57, 1, .45

Four or More Sex Partners 28% (33) 22% (14) 1.03, 1, .31

Any Sex Trade 24% (28) 32% (21) 1.41, 1, .24

Buy Sex 17% (20) 22% (14) 0.50, 1, .48

Sell Sex 9% (10) 17% (11) 2.80, 1, .09

Injection Drug Use (IDU) 13% (15) 89% (57) 99.61, 1, <.001**

  Risky IDUc 10% (11) 69% (44) 67.67, 1, <.001**

STD History 31% (36) 63% (41) 17.50, 1, <.001**

HIV-infected 8% (9) 28% (18) 13.04, 1, <.001**

a
Any binge drinking in the past 30 days.

b
Range and Mean (Standard Deviation) are provided for this continuous variable.
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c
Sample size used for this variable is N=72 injection drug users.

*
p <.05.

**
p < .01.

Subst Abus. Author manuscript; available in PMC 2009 October 6.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Raj et al. Page 14

Table III
Adjusted odds ratios for unprotected sex from multivariable logistic regression analyses (N=5430).

Independent Variable Adjusted Odds Ratio (95%
Confidence Interval)

Score χ2, degrees of freedom, p-
value

Binge Drinking 1.01 (0.74–1.38) 0.01, 1, 0.94

Married 1.19 (0.72–1.97) 0.46, 1, 0.50

Female 1.18 (0.70–1.99) 0.37, 1, 0.54

Agea 0.83 (0.67–1.03) 2.84, 1, 0.09

Employed 0.76 (0.48–1.89) 1.40, 1, 0.24

Same Sex Partners 1.89 (0.90–3.99) 1.99, 1, 0.16

Primary Partner 2.85 (1.73–4.72)** 15.65, 1, <0.0001

Buy Sex 0.54 (0.36–.80)** 7.84, 1, 0.005

Sell Sex 0.70 (0.35–1.41) 1.01, 1, 0.31

Multiple Sex Partners (4+) 2.15 (1.42–3.24)** 9.89, 1, 0.002

Recent Risky IDU 1.46 (0.85–2.50) 1.92, 1, 0.16

STD Ever 0.73 (0.49–1.09) 2.34, 1, 0.13

HIV-infected 0.64 (0.31–1.35) 1.43, 1, 0.23

Note. N represents the total number of observations. Generalized estimating equations (GEE) were used to fit the logistic regression models

a
Odds ratio corresponds to a 1 standard deviation (9.2 year) increase in age.

*
p<.05.

**
p<.01.
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Table IV
Adjusted odds ratios for unprotected sex from multivariable logistic regression analyses including only observations
in which sex occurred (N=1535).

Independent Variable Adjusted Odds Ratio (95%
Confidence Interval)

Score χ2, degrees of freedom, p-
value

Binge Drinking 0.96 (0.54–1.71) 0.02, 1, 0.90

Married 0.95 (0.36–2.52) 0.01, 1, 0.92

Female 1.02 (0.34–3.07) 0.00, 1, 0.97

Agea 1.38 (0.86–2.22) 1.78, 1, 0.18

Employed 1.68 (0.72–3.93) 1.46, 1, 0.23

Same Sex Partners 1.16 (0.33–4.11) 0.05, 1, 0.82

Primary Partner 2.01 (0.89–4.53) 2.63, 1, 0.01

Buy Sex 0.76 (0.32–1.80) 0.36, 1, 0.55

Sell Sex 0.74 (0.24–2.24) 0.29, 1, 0.59

Multiple Sex Partners (4+) 0.96 (0.49–1.88) 0.01, 1, 0.91

Recent Risky IDU 0.72 (0.24–2.12) 0.33, 1, 0.56

STD Ever 0.95 (0.43–2.11) 0.01, 1, 0.91

HIV-infected 0.83 (0.83–3.84) 0.06, 1, 0.81

Note. N represents the total number of observations. Generalized estimating equations (GEE) were used to fit the logistic regression models

a
Odds ratio corresponds to a 1 standard deviation (9.2 year) increase in age.

*
p<.05.

**
p<.0.
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a b s t r a c t

Background: Studies on the mechanisms of the association between illicit drug use and HIV/STI provide
important insight into why there are disproportionate rates of HIV/STI among heterosexual African Amer-
ican men; far less work has been conducted to examine the associations between binge alcohol use and
HIV/STI risks in this population.
Objective: To assess whether binge alcohol use is associated with risky sexual behaviors and recent HIV/STI
diagnosis among heterosexual African American men reporting multiple sex partners in the past year.
Methods: Participants (n = 672) were heterosexually active African American men age 18–65 years
recruited from urban health centers and clinics in Boston, MA, and who participated in a health sur-
vey. Logistic regression analyses were used to assess associations between past 30 day binge drinking
and the following outcome variables: unprotected sex, six or more sex partners in the past year, sex
trade involvement, and past 6 month HIV/STI diagnosis. Analyses were adjusted to control demographics,
incarceration history, illicit drug use, and injection drug use.
Results: Significant associations were observed between binge alcohol use and unprotected vaginal sex
with non-main female partners (AOR = 1.7, 95% CI = 1.2–2.3), unprotected anal sex with non-main female
partners (AOR = 2.3, 95% CI = 1.4–4.0), sex trade involvement (AOR = 2.1, 95% CI = 1.3–3.5), and recent

HIV/STI diagnosis (AOR = 1.9; 95% CI = 1.05–3.6).
Conclusion: Heterosexual African American men engaging in binge alcohol use may be at increased risk
for HIV/STI; findings support the need for integrating alcohol risk reduction into HIV prevention programs
targeting this population.
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. Introduction

Recent data from the United States (US) Centers for Disease Con-

rol and Prevention document that new HIV infections in the US
re 40% greater than originally thought (56,300 new infections per
ear), and African Americans, though only 13% of the US population,
ccount for 45% of these new infections (Hall et al., 2008; Centers
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for Disease Control and Prevention, 2008). Although African Ameri-
can MSMs remain the population at greatest risk for HIV/AIDS (Hall
et al., 2008), 22% of HIV-infected African American males acquired
the virus via heterosexual transmission (Centers for Disease Control
and Prevention, 2008). Notably, 66% of US men who acquired HIV
heterosexually are African American (Centers for Disease Control

and Prevention, 2007). High rates of heterosexual HIV in this pop-
ulation are likely linked to their disproportionate representation in
US STI cases (Centers for Disease Control and Prevention, 2006);
STI-infected men (and women) are at heightened risk for acquiring
HIV (Freeman et al., 2006; Fleming and Wasserheit, 1999; Cohen,
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998). Condom use has been identified as the most effective means
f preventing HIV and some STIs among those who are sexually
ctive, and as such, is recommended broadly to reduce HIV/STI risk
cross populations (Sangani et al., 2004). However, condom use
s actually greater among African American compared with White

ales (Eaton et al., 2006), and racial/ethnic disparities in HIV/STI
ersist (Centers for Disease Control and Prevention, 2006, 2007,
008). Other factors must be explored to understand what propels
he HIV/STI epidemics in African American communities despite
igher rates of condom use.

Both binge alcohol and illicit drug use have been identified as
isk factors associated with HIV/STI diagnosis among with hetero-
exual African American males; notably, unprotected sex appears
ot to be associated with HIV/STI diagnosis in this population
Adimora et al., 2006a, 2006b; Raj et al., 2008). Such findings

ay best be explained by other risky sexual practices linked with
ubstance use. In terms of illicit drug use, a number of studies indi-
ate that such use, particularly crack/cocaine use, increases African
merican males’ involvement in concurrent and multiple sex part-
ering as well as sex trade, risky sexual behaviors which are in
urn associated with HIV/STI (Adimora et al., 2001, 2003, 2004,
006a, 2006b; Adimora and Schoenbach, 2002, 2005; Braithwaite
nd Stephens, 2005; Essien et al., 2005; Jones, 1997; Lane et al.,
004a, 2004b; Whitehead, 1997). Those engaging in heavier illicit
rug use appear additionally to be more likely to engage in unpro-
ected sex (Braithwaite and Stephens, 2005; Raj et al., 2007; Rasch
t al., 2000).

These risky sexual behaviors, and the illicit drug use related to
hem, are more common among African American men contend-
ng with social marginalization (i.e., poverty, homelessness) and a
istory of incarceration (Adimora et al., 2001, 2003, 2004, 2006a,
006b; Adimora and Schoenbach, 2002, 2005; Cooke, 2004; Essien
t al., 2005; Jones, 1997; Lane et al., 2004a, 2004b; Whitehead,
997). Overall, these findings indicate that unprotected sex in isola-
ion is not propelling the HIV epidemic among heterosexual African
merican men. However, among those men engaging in illicit drug
se, unprotected sex does occur, and it occurs in the context of
ultiple partnering and sex trade involvement and within a cli-
ate of social risk. Hence, even if fewer unprotected sex episodes

ccur, exposure opportunities are greater for these more socially
ulnerable men contending with illicit drug use.

The above findings provide important insight into the impact
f illicit drug use on HIV/STI risk heterosexual African American
en. However, such research on the role of binge alcohol use in

his population is more limited. Alcohol use may be heightening risk
or HIV/STI among heterosexual African American men by imped-
ng their condom use at sexual incidents, however, it could also,
ike illicit drug use, be a marker or a risk factor for other risky
exual behaviors, such as multiple partnering and sex trade involve-
ent (Collins et al., 2005; Corte and Sommers, 2005; Maisto et

l., 2004). Research directly assessing associations between alcohol
se and HIV/STI risks among exclusively or predominantly het-
rosexual samples of African American males has been limited to
ubstance using or prison populations and reveals mixed findings.
lcohol was associated with multiple partnering and unprotected
ex among African American crack users (Rasch et al., 2000), but
ot among detoxification patients (Raj et al., 2007) or incarcer-
ted males (Braithwaite and Stephens, 2005). Research is needed
o needed to explore these issues with a more generalizable sam-
les of heterosexually at risk African American males, e.g., those not
xclusively substance using or currently incarcerated. The purpose

f this study is to assess associations between binge alcohol use
nd risky sex practices, as well as HIV/STI diagnosis, among hetero-
exually at risk African American men (i.e., men reporting multiple
emale sex partners), recruited from primary and urgent clinical
are.
endence 101 (2009) 101–106

2. Methods

2.1. Study population

Study participants were from the Black and African American Men’s Health Study
(BAAMH), a cross-sectional study of black/African American adult men at sexual risk
for HIV acquisition and/or transmission (n = 703). Participants were recruited from
primary care and urgent care clinics within community health centers and a large
teaching hospital; all recruitment sites were located in the Roxbury, Dorchester,
and South End neighborhoods in Boston, Massachusetts; these neighborhoods have
higher proportions of HIV/AIDS prevalence compared to that seen in the city as a
whole (Boston Public Health Commission, 2007). The study involved a 30–45 min
anonymous survey of participants on their sexual risk behaviors, demographics and
related social and health concerns.

2.2. Recruitment and sample size

Trained research staff approached African American men attending five collab-
orating health centers and clinics during designated recruitment days and times
from May 2005 to May 2006. Rotating days and times were used for recruitment
across sites to reduce potential sample biases attached to work schedules. Eligi-
ble participants were those aged 18–65 years and reporting sex with two or more
people in the past year; this latter criterion was used to obtain a more sexually at
risk sample. Men scoring less than 21 on the Folstein Mini-Mental Exam (Folstein
et al., 1975) were excluded from the study due to demonstrated cognitive impair-
ment. Among the 2331 men approached, 85% (n = 1988) agreed to be screened for
study eligibility. Of those screened (n = 1988), 47% (930) were eligible; 81% (n = 754)
of eligible men agreed to study participation. Those who were ineligible or those
who were eligible but refused participation were provided with local, low-cost or
free social and health service referrals, including referral to HIV/STI counseling and
testing, substance abuse treatment, batterers’ intervention programs, mental health
and trauma intervention, and job placement.

Of the 754 surveys collected, 51 (7%) were removed from further data analysis,
as data from these participants indicated that they did not meet study criteria. Fifty
participants did not respond to a question on number of sex partners; one participant
indicated that he did not meet the age eligibility criterion. Current analyses were
restricted to men reporting sex exclusively with women in the past year (n = 617);
thus, an additional 86 men (12%) were excluded from analyses.

2.3. Study procedure

Written informed consent was obtained from eligible participants who were
willing to complete the behavioral survey. After providing informed consent, par-
ticipants completed an audio computer-assisted self-interview (ACASI) that was
administered to obtain data on demographics, sexual risk histories, and related
health and behavioral risks. ACASIs took approximately 20–25 min to complete
and were administered in a private setting with a research staff member nearby
to respond to participant questions, if needed. ACASI rather than interviewer-
administered surveys were used due to evidence of more accurate responses to
sensitive questions being obtained via ACASI (Simoes et al., 2006; Rogers et al., 2005;
Abbey, 2005). Upon survey completion, all participants received $35 and low cost
or free social and health service referrals. This study was approved by the Insti-
tutional Review Boards of Boston University Medical Campus and the Centers for
Disease Control and Prevention. Additionally, a Federal Certificate of Confidentiality
was obtained to provide further protections for study participants.

2.4. Measures

Measures for this study were obtained via self-report on ACASI items and
included sociodemographics, sexual relationship characteristics, alcohol and illicit
drug use, risky sexual behaviors and HIV/STI diagnosis.

2.4.1. Sociodemographics
Age, main relationship involvement, US born, education, employment status,

homelessness, incarceration were assessed via single item measures. Although age
was obtained as a continuous variable, this variable was dichotomized based on
a median split due to skewed distribution. National origin was dichotomized to
reflect population born in the US and US territories. Education was categorized to
reflect whether the participant did not complete high school, received at least a
high school education or equivalent (diploma or GED), or received at least some
college. Employment was assessed by asking participants if they were unemployed,
employed part-time or employed full time. Homelessness was assessed by asking
where the participant was currently residing; those responding “on the streets” or
“homeless in a housing shelter” were defined as homeless. Incarceration history was

assessed via a single item on whether the participant had ever been to prison or jai
and whether such an incident had occurred in the past year.

2.4.2. Alcohol use
Any Alcohol Use and Binge Alcohol Use were calculated using the past 30-day

alcohol use questions from the Addiction Severity Index (ASI; McClellan et al., 1992).
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articipants reporting alcohol use in the past 30 days were classified as having
ngaged in Any Alcohol Use; all reporting alcohol use were asked the number of days
lcohol was used in the past 30 days. Additionally, binge alcohol use was assessed
ia an item on whether they had five or more drinks on an occasion, in the past 30
ays.

.4.3. Alcohol use and alcohol intoxication prior to sex and prior to unprotected
ex

These items assessed, via yes/no questions created for this survey, whether the
articipant drank alcohol and whether they drank to intoxication within 2 h prior
o vaginal or anal sex in the past 30 days; these items were each followed with an
ssessment of whether the participant used a condom the last time they engaged in
hat behavior.

.4.4. Illicit drug use
Illicit drug use was calculated using the drug use frequency questions from the

ddiction Severity Index (ASI; McClellan et al., 1992). Illicit drug use was assessed via
series of items on whether the individual used any of the following in the past 30
ays: marijuana, heroin, hallucinogens, cocaine, inhalants, ecstasy, non-prescribed
arbiturates, sedatives, opiates/analgesics and/or amphetamines. Those indicating
se of any of these substances within this timeframe were defined as having engaged

n illicit drug use. An additional item assessed whether injection drug use occurred
n the past 6 months, to provide the variable Any IDU.

.4.5. Unprotected Vaginal or Anal Sex with Main and Other (Non-Main) Female
artners

Any unprotected vaginal sex with a main female partner was constructed by ask-
ng the participant the number of times, in the past 90 days, they had penile–vaginal
ex to ejaculation with a main female partner and subtracting that response from
heir response to the number of times, in the past 90 days, they used a condom when
aving this type of sex with that partner. This same procedure was also used to assess
ny unprotected vaginal sex with other (non-main) female partners in the past 90
ays. The same questions (although specific to anal sex with main and non-main
artners) and procedures described above were also used to assess any unprotected
nal sex with a main female partner and any unprotected anal sex with other (non-
ain) female partners in the past 90 days. Due to highly skewed distributions, these

ariables were dichotomized as any versus no unprotected sex.

.4.6. Number of sex partners and sex trade involvement
Number of female sex partners was assessed by asking participants the number

f women with whom they had sex in the past year; due to skewed distribution,
his variable was dichotomized via a median split (less than six female partners in
he past year versus six or more female partners in the past year). Selling sex was
ssessed by asking participants if they had sold sex for drugs or money in the past

months, yes or no. Buying sex was assessed by asking participants whether or not

hey had given drugs or money to have sex with someone in the past 6 months, yes
r no. Due to a high correlation between these variables and very low prevalence of
elling sex, a summation score was created from these items and dichotomized to
rovide the Sex Trade Involvement variable.

able 1
emographic characteristics of the sample (African American men who have sex
ith women; n = 617) – Black and African American Men’s Health Study, Boston,

005–2006.

% (n)

ge* Mean age = 35.1 years (SD = 11.4)
S born 84.8% (523)

ducation
Less than high school completed 28.5% (176)
High school or GED completed 44.9% (277)
Some college or greater 26.6% (164)

mployment status
Unemployed 60.9% (376)
Employed part time 19.1% (118)
Employed full time 19.9% (123)
Currently in relationship with main partner 73.3% (452)
Homelessness (on streets on in shelter) 22.7% (140)

ncarceration history
Yes, in past year 26.1% (161)
Yes, but not in the past year 30.6% (189)
No, never 43.3% (267)

* As age is a continuous variable ranging from 18 to 65 years, mean and standard
eviation rather than % (n) were used.
ndence 101 (2009) 101–106 103

2.4.7. Recent HIV/STI diagnosis
Recent HIV/STI diagnosis was assessed by asking participants a series of items

on whether or not they had ever or in the past 6 months been diagnosed with
syphilis, gonorrhea, herpes or HPV (e.g., genital warts), or some other STI (unspec-
ified) by a health provider. They were also asked if they had ever been told by a
health care provider that they were HIV-positive and, if yes, when that occurred.
STI responses were summated and dichotomized to yield STI diagnosis ever and in
the past 6 months. HIV diagnosis was also created to yield ever and past 6-month
data.

2.5. Data analysis

Descriptive data were obtained for all study measures, including frequencies
on demographics, risky sexual behaviors and HIV/STI diagnoses, binge alcohol use
and binge alcohol use-related unprotected sex. Simple logistic regression analy-
ses were conducted to assess significant associations between binge alcohol use
and the dependent variables (unprotected vaginal sex, unprotected anal sex, sex
trade involvement, and HIV/STI diagnosis). Multivariate models were then cre-
ated to determine whether binge alcohol use was significantly associated with
the dependent variables, after controlling for potential confounders, including age,
homelessness, employment, current steady relationship involvement, incarceration
history, illicit drug use and IDU. Odds ratios and associated 95% confidence inter-
vals were used to assess effect sizes and significance for variables in the crude and
adjusted regression models.

3. Results

3.1. Sample characteristics

The majority of participants were unemployed (61%), and 23%
were homeless (see Table 1). The majority (73%) reported current
involvement in a steady relationship with a main partner, 88% of
these had been in this relationship for 6 months or more, 40% had
been in the relationship for 3 or more years.

3.2. Risky sexual behaviors and HIV/STI diagnosis history

In this sample of men reporting two or more female sex part-
ners in the past year, 45% (n = 279) reported six or more female sex
partners in the past year. (Note: Subsample sizes will be provided
in this section, as the data are not presented in a table.)

Almost all participants (93%, n = 581) reported vaginal sex with
a main female partner in the past 90 days; 53% of these (n = 324)
reported never using condoms for any of these sexual episodes.
More than one-third of participants (36%, n = 220) engaged in
anal sex with a main partner in the past 90 days; 23% of these

(n/n = 50/220) never used condoms in these contexts. The majority
of the sample (79%, n = 486) reported vaginal sex with other female
partners in the past 90 days; 21% of these never used condoms with
these partners. One-fifth of men (22%, n = 140) reported anal sex
with a non-main partner in the past 90 days; 24% reported never

Table 2
Prevalence of Alcohol use and alcohol use-related sexual behaviors reported by
African American men who have sex with women (n = 617) – Black and African
American Men’s Health Study, Boston, 2005–2006.

% (n)

Alcohol use, past 30 days
Any alcohol use 57.7% (423)
Mean number of days alcohol used Mean = 10.3 days (SD = 9.6)
Binge alcohol use 33.9% (209)

Alcohol use-related sexual behaviors
Sex within 2 h after any alcohol use 33.7% (208)
Unprotected sex within 2 h after any

alcohol use
49.0% (102/208)

Sex Within 2 H After Drinking to
Intoxication

17.5% (108)

Unprotected sex within 2 h after drinking
to intoxication

49.1% (53/108)

As number of drinking days in the past 30 days is a continuous variable ranging from
0 to 30 days, mean and standard deviation rather than % (n) were used.
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Table 3
Crude and Adjusted regression analyses to assess associations between past 30 day binge alcohol use and HIV/STI behavioral risks and diagnosis among African American
men who have sex with women (n = 617) – Black and African American Men’s Health Study, Boston, 2005–2006.

OR (95% CI) AOR (95% CI)a

Unprotected vaginal sex – main partner, past 90 days 1.0 (0.7–1.3) 1.0 (0.7–1.5)
Unprotected anal sex – main partner, past 90 days 1.3 (0.8–2.1) 1.3 (0.8–2.1)
Unprotected vaginal sex – other female partners, past 90 days 1.7 (1.2–2.4) 1.7 (1.2–2.3)
Unprotected anal sex- other fm partners, past 90 days 2.4 (1.4–4.0) 2.3 (1.4–4.0)
Six or more female sex partners, past year 1.4 (1.02–2.0) 1.3 (0.9–1.9)
Sex trade involvement, past 6 months 2.2 (1.4–3.5) 2.1 (1.3–3.5)
HIV/STI diagnosis, past 6 months 2.2 (1.2–4.0) 1.9 (1.05–3.6)
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a Adjusted models included the following variables: binge alcohol use, age, home

se, IDU.

sing condoms when engaging in anal sex with a non-main female
artner in this timeframe.

One in seven men (15%, n = 90) reported sex trade involvement,
ith 13% (n = 81) having bought sex and 6% (n = 34) having sold sex.
pproximately one-third of the sample (31%, n = 190) had a history
f STI diagnosis, with 8% (n = 47) having received such a diagnosis in
he past 6 months. HIV diagnosis was reported by 3% of the sample
n = 18), 1% (n = 8) were diagnosed with HIV in the past 6 months.

.3. Alcohol use and alcohol use-related sexual behaviors; illicit
rug use

Over half of participants (58%) reported past 30-day alcohol use,
4% reported binge alcohol use (5+ drinks in one sitting) in the past
0 days (see Table 2). One-third of the sample (34%) reported alco-
ol use prior to sex in the past 30 days, of these, 49% reported
nprotected sex in this context. Eighteen percent of the sample
eported binge alcohol use prior to sex in the past 30 days, 49%
f these reported unprotected sex in this context.

Almost half the sample (44.7%) reported past 30-day illicit
rug use. Approximately one-third of participants (31.8%) reported
arijuana use, 16.0% reported crack/cocaine use; 5.8% reported

eroin use, and 5.2% reported use of other opiates. Less than 2%
eported past 30 days use of ecstasy, sedatives/benzos, barbiturates,
mphetamines, hallucinogens, and inhalants, respectively.

.4. Past 30 day binge alcohol use and relation to risky sexual
ehaviors and recent HIV/STI diagnosis

Binge alcohol use was significantly associated with unpro-
ected vaginal sex with non-main female partners (AOR = 1.7, 95%
I = 1.2–2.3) and unprotected anal sex with non-main female part-
ers (AOR = 2.3, 95% CI = 1.4–4.0); it was not significantly association
ith unprotected vaginal or anal sex with main female partners

see Table 3). Binge alcohol users were also significantly more
ikely to report sex trade involvement (AOR = 2.1, 95% CI = 1.3–3.5).
xploratory analyses were conducted to assess whether these
ffects differed for buying compared with selling sex, significantly
orrelated items collapsed to create the sex trade variable. Binge
lcohol use was similarly associated with both variables (buying sex
OR = 1.8, 95% CI = 1.1–3.0; selling sex AOR = 2.3, 95% CI = 1.1–5.0).
inally, binge alcohol use was also significantly associated with
ecent HIV/STI diagnosis (AOR = 1.9; 95% CI = 1.05–3.6).

. Discussion
Findings from the current study with heterosexually at risk
frican American men recruited from urban primary and urgent
linic care demonstrate that one-third of these men have engaged
n binge alcohol use within the past 30 days; this is a higher
evel of binge alcohol use than that seen in population-based
ower end of the interval are noted in the hundredths place to document significance.
ss, employment status, incarceration history, relationship involvement, illicit drug

national data with African American men (34% vs. 19%) (Substance
Abuse and Mental Health Services Administration, 2007). Study
results additionally document that such behaviors are occurring,
not uncommonly, prior to sex. Almost one in five participants
reported alcohol intoxication prior to sex in the past 30 days; half
of these reported no condom use at their last sex subsequent to
alcohol intoxication. While data from the current study do not pro-
vide a comparison of condom use at last sex without alcohol use or
even condom use at last sexual episode, these findings nonetheless
reveal that heavy alcohol use prior to sex is an important issue to
understand for heterosexually at risk African American men. This is
reinforced by study findings demonstrating increased likelihood of
riskier sex and recent HIV/STI diagnosis among those men reporting
binge alcohol use.

Binge drinkers were more likely than non-binge drinkers to
engage in unprotected vaginal and anal sex with non-main female
partners and to be involved in sex trade, both buying and selling
sex. Further, they were significantly more likely to have received a
recent HIV/STI diagnosis. However, binge alcohol use was not sig-
nificantly associated with unprotected sex in main relationships.
Overall, these findings demonstrate that similar to illicit drug use,
binge drinking in this population is linked to riskier sexual activi-
ties and HIV/STI. These results are consistent with previous research
involving samples with a large proportion of African American male
participants, including crack/cocaine users (Rasch et al., 2000),
injection drug users (Stein et al., 2000, 2001), STI clinic patients
(Kalichman and Cain, 2004), and HIV-infected patients (Kalichman
et al., 2002; Stein et al., 2005). Notably, although many of these
previous studies additionally documented an association between
alcohol use and having a greater number of sex partners, such find-
ings did not hold true for this sample; this is likely a consequence
of the current samples’ inclusion of only those reporting multiple
sex partners in the past year. Further study is needed to deter-
mine if a link between alcohol and multiple sex partnering exists
in a broader sample of African American men who have sex with
women.

Overall, findings from this study provide important insight into
studies, including previously published work with this study sam-
ple, which have found that unprotected sex is not significantly
associated with recent HIV/STI diagnosis among heterosexual
African American men (Adimora et al., 2006a; Raj et al., 2008). As
described in the introduction and related to illicit drug use, study
results indicate that binge alcohol use is linked to unprotected sex in
the context of higher risk sexual situations, rather than unprotected
sex generally (inclusive of sex with steady partners), for heterosex-
ually at risk African American men. This unprotected sex in higher

risk sexual situations (i.e., with casual sex partners, in a sex trade
context) may help drive the disproportionate rates of HIV/STI in this
population. Further research is needed to confirm that unprotected
sex with sex trade partners is more likely in this population as cur-
rent findings only provide information on sex trade involvement,
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egardless of unprotected sex, and unprotected sex with casual sex
artners.

.1. Limitations

While current study offers important insight into HIV/STI risk
mong heterosexual African American men, these results must
e considered in light of several study limitations. Findings have

imited generalizability due to our use of a northeastern US
ommunity-based clinic sample of African American men reporting
wo or more sex partners in the past year and with very high rates
f incarceration, unemployment and homelessness. Additionally,
ur assessments of numbers of partners did not provide sufficient
nformation with regard to concurrent sexual partnering. Further,
lthough our collaborating health centers and clinics are typical of
hose throughout the region in terms of location within a lower
ncome area and serving predominantly racial/ethnic minority and
ower income client populations, these collaborators may have
tronger links to substance abuse treatment programs, prison re-
ntry programs, and transitional housing programs as compared to
any other health centers. Hence, our sample may over-represent
en misusing alcohol or illicit drugs, engaging in sex trade, having
history of incarceration or experiencing homelessness. Addition-
lly, as our study included men seeking varied types of assistance
nd non-medical programs at our recruitment sites, findings cannot
e generalized to those seeking traditional clinical care.

In addition to limitations related to generalizability, there are a
umber of limitations related to study design. This research was
ross-sectional; hence, causality cannot be assumed. Further, time-
rames used to assess substance use behaviors, risky sex practices,
nd HIV/STI diagnoses were not always consistent, ranging from 30
ays to 1 year. Reliance on self-report also make these data subject
o social desirability and recall biases. However, these biases would
ikely result in the under-reporting rather than over-reporting of
ensitive issues such as illicit drug use and sex trade involvement.

e used ACASI methods to at least partially mitigate these biases.
iological markers of HIV/STI and behaviors such as illicit drug
se would have been helpful for validation of self-reported data.

n addition to these concerns, analyses involved multiple compar-
sons increasing the risk for spurious findings. Longitudinal study
f these issues among a larger and more representative sample
f African American men and with more direct rather than self-
eport measurements is needed to improve examinations of these
ssues. Additionally, qualitative research to explore the mechanisms
f observed associations is also needed to support development of
IV/STI prevention and intervention programs for this population

see Essien et al., 2005).

.2. Conclusion and implications

In our primary and urgent care clinic sample of heterosexual
frican American men reporting multiple sex partners in the past
ear, those reporting recent binge alcohol use were significantly
ore likely than non-binge drinkers to report unprotected vaginal

nd anal sex with casual sex partners, sex trade involvement (buy-
ng and selling), and recent HIV/STI diagnosis. Such findings clarify
ecent research documenting a significant association between
inge alcohol use and HIV/STI, but not unprotected sex and HIV/STI,
mong heterosexual African American men. Within this population,
inge alcohol users appear to be more likely to engage in unpro-
ected sex within higher exposure contexts (i.e., with casual or sex

rade partners), and such behavior within such contexts, rather
han unprotected sex generally, may be propelling the HIV/STI
pidemic in this population. Longitudinal study is needed to deter-
ine whether this is the case; qualitative research is needed to

nderstand why this may be the case. Effective HIV/STI behavioral
ndence 101 (2009) 101–106 105

interventions for heterosexually at risk African American men will
likely need to be integrated with alcohol treatment or risk reduction
to meet the needs of this vulnerable population.
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Evaluating the Cost-Effectiveness of
Cancer Patient Navigation Programs:
Conceptual and Practical Issues
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Patient navigators—individuals who assist patients through the healthcare system to improve access to

and understanding of their health and healthcare—are increasingly used for underserved individuals at risk

for or with cancer. Navigation programs can improve access, but it is unclear whether they improve the

efficiency and efficacy of cancer diagnostic and therapeutic services at a reasonable cost, such that they

would be considered cost-effective. In the current study, the authors outline a conceptual model for evalu-

ating the cost-effectiveness of cancer navigation programs. They describe how this model is being applied

to the Patient Navigation Research Program, a multicenter study supported by the National Cancer Insti-

tute’s Center to Reduce Cancer Health Disparities. The Patient Navigation Research Program is testing navi-

gation interventions that aim to reduce time to delivery of quality cancer care (noncancer resolution or

cancer diagnosis and treatment) after identification of a screening abnormality. Examples of challenges to

evaluating cost-effectiveness of navigation programs include the heterogeneity of navigation programs,

the sometimes distant relation between navigation programs and outcome of interest (eg, improving

access to prompt diagnostic resolution and life-years gained), and accounting for factors in underserved

populations that may influence both access to services and outcomes. In this article, the authors discuss

several strategies for addressing these barriers. Evaluating the costs and impact of navigation will require
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Populations with limited access to or knowledge of
the healthcare system often have difficulty using the sys-
tem effectively for cancer services, and this may result in
delays in cancer diagnosis,1,2 added costs,3 and less effi-
cient and effective use of recommended therapies. Patient
navigation programs provide support and guidance to
persons with the goal of improving access to the cancer
care system and overcoming barriers to timely, quality
care.4-14 In this article, we present a conceptual model for
evaluating the cost-effectiveness of cancer patient naviga-
tion programs, discuss methodologic challenges, and sug-
gest approaches for addressing these challenges.

Rationale for and History of Patient

Navigation Programs

The origins of patient navigator programs are widely attrib-

uted to Harold Freeman, who, as president of the Ameri-

can Cancer Society (ACS), commissioned a study of

barriers to cancer care among the poor in the United States.

The report documented substantial disparities in both can-

cer care and outcomes between poor and nonpoor Ameri-

cans, identifying, among other issues, significant barriers to

care and a sense of fatalism regarding cancer that prevented

many from seeking care in the first place.15 As a result of

this report, the ACS supported the first Patient Navigation

program in 1990 at the Harlem Hospital Center. A pre-

post comparison of women diagnosed with breast cancer at

this facility demonstrated that 41% of breast cancer patients

diagnosed between 1995 and 2000 were diagnosed with

early disease, compared with 6% of patients diagnosed

between 1964 and 1986.16,17 Five-year survival rates

increased from 39% to 70% over the same period.

Because of the success of this pioneer program, and

in recognition that significant barriers to effective cancer

screening, diagnosis, and care continue to exist among

minority and underserved populations, patient navigation

programs are becoming more common, particularly

among health systems that serve these populations. The

Centers for Medicare and Medicaid Services is funding

demonstration projects to reduce barriers to care at all lev-

els.18 Despite their growing popularity and the publica-

tion of promising observational studies,19-22 to our

knowledge very few prospective, controlled trials have

evaluated the efficacy of navigator programs. Controlled

trials, most of which are small, have shown significant

improvements in time to diagnosis, reductions in anxiety,

and greater levels of satisfaction with the care process.23-25

The impact of navigation programs on cancer-related

morbidity and survival, and the cost-effectiveness of these

programs, are not yet known.

The Patient Navigation Research Program

The National Cancer Institute and the ACS are sponsor-

ing a 9-site Patient Navigation Research Program (Table

1).10 The primary aim of the Patient Navigation Research

Program is to evaluate navigation programs’ impact on

the time from an abnormal finding (from a screening test

or clinical examination for case finding) to definitive diag-

nosis and treatment initiation. Secondary aims include

evaluating the impact of navigation on patient satisfaction

and the cost-effectiveness of navigation.

Patient Navigation Research Program sites serve

diverse patient populations. Navigation programs focus

on follow-up of abnormal breast, cervical, prostate, and

colorectal cancer screening tests, among minority popula-

tions including African Americans, American Indians,

Asians, Hispanics, and the rural underserved. Navigation

models vary across sites, using different professionals and

healthcare systems (Table 1) to follow patients through

the completion of initial treatment.

Rationale for Evaluating the

Cost-Effectiveness of Patient

Navigation Programs

Patient navigator programs can be time and resource inten-

sive. Similar to other interventions that may improve the

health of poor and underserved populations, navigation

programs must be viewed in the context of allocating

Cost-Effectiveness of Patient Navigation/Ramsey et al
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resources such that health outcomes are maximized under

limited budgets. It is particularly important to evaluate the

cost-effectiveness of publicly funded navigator programs,

because funding for these programs typically come from

global health budgets that are fixed in the short run with

many competing needs. Cost-effectiveness analysis can assist

decision makers by demonstrating the health benefit for ex-

penditure of navigator programs relative to other interven-

tions, particularly those that are targeted to the same disease

or condition of interest. The desirability of navigator pro-

grams can also be assessed in terms of commonly accepted

thresholds (eg, $100,000 per quality-adjusted life-year

[QALY] gained) in the health system or country.26

Conceptual Model for Cost-Effectiveness

Analysis of Patient Navigation Interventions

For the Patient Navigation Research Program, we are

using cost-effectiveness analysis to compare the added

(incremental) costs of navigation interventions versus

those of the status quo for the given target populations.27

Cost-effectiveness analysis is a comparison of alternatives,

typically a new intervention such as navigation versus usual

care, which is patients and their family members seeking

care without formal assistance. Costs and consequences

flowing from each alternative (navigated vs usual care) are

summarized over the time period that is relevant to the

episode of care (Fig. 1). The incremental cost-effectiveness

of navigation is derived using the following formula:

Incremental Cost-Effectiveness Navigation

¼ ðCNav � CUCÞ=ðENav � EUCÞ (1)

in which CNav and CUC refer to the incremental difference

in total costs of the navigation program compared with

usual care, and ENav and EUC refer to the difference in

total effectiveness between navigation and usual care (Fig.

Table 1. Patient Navigation Research Program Study Populations, Setting, and Programs

PN Sites Cancers Populations Navigator Study Design Setting PN
Intervention

Control

Boston University Breast

Cervix

B H U 6 O Group randomized,

controlled

Community

health center

1200 1200

Denver Health and

Hospital Authority

Breast

Colorectal

Prostate

B H U A/PI AI/AN 4.5 Lay Randomized Community

health center,

hospital

870 870

George Washington

University,

Washington, DC

Breast B H U 1 NP 1 SW 7 O Nonrandomized,

controlled

Clinic 800 800

H. Lee Moffitt

Cancer Center

Breast

Colorectal

B H U 3 Lay Group randomized,

controlled

Clinic and

hospital

600 600

Northwest Portland Area

Indian Health Board

Breast

Cervix

Colorectal

Prostate

AI/AN 3 RN 1 Lay Nonrandomized,

controlled

Clinic 650 650

University of Illinois at

Chicago/Northwestern

University, Chicago

Breast

Cervix

Colorectal

Prostate

B H U 2 SW, 5 Lay Randomized,

controlled

Community

health

centers,

clinics,

hospital

2500 2500

University of

Rochester, NY

Breast

Colorectal

B U 3 LAY Randomized,

controlled

(patient)

Hospital 400 400

University of Texas

Health Science

Center at San Antonio

Breast

Cervix

B H U 4 PRO,

2 RN, 2 SW

Nonrandomized,

controlled

Clinic 700 700

Ohio State University,

Columbus

Breast

Cervix

Colorectal

B H U 3 LAY Group randomized,

controlled

Clinic 4258 4258

11,978* 11,978*

PN indicates Patient Navigation; B, Black, H, Hispanic; U, underserved navigator; O, other; A/PI, Asian and Pacific Islander; AI/AN, American Indian/Alaska

Native; Lay, lay or community worker; NP, nurse practitioner, nurse clinicians, physician assistant; SW, social worker; RN, registered nurse; PRO, Promotoras.

For more information, visit http://crchd.cancer.gov/pnp/pnrp-index.html Accessed August 4, 2009.

* Totals.
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1). Although the comparator is typically usual care; that

is, care as it occurs in usual practice in the absence of navi-

gators, one could also compare �2 navigation programs

versus usual care, or 1 program with another. Both the

navigator program and usual care have costs that flow

from the point of entry (eg, abnormal finding on mam-

mogram) to short-term and long-term downstream costs

and consequences. Generally the time horizon is the indi-

viduals’ remaining years of life. Because the Patient Navi-

gation Research Program will only observe individuals

over a maximum of the 5 years of the program, examining

impact on survival and costs per QALYs saved will require

estimation using mathematical models.

Navigation Cost-Effectiveness Analysis and

Approaches for Addressing Challenges

Evaluating the cost-effectiveness of patient navigation

programs poses several unique challenges (Table 2). In

this section, we describe particular challenges for evaluat-

ing the cost-effectiveness of the Patient Navigation

Research Program and how we plan to address those

issues.

Defining the navigation intervention

The first issue in conducting the cost-effectiveness

analysis of navigation is that the navigator intervention

itself is not uniform for all patients, because part of the

principle of navigation is to identify patient-specific issues

and tailor the program to those needs. Moreover, naviga-

tion interventions (including the Patient Navigation

Research Program) are quite heterogeneous, and are typi-

cally tailored to the needs and available resources of a par-

ticular region and the cancers of interest. Even within a

single program site, the navigator will tailor the interven-

tion to the needs of the particular patient-client, with

wide variation in services provided between individuals. A

related issue is that programs differ in expectations, quali-

fications, training, and supervision of navigators. In many

settings, navigators are trained to assist patients with

abnormal screening tests for several cancers (eg, cervical

and colorectal, or breast and prostate). Although there are

economies of scale in these situations, it is more difficult

to segregate the time costs for each cancer and model each

separately. One could capture the economies of scale by

modeling all screening, but this requires extension of the

time horizon in a model capturing the natural history of

multiple cancers at once.

At present, we are not aware of models that are

designed to incorporate the natural history of multiple

cancers simultaneously. However, this is an important

research priority, because the majority of providers recom-

mend screening for multiple cancers to their patients, and

navigators assist individuals in navigating through to diag-

nostic resolution for>1 cancer type.

Therefore, we address the issue of the heterogeneity

of interventions by defining the navigation programs

broadly, as specified by the study protocols.28 This

approach emphasizes the type of navigator (eg, nurse, lay-

person) and the general scope of services that that individ-

ual is able to provide. We will then have to model the

cost-effectiveness of navigation for each individual cancer

separately, allocating navigator time and other efforts in

proportion for each cancer site.

Measuring effectiveness of navigation programs

The recommended measure of effectiveness of navi-

gation programs for cost-effectiveness analyses is the

FIGURE 1. A conceptual model of patient navigator interven-

tion versus usual care is shown. *Examples may include per-

sons eligible for cancer screening procedures or those with

cancer who are eligible for treatment.

Table 2. Unique Challenges to Evaluating the
Cost-Effectiveness of Navigation Programs

Relation between navigation and endpoints

(costs, survival, QALY) is nonlinear

Content (and costs) of navigation interventions are variable

due to site-specific program needs

Confounding between need for navigation and stage, mortality endpoints

Difficulty in allocating costs and effects over multiple cancers

Short-term intervention outcomes (eg, distress) do not

map easily to QALYs

Difficulty collecting uniform data across sites and at relevant

time points (eg, time costs)

Difficulty detecting the impact of modest reductions in diagnostic

or treatment delays on mortality

Personal characteristics of navigators (difficult to measure)

may influence program effectiveness

QALY indicates quality-adjusted life-year.
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QALY,29 which requires data on survival with and with-

out the program and evaluation of health state preferences

(utilities). However, outcome measures being directly

tracked by the Patient Navigation Research Program

research sites are intermediate outcomes: time to defini-

tive diagnosis/resolution and time to initiation/comple-

tion of recommended cancer therapy for those with a

cancer diagnosis.28 Moreover, the period of observation

under the 5-year Patient Navigation Research Program

will be too short to observe any mortality endpoints.

Estimating QALYs will require simulation model-

ing. To address the need to extrapolate from the observa-

tion period to estimate the impact of navigation over a

lifetime, we will use simulation models to extend the time

frame of observation and look at stage distribution of

patients diagnosed under navigation and usual care, using

local cancer registries, hospitals, and patient charts. Age-

specific, race-specific, and stage-specific survival from

cancer registries (local or national) can then be used to

project the life expectancy, or mortality experience of each

group of patients.

Even using this approach, modeling the effects of

mortality based on delays in diagnosis or treatment is

challenging and requires modeling assumptions. For

example, most models portray screening benefits in terms

of decreases in tumor size (and number of lymph nodes

involved) or stage shifts. In this situation, for navigation

to demonstrate a benefit, the intervention would have to

lead to an early stage diagnosis in a patient who would

otherwise have been lost to follow-up and only presented

clinically at more advanced stages. Less dramatic within-

stage shifts (eg, early in the course of local disease vs later

in local disease, but before transition to regional spread)

are also likely to improve survival, but to our knowledge

there are only limited primary data on which to model

these effects. It is also possible that small within-stage

shifts do not affect cancer-specific mortality. We will use

sensitivity analysis to evaluate how different assumptions

regarding stage shift or cure affect results. If navigation is

not cost-effective under the most favorable assumptions

concerning small effects, then one could conclude that the

investment does not yield a return on investments in

QALYs. However, if programs would be considered cost-

effective under assumptions that are clinically reasonable,

then programs with small effects could be considered to

have the potential to be cost-effective.

The relation between the intervention (navigation)

and the endpoints (survival, QALYs) may not be straight-

forward, because the intermediate outcome of naviga-

tion—adherence to timely diagnostic services (in which

the majority does not have cancer) and to recommended

therapy—will not necessarily be uniform and linear in its

relation to endpoints. We address this issue with simula-

tion modeling and sensitivity analysis, the latter evaluat-

ing how changes in the association between specific input

parameters (eg, expenditures on navigation services and

adherence to screening recommendations over time)

influence long-term outcomes.

Even if navigation interventions do not improve sur-

vival, they still may improve an individual’s quality of life.

In cost-effectiveness analyses, these effects are recorded as

health state utilities to be used in computing QALYs.

Utilities are measures of health state preference, measured

on a scale from 0 (death) to 1 (ideal health). QALYs are a

summary measure of survival weighted by utilities over

the period after the intervention.29 Utility weights for

navigator program participants and a comparator group

can be measured using a generic multiattribute utility

instrument such as the EQ-5D.30 Multiattribute utility

instruments are questionnaires filled out by respondents

assessing their quality of life across several domains. The

individual responses are weighted using data derived from

large population surveys on the utility of the different

quality of life states. Scores are summed and converted to

a 0 to 1 scale, with 0 representing the worst health imagi-

nable (or death) and 1 representing perfect health. This

approach provides societal rather than individual patient

ratings of the potential quality of life improvements that

might occur with navigation, so that results are

generalizable.

Because of budget constraints, not all Patient Navi-

gation Research Program sites will administer multiattri-

bute utility instrument surveys to their participants.

Utility weights for the comparison (no navigator) group

will be based on the literature and, when available, surveys

of low-income populations with cancer but no navigation

services.31 We will compare patient populations where

utilities are being collected and those where they are not.

In cases in which health and socioeconomic status are sim-

ilar, we use data from the populations in which utilities

are collected as proxies for those where utilities were not

collected. We also explore the use of regression models

Review Article
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based on navigator study populations with utility data to

impute utilities for those without utility data.

It should be noted that problems that are highly

prevalent in underserved populations that are being tar-

geted by navigation (such as low literacy rates and fre-

quently changing residences) pose challenges to

measuring outcomes after navigation using existing utility

surveys. For example, populations with very low literacy

or special groups such as the homeless or persons with

mental illnesses may have great difficulty completing writ-

ten questionnaires. The Patient Navigation Research Pro-

gram address this issue28 by allowing telephone and face-

to-face interviews with patients and, if necessary, patient

representatives.

Another issue that is embedded in the navigation

program that poses a challenge to cost-effectiveness ana-

lysts is that patients with significant barriers to access to

health systems often have complex social and health issues,

such as poor educational attainment or non–cancer-

related comorbidity, that themselves may influence long-

term outcomes, such as life expectancy and/or cancer-

specific survival rates after treatment.32,33 Education,

health status, and comorbidity are measured in the parent

Patient Navigation Research Program study. In our pro-

jections of effects from the trial horizon to a lifetime hori-

zon, we construct multivariate models with covariates to

account for these characteristics to allow us to vary pro-

jected outcomes based on the characteristics of the cohort

of interest; we can also use national data on the distribu-

tion of these factors to conduct sensitivity analyses to esti-

mate the impact of navigation in broader settings and

populations.

Navigator programs also aim to improve patient sat-

isfaction and self-efficacy, and reduce the short-term dis-

tress associated with evaluation of an abnormal screening

result. However, self-efficacy and satisfaction with care are

generally not incorporated in surveys that measure util-

ities. In such situations, one could calculate a cost per unit

decrease in distress.34 However, to our knowledge, there

are no established benchmarks for comparison to deter-

mine whether particular reductions in stress are cost-effi-

cient compared with other ways to accomplish the same

goal.

Navigation programs aimed at cancer patients may

also have goals such as informed use of procedures based

on patient preference (eg, lumpectomy vs mastectomy) or

completion rates of planned therapy. These measures of

outcome, as well as distress and other outcomes (eg, stage

at diagnosis, time to diagnostic resolution, and satisfac-

tion), can be summarized using cost-consequence analy-

sis.35 Cost-consequence analyses summarize program

costs and effects in tabular fashion (Table 3). For example,

one can evaluate the costs per patient of timely diagnostic

resolution for the navigator program versus usual care.

Cost-consequence analysis can be useful to decision mak-

ers who use components of cost-effectiveness analysis

rather than the cost per QALY ratio.36

Interpersonal styles and commitments of navigators

may influence the outcomes of particular programs.

Although this factor is very difficult to measure and

account for across sites, we will evaluate variations in sen-

sitivity analysis, using proxy measures such as volume-out-

come correlations (eg, volume of patients seen and

adherence to follow-up of abnormal mammograms) and

sociodemographics of the navigators themselves (age, sex,

education).

Cost Impact of Navigation Programs

Navigation program costs include allocated fixed (eg,

office space, proportional allocation of supervisory per-

sonnel, new equipment or contracts initiated for the pro-

gram) and variable (eg, navigator time and transportation

costs, direct medical care) components (Table 3).

We denote the sum of allocated fixed and variable costs as

Cnavigator(program). There are also costs associated with

training navigators, including replacements or additional

navigators as needed (Ctraining[program]). We denote the

total direct medical care cost of diagnostic services and

treatments received for persons using navigation programs

as Cmedical(program). Patients who receive care without

using navigator services have a cost, denoted

Cmedical(usual care).

Patients and their caregivers incur nonmedical costs

when seeking care, such as transportation costs, time costs

related to testing and treatment, and time lost from work.

We denote related nonmedical patient costs for

those receiving and not receiving navigator services as Cnon-

med(program) and Cnonmed(usual care). Note that in the short

run, medical and related nonmedical costs are likely to be

higher for the navigation program because of improve-

ments in patient access to care and adherence to protocols

Cost-Effectiveness of Patient Navigation/Ramsey et al

Cancer December 1, 2009 5399



for care. Longer-term costs for the navigation program may

be lower if a program results in diagnostic resolution at an

earlier stage based on an abnormal screening test, because

patients lost to follow-up are likely to present again with

more advanced, more time-consuming (and costly) stages

of disease. Navigation may also lower costs if patients use

care more appropriately and efficiently or better adhere to

planned therapy such that cancer recurrence rates fall.

Thus, in the long run, the net cost of navigation programs

can be more or less than those under usual care.

One of the potential cost offsets of a navigator pro-

gram is decreasing the time required by the medical staff

and office support staff in trying to support patients who

need help through the complex medical system. Because

of the heterogeneity of care settings involved, it is not pos-

sible to track these offsets directly. We will explore the

impact of offsets, based on time navigators spend with

patients, in sensitivity analyses.

Direct medical care related to navigation (eg, screen-

ing tests and care related to follow-up of abnormal tests)

will be assessed based on the routine core data elements

collected by the Patient Navigation Research Program

and valued using representative reimbursement rates, such

as regionally adjusted Medicare payments. Longer-term

costs, such as lifetime costs related to cancer treatment,

will be estimated based on the stage at diagnosis, using

published sources.37 Navigators’ time costs are likely to be

the most significant program cost. Time costs will vary

substantially depending on training (eg, professionals vs

laypersons), the complexity of the care system, and the

needs of the target population. Time spent by volunteer

navigators is not free and should be valued as the opportu-

nity cost of those persons, given other options for spend-

ing their time. Time costs for professionals can be valued

based on their wages. Valuing time costs for volunteers

can be more difficult. For persons who are employed,

time is typically valued based on their wages or the prevail-

ing national wage rates for those of the individual’’s age

and sex. For those who do not work for pay (eg, home-

makers or retired persons), there is no generally agreed on

method, but most base costs on national wage surveys.27

By using navigator logs, the Patient Navigation Research

Program will collect self-reported information on the

time spent by navigators in direct contact with patients

and in activities required for coordination of care.

In the process of seeking care, patients incur costs

that may be significant barriers to accessing care in the

first place.38 Patient costs can be evaluated using patient

logs or, if this is infeasible, by estimating time and associ-

ated expenses when traveling to specific services. Although

the Patient Navigation Research Program will not collect

patient log data, navigator logs will include information

on the provision of these patient services, including trans-

portation and child care costs. Patient time costs will be

valued using census region-specific wage rates for individ-

uals that match the age and sex of the patient population.

It is important to separate research-related costs

from intervention costs. For the Patient Navigation

Research Program evaluations, research costs will be iden-

tified from audits of research budgets during site visits

Table 3. Cost Consequence Analysis Sample Table, With
Specific Elements of Interest in Navigator Interventions

Costs
Training costs (Ctraining[program])

Initial training

Training replacements and additional navigators

Navigation program (Cnavigator[program])

Fixed costs: navigator program

Costs associated with developing navigator-related

materials (eg, pamphlets, telephone scripts)

Allocated fixed operation costs (office space leasing,

telephone, furniture, etc)

Variable costs: navigator program

Time spent in navigation (travel, meeting with patients,

documentation)

Travel-associated costs

Variable direct nonmedical costs: all patients

(Cnonmed[program] and Cnonmed[usual care])

Patient time costs seeking treatment

Travel-associated costs

Variable direct medical costs: patients

(Cmedical[program] and Cmedical[usual care])

Outcomes
Time from abnormal screening test or suspicious

finding to diagnosis

Time from diagnosis to initial therapy

Time from initial therapy to resolution (end of initial therapy

including therapeutic combinations such as surgery plus

chemotherapy)

Percentage of patients receiving initial therapy

(surgery, chemotherapy, radiotherapy)

Percentage completing therapy

Satisfaction with care

Quality of life during care

Quality of life after care

Survival (years of life)*

Quality-adjusted survival (QALY)*

QALY indicates quality-adjusted life-year.

*Modeled.

Review Article

5400 Cancer December 1, 2009



with investigators (eg, navigator time filling out study-

related paperwork and complying with institutional

review board documentation). In practice, it can be diffi-

cult to separate research from intervention costs, thus

necessitating the documentation and reporting of assump-

tions made when there is uncertainty.

In cases in which navigation influences the use of

multiple cancer screening programs, we will disaggregate

costs to particular services (eg, mammography) based on

the patient and navigator diaries. If feasible, we will also

estimate the cost-effectiveness of a bundle of services (eg,

mammography þ Papanicolaou smear þ colorectal can-

cer screening) compared with usual care.

Perspective and Time Horizon

In cost-effectiveness analysis, perspective refers to the

point of view taken for evaluating the impacts and costs of

the study. The societal perspective is favored for cost-

effectiveness analysis in which public health issues are

under evaluation,27 and is particularly important for navi-

gation programs, because the resources for navigators may

come from 1 source (eg, foundations, government pro-

grams, hospitals), whereas payment for medical care may

come from another (eg, Medicaid). As discussed above,

navigation programs have short-term and long-term

impacts. Thus, the cost-effectiveness of navigation pro-

grams is best estimated over the entire period that the pro-

gram is expected to influence costs and outcomes. The

relevant time horizon for navigation programs that assist

patients with evaluation of abnormal findings is the time

from the initial point of detection of abnormal findings to

their resolution. For navigation programs that change care

such that longer-term endpoints are affected (eg, survival),

this implies using a lifetime time horizon. Because the

Patient Navigation Research Program will only observe

participants over a 4-year to 5-year horizon, evaluating

cost-effectiveness will require simulation modeling to esti-

mate the lifetime impact of navigation on populations.

Uncertainty Analysis

One-way sensitivity and multiway uncertainty analyses

can identify factors that most substantially influence the

cost-effectiveness of the programs.39 One-way sensitivity

analysis is a process of varying individual parameters

across a range, then recalculating the cost-effectiveness ra-

tio. This gives a sense of the relative influence of individ-

ual factors (eg, the hourly wage of navigators) on the

overall cost-effectiveness of the program. Multiway analy-

sis is a process of varying all parameters simultaneously

such that a distribution or confidence interval can be

derived around the point estimate of cost-effectiveness.

Particular attention should be paid to the impact of

various assumptions regarding costs, quality of life, and

survival for the usual care (non-navigator) group. The

comparison or usual care group in some Patient Naviga-

tion Research Program studies uses historical data from

the period before navigation or convenience samples from

comparable communities that are not involved in the

Patient Navigation Research Program; to the best of our

knowledge, few use randomized controlled trials (Table

1). Navigator program-specific factors that should be con-

sidered for sensitivity analyses include patient time, type

of navigator used, ranges of time to navigate different sub-

groups of patients, and the basis for time costs (eg, local vs

national, average or race-specific wages).

Conclusions

It is rare for an economic evaluation to be free of concep-

tual and/or practical challenges, and cost-effectiveness

analysis of cancer patient navigation is no exception. In

this report, we outline several special conceptual chal-

lenges to evaluating navigation interventions, as well as

many practical issues of data collection, instrument

choice, and cost measurement. We have outlined several

issues related to assessing costs and effectiveness in naviga-

tion programs, as well as methods Patient Navigation

Research Program investigators will take to identify them.

Although it is possible to derive nationally representative

estimates of cost-effectiveness for particular programs,

many navigation programs are tailored to specific local sit-

uations, and thus also merit evaluation of economic value

in a local context. However, we do not know if navigation

will translate into improved cancer survival, and if it will

improve the effectiveness of cancer care at a reasonable

cost (ie, be cost-effective).40-43 Thus, the process of defin-

ing processes, costs, and outcomes that is part and parcel

of cost-effectiveness analysis can also provide valuable

information for local decision makers allocating limited

health resources to navigation programs.
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iral RNA Testing in Hepatitis C Antibody–Positive
eterans

atherine A. Rongey, MD, MSHS, Fasiha Kanwal, MD, MSHS, Tuyen Hoang, PhD, Allen L. Gifford, MD,
teven M. Asch, MD, MPH

ackground: Chronic hepatitis C virus (HCV) infection affects approximately 1.3% of the U.S.
population. As up to 30% of HCV-antibody (anti-HCV)–positive patients have negative
HCV ribonucleic acid (RNA), indicating resolution of infection, VA (Veterans Affairs)
guidelines recommend RNA testing on all anti-HCV–positive patients. As HCV RNA testing
is a prequel to treatment, perceived eligibility for treatment may influence the decision to
order an RNA test. This study was designed to determine the patient and healthcare facility
factors associated with patient receipt of HCV RNA testing.

ethods: Two logistic regression analyses were conducted in anti-HCV–positive patients, including
the entire sample and then on a subsample excluding sites with routine HCV RNA testing
policies, using data stored in the VA Southern California Network data warehouse.
Significant patient- and site-level predictors of patient receipt of HCV RNA testing were
determined.

esults: Of the 13,257 antibody-positive patients, 76% received HCV RNA testing. Excluding
sites with routine HCV RNA testing, patients aged �65 years (RR�0.79) and illicit drug
users (RR�0.94) were significantly less likely to receive HCV RNA testing. Patients with
abnormal transaminases (RR�1.14), presence of non-HCV hepatitis (RR�1.08), or
decompensated liver disease (RR�1.22) were significantly more likely to receive HCV
RNA testing.

onclusions: Without policies for routine RNA testing, patients with hepatitic C who either are aged
�65 years or are illicit drug users are less likely to be tested. Also, patient receipt
of RNA testing becomes dependent on clinical cues of hepatic decompensation or
inflammation. The results support the implementation of routine RNA testing for
anti-HCV–positive patients.
(Am J Prev Med 2009;36(3):235–238) © 2009 American Journal of Preventive Medicine
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hronic hepatitis C virus (HCV) infection is preva-
lent and expensive, affecting more than 1.3% of
the U.S. and 5.4% of the Veteran Affairs (VA)

opulation.1,2 In clinical practice, the first step in HCV
iagnosis is to test patients for HCV antibodies (anti-
CV). However, as up to 30% of anti-HCV–positive patients
ave negative HCV ribonucleic acid (RNA), indicating res-
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lution of HCV infection, VA guidelines recommend ribo-
ucleic acid (RNA) testing in all anti-HCV–positive patients.3

n addition to establishing viremia, HCV RNA status modi-
es clinical follow-up measures, such as hepatic function
ssessment and hepatocellular cancer screening, and health
ounseling, such as risk behavior reduction. Because HCV
NA testing is thought of as a prequel to treatment, per-
eived eligibility for treatment may influence the decision to
rder an RNA test.
Published studies within the VA population have

xamined the proportion and characteristics of HCV-
nfected veterans eligible for treatment.4,5 This is the
rst study to examine the patient and center character-

stics associated with the decision to initiate RNA test-
ng. Administrative and clinical data were used from
nti-HCV–positive patients within VA facilities in South-
rn California. Two had a policy to test routinely for
CV RNA after a positive antibody test. In sites without

outine testing policies, it was anticipated that patients
ith illicit drug-use behaviors, psychiatric disorders,

edical contraindications, or a normal hepatic profile
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ould be less likely to
eceive testing. This
tudy examines biases
hat may be eliminated
y routine testing
olicies.

ethods

ata Source

ata were collected from
he VA Southern California
etwork (VISN-22), which in-

ludes clinical and adminis-
rative medical record infor-

ation from five VISN-22
enters (Los Angeles, Las Ve-
as, San Diego, Loma Linda,
nd Long Beach). The data-
ase includes patient demo-
raphics, outpatient and in-
atient services utilization,
ital signs, pharmacy utiliza-
ion, and laboratory data.

tudy Subjects

atients defined as positive for HCV were those with one or
ore positive HCV-antibody tests between 10/02/2000 and

/30/2006. A patient’s treating facility was defined as the
ost frequently visited site during the 5-year study period,
ith at least two visits/year to the treating facility.

utcome Variable

utcome was receipt of an HCV RNA test as either a
ualitative or quantitative polymerase chain reaction.

redictors of HCV RNA Testing

atient factors included sociodemographic characteristics (age,
ace/ethnicity, household income, marital status); healthcare
tilization (number of clinic visits); HCV and liver characteristics
diagnosis of cirrhosis, alanine aminotransferase [ALT] level,
ther viral co-infectivity, portal hypertension); health behaviors
illicit drug and alcohol use); and comorbidities (psychiatric,
ardiopulmonary, renal, endocrine, cancer, cytopenia). Table 1
ncludes a list of patient factors by category.

Absolute and relative treatment contraindications are based
n guidelines from the American Association for the Study of
iver Diseases (AASLD) and the VA.3,6 Treatment contraindica-

ions are defined as the presence of one inpatient or two
utpatient diagnostic codes for renal failure, cardiac disease,
ancer, organ transplant, autoimmune hepatitis, autoimmune
onditions, cytopenias, chronic obstructive pulmonary disease,
r HIV.
Demographic data from VISN do not include race/ethnic-

ty; race/ethnicity was listed as “missing” for 40% in the
rimary analysis. A sensitivity analysis in the multivariate
odels was performed. The impact of RNA routine testing

olicies was evaluated at each of the five sites and adjusted for

Table 1. Demographic and cli
otherwise indicated

Variable

Receipt of RNA testing (%)
Age (M [SD])
Primary care visits per year (M
Mental health visits per year (M
Years in VA healthcare system
Male
Race/ethnicity

White
Hispanic
Black
Other
Missing

Diagnosis
Medical contraindications
Non-HCV hepatitis
Psychiatric comorbidity
Illicit drug use
Decompensated cirrhosis
Abnormal transaminases

HCV, hepatitis C virus; VA, Vetera
acility. i

36 American Journal of Preventive Medicine, Volume 36, Num
tatistical Analysis

wo logistic regression analyses were conducted including
he entire sample and a subsample excluding sites with
outine RNA testing. The unit of analysis was a patient with a
ositive HCV-antibody test. The dependent variable was HCV
NA testing, and the predictors were those mentioned above.

ntrasite correlation was adjusted using the generalized esti-
ating equation method. Risk estimation was expressed as

elative risk.

esults

f the 13,257 anti-HCV–positive patients in the total
ample, 10,038 (76%) received RNA testing. Table 1
rovides the descriptive analysis. The total sample
ean age was 58 years; 97% were male, 30% were
hite, and 40% were African-American patients. Of

he 8686 observations in the subsample excluding
outine testing sites, 5562 (64%) received RNA testing.
he two routine testing sites had HCV RNA testing of
2.5% and 99%, whereas sites without routine testing
olicies ranged between 47% and 76%. In adjusted
nalysis, routine testing sites are 1.5 times more likely to
heck HCV RNA than sites without policies.

Table 2 provides multivariate logistic regression analysis
esults. In the total sample, controlling for the presence of
outine RNA testing, patients with decompensated cirrho-
is (RR�1.14; 95% CI�1.1, 1.2), other viral hepatitis
RR�1.04; 95% CI�1.0, 1.07), or elevated transaminases
RR�1.08; 95% CI�1.05, 1.1) were significantly more
ikely to receive RNA testing. Conversely, patients aged

65 years (RR�0.89; 95% CI�0.8, 0.99) or who were

characteristics of the study population, % (N/n) unless

Total sample
Sites without reflex
testing policies

Sites with reflex
testing policies

(N�13,257) (n�8686) (n�4571)

75.7 (10,038) 64.0 (5562) 97.9 (4476)
57.7 (9.0) 57.5 (9.1) 58.0 (8.9)

]) 17.1 (19.8) 15.6 (18.8) 19.9 (21.4)
]) 4.5 (18.6) 3.3 (8.1) 6.7 (29.6)

SD]) 3.6 (1.8) 3.5 (1.8) 3.9 (1.7)
97.0 (12,685) 97.0 (8422) 97.2 (4443)

29.6 (3918) 31.0 (2686) 27.0 (1232)
8.0 (1060) 7.5 (648) 9.0 (412)

14.0 (1862) 10.5 (914) 20.7 (948)
8.4 (1114) 8.6 (751) 7.9 (363)
40 (5303) 42.4 (3687) 35.4 (1616)

27.5 (3649) 27.8 (2411) 27.1 (1238)
6.4 (809) 5.2 (452) 8.7 (397)

46.5 (6302) 44.5 (3870) 53.2 (2432)
40.7 (5394) 38.4 (3333) 45.1 (2061)
3.7 (485) 3.9 (337) 3.2 (148)

76.4 (10,123) 78.0 (6773) 73.3 (3350)

airs
nical

[SD
[SD

(M [
llicit drug users (RR�0.98; 95% CI�0.96, 0.99) were

ber 3 www.ajpm-online.net
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ignificantly less likely to receive HCV testing. The sub-
ample excluding routine testing sites yielded the same
ignificant variables but with stronger effect. Patients aged
65 years (RR�0.79; 95% CI�0.69, 0.92) or who were

llicit drug users (RR�0.94; 95% CI�0.91, 0.97) were
ignificantly less likely to receive RNA testing. Patients
ith non-HCV hepatitis (RR�1.07; 95% CI�1.02, 1.14),
ecompensated cirrhosis (RR�1.2; 95% CI�1.1, 1.3), or
levated transaminases (RR�1.1; 95% CI�1.03, 1.20)
ere more likely to receive RNA testing.

iscussion

he results show significant underutilization of RNA
esting. Providers use treatment eligibility as a prompt for
btaining HCV RNA tests, whereas routine testing policies
liminate biases in RNA testing. In sites without routine
esting, several groups of patients were less likely to receive
NA testing. Infection with HIV at age �50 years is
ssociated with more rapid progression to cirrhosis,7 but
uch patients are less likely to receive RNA testing. Active
rug users, in whom reported HCV prevalence is 65%–
5%,8,9 were less likely to receive RNA testing. Individualized
ssessment of treatment eligibility in active users is recom-
ended by AASLD.6 There is increasing evidence that illicit

rug users can comply with HCV treatment10,11; regardless,
eview of RNA test results provides an important counseling
pportunity to remind patients that HCV is transmitted
ore efficiently than HIV.12

Providers relied on clinical cues such as elevated transami-

able 2. Predictors of HCV RNA testing, RR (CI)a

ariable Total sample
Sites wi
testing

ale 1.04 (0.98, 1.1) 1.03 (0.
ge (years)
40–50 1.04 (0.9, 1.1) 1.05 (0.
51–65 1.02 (0.92, 1.1) 1.04 (0.
�65 0.89 (0.8, 0.99)** 0.79 (0.
iagnosis
Psychiatric comorbidity 1.03 (1, 1.05)*** 1.03 (0.
Illicit drug use 0.98 (0.96, 0.99)** 0.94 (0.
Non-HCV viral hepatitis 1.04 (1, 1.07)*** 1.08 (1.
Decompensated cirrhosis 1.14 (1.1, 1.2)*** 1.22 (1.
Abnormal transaminases 1.08 (1.05, 1.1)*** 1.14 (1.

ace/ethnicity
African American 1.02 (0.99, 1.05)* 1.04 (0.
Hispanic 1.02 (0.99, 1.05) 1.04 (0.
Other 1.0 (0.97, 1.0) 1.0 (0.
Missing 1.03 (1.01, 1.06)*** 1.1 (1.

outine testing policy 1.5 (1.48, 1.52)***

Controlling for gender, medical contraindications, number of prima
ears in the VA healthcare system. For age and race/ethnicity, refere
nd non-Hispanic Caucasian.
p�0.10; **p�0.05; ***p�0.01
CV, hepatitis C virus; VA, Veterans Affairs
ases and hepatic decompensation to initiate RNA testing.
t

arch 2009
Typically, HCV is an indolent
disease with poor correlation
between degree of transami-
nase elevation and liver in-
jury.13,14 The disease is more
treatment-responsive prior
to the development of fi-
brosis.15 Treatment be-
comes precarious after he-
patic decompensation16,17

and would merely serve as a
bridge to liver transplantation.
Without clinical guidance, pa-
tients may not seek care until
they have noticed clinical signs
of decompensation.18

Regardless of a patient’s
appropriateness for ther-
apy, RNA confirmation of
infectivity presents an im-
portant patient educational
and counseling opportunity.19

Risk-reduction counseling
is important in the predom-
inantly male VA popula-

ion, as there is some evidence that progression to
irrhosis is faster and that risk of hepatocellular carci-
oma is higher in men.20,21 Smoking,22 alcohol con-
umption,23,24 hepatitis B,25 and HIV26 co-infection
ncrease the likelihood of progression to cirrhosis. The
enefit of counseling to reduce the likelihood of pro-
ression to cirrhosis outweighs the additional RNA
esting cost, as the cost of end-stage liver disease is
stimated to be $10.7 billion by 2019.7

The results support the implementation of routine
NA testing in anti-HCV–positive patients. Histori-
ally, VA quality initiatives have benefited other
ealthcare centers.27 Although this study focused on
VA population, it is anticipated that most medical

enters do not conduct routine RNA testing in
nti-HCV–positive patients.
Laboratory routine testing algorithms improve the

fficiency of laboratory evaluation in other condtions.28

n the absence of such policies, many patients will miss
he benefits of knowing how their RNA status should
ffect their care, whether that care be pharmacologic
easures, clinical surveillance, or behavior modifica-

ion counseling.

r. Rongey is supported by the Robert Wood Johnson Clini-
al Scholars and Foundation. This research was also sup-
orted by the VA HIV–Hepatitis Quality Enhancement Re-
earch Initiative.

No financial disclosures were reported by the authors of

reflex
es

Sites with reflex
testing policies

) 1.02 (0.99, 1.1)

) 1.03 (0.95, 1.1)
) 1.02 (0.95, 1.1)
92)*** 1.01 (0.99, 1.02)

7)* 1.01 (0.99, 1.03)
97)*** 1.00 (0.99, 1.0)
14)*** 1.00 (0.99, 1.0)
)*** 1.02 (1.0, 1.03)
20)*** 1.01 (1.0, 1.02)

)* 1.01 (0.99, 1.0)
1) 1.01 (1.0, 1.0)
07) 1.02 (0.99, 1.0)
15)*** 0.99 (0.98, 1.0)

and mental health visits, and
ategories are aged �40 years
thout
polici

9, 1.1
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9, 1.2
69, 0.
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02, 1.
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Quality measurement efforts have grown in sophistication
and impact during the past three decades. However, some

areas of clinical practice remain relatively unaffected by quality
measurement. In some cases, this is because it would be diffi-
cult to measure quality for uncommon conditions, when clini-
cians or even whole medical centers may manage only a few
patients per year.1 In other cases, quality measurement may not
seem warranted for conditions that seem relatively benign and
self-limited, although it could be argued that any condition
with sufficient expenditures deserves a program of rigorous
quality measurement. There are still conditions, however, that
are both common and serious for which quality measurement
has not yet become a reality—it should be a high priority to
institute programs of quality measurement for these conditions.  

Oral anticoagulation with warfarin is an increasingly com-
mon medical intervention in the United States: The number of
outpatient prescriptions for warfarin increased from 21.1 mil-
lion in 1998 to 30.6 million in 2004.2 The increasing use of
warfarin is due to two factors. First, warfarin is highly effica-
cious for such relatively common conditions as atrial fibrilla-
tion,3–9 venous thromboembolism,10–14 and valvular heart
disease.15 Second, as the population ages, indications for antico-
agulation such as atrial fibrillation are increasing in preva-
lence.16

Despite its efficacy, warfarin is notoriously difficult to man-
age: Its therapeutic window is narrow,17,18 it has significant
interactions with diet and other medications,19,20 and it its
action is affected by comorbid conditions and other inherent
patient characteristics.19 The difficulty of managing warfarin
contributes to great potential for patient harm,21 both from
excessive anticoagulation22–24 and insufficient anticoagulation
(which can allow the occurrence of thromboembolic events
despite warfarin therapy).18,23,24 Therefore, it is a major patient
safety goal to improve the quality of oral anticoagulation care.
Many have hoped that novel anticoagulants, which would be
easier to use than warfarin, would themselves improve quality
and outcomes in oral anticoagulation care.25–27 This may even-

Article-at-a-Glance

Background: Oral anticoagulation with warfarin is an
increasingly common medical intervention. Despite its effi-
cacy, warfarin is difficult to manage, contributing to poten-
tial for patient harm. Efforts to measure the quality of oral
anticoagulation care have focused disproportionately on the
identification of ideal candidates for warfarin therapy, with
comparatively little effort in measuring the quality of oral
anticoagulation care once therapy has begun. To address
this gap in the literature, a MEDLINE search was conduct-
ed for all papers relevant to possible quality measures in oral
anticoagulation care, including measures of structure,
process, and outcomes of care. 
Limitations, Concerns, and Challenges of Quality

Measurement in Oral Anticoagulation: Because they do
not have intrinsic significance, measures of structure and
process should be strongly related to outcomes that matter
to merit our interest. Consensus guidelines may provide
useful guidance to practicing clinicians but may not repre-
sent valid process measures. Outcome measures  must be
studied with databases that provide sufficient statistical
power to reliably demonstrate real differences between
providers or sites of care. 
Conclusion: Oral anticoagulation care, a common and seri-
ous condition, is in need of a program of quality mea-
surement. This article suggests a research agenda to begin
such a program. Previous research has established the evi-
dence for anticoagulant therapy across a broad spectrum of
indications and has helped to achieve consensus on the opti-
mal target intensity for various indications. The next task
will be to use this body of evidence to develop valid meas-
ures of the structure, process, and outcomes of oral antico-
agulation care. Quality indicators provide a framework for
quality improvement, two goals of which are to maximize
the effectiveness of therapy and to minimize harm.
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tually happen, but we do not know when such agents will be
clinically available, and when they are introduced, their use
may initially be limited to certain groups of patients in which
they were initially studied. In addition, doubts about the safe-
ty28 and cost-effectiveness29 of such novel agents may slow their
adoption into routine clinical practice. Therefore, it remains
worthwhile to improve the quality of oral anticoagulation care
as it currently exists, that is, with warfarin. Previous efforts in
measuring the quality of oral anticoagulation care have focused
disproportionately on the identification of ideal candidates for
warfarin therapy, and comparatively little effort has gone into
measuring the quality of oral anticoagulation care once therapy
has begun.

To address this gap in the literature, we searched MEDLINE
for the intersection of “warfarin OR anticoagulants” and “qual-
ity of care.” We performed an exhaustive search for other papers
using the “find related articles” function of PubMed and the
bibliographies of all articles retrieved.  Through further search-
es, we specifically located all papers relevant to possible quality
measures in oral anticoagulation care, including measures of
structure, process, and outcomes of care.30 We completed our
first search in March 2008 and repeated our search again in
December 2008 prior to the final acceptance of this article.

In this narrative review, we discuss candidate quality mea-
sures for anticoagulation care and what is already known about
them.  We sequentially discuss quality measures in the three
domains of quality first proposed by Donabedian: structure,
process, and outcomes.30 We then detail a research agenda to
advance the understanding of how to measure the quality of
care in oral anticoagulation. This narrative review can also serve
as a general example of how to conceptualize a program of qual-
ity measurement for any field that does not yet have one.

Developing an Evidence Base in 
Oral Anticoagulation Care
A fundamental step in quality of care research in anticoagula-
tion was establishing that anticoagulation does in fact prevent
thromboembolism. During the last 50 years, the efficacy of
warfarin in the prevention and treatment of thromboembolic
disease has been firmly established, especially for atrial fibrilla-
tion,9 venous thromboembolism,12 and valvular heart disease.15

The exact parameters of these indications are still under inves-
tigation in some cases. For example, research is ongoing to
define the optimal duration of therapy for venous thromboem-
bolism31–33 and to define patients for whom the benefits of anti-
coagulation for atrial fibrillation are likely to exceed the
risks.34–38

Along with the establishment of the major indications for
long-term anticoagulation, a parallel research agenda aimed to
determine the optimal degree of anticoagulation for each indi-
cation. A necessary first step was the development of a stan-
dardized test to measure the degree of anticoagulation. The
prothrombin time was used to monitor anticoagulation as early
as the 1950s39 but was plagued by a lack of standardization
between laboratories.40 This issue was resolved through the
development and widespread adoption of the International
Normalized Ratio (INR), which allows results from different
laboratories to be comparable.40 Having agreed on a way to
measure anticoagulation, investigators were now able to achieve
consensus regarding optimal INR target ranges for various indi-
cations.9,12,15

Achieving consensus about indications for long-term antico-
agulation, a method for measuring the degree of anticoagula-
tion, and INR targets for different indications have been major
research accomplishments. The existence of such high-quality
evidence produces new obligations to use it to guide treatment
decisions. Quality indicators can help us to quantify the degree
to which we are succeeding in this endeavor. 

What Is a Quality Indicator, and How Might
It Be Used?
Ideally, a quality indicator will either be an outcome that is rel-
atively common or an aspect of structure or process that has
been linked to outcomes.41 Quality indicators can be used to
profile and compare performance between different providers
or sites of care.42 In addition to profiling process or outcome
measures, it is useful to study sites that are performing best or
worst on a measure (“outliers”) to determine which factors may
be contributing to their performance. The results of such study
can be used to define and disseminate “best practices” that may
improve care through widespread implementation. Finally,
there has recently been great interest in tying reimbursement
levels to improvements in process and outcomes of care (“pay
for performance”)43–47 to provide an additional incentive for
providers and sites of care to pursue quality improvement.

In addition to profiling performance on a provider or site
level, quality indicators can also be used to examine disparities
in health care.48,49 Disparities in the structure, process, and out-
comes of care based on race, socioeconomic status, mental ill-
ness, and other patient characteristics have been documented in
almost every conceivable area of medical practice.49–51 The
reduction and elimination of such disparities is an important
goal, and one that will not necessarily be fulfilled through gen-
eral quality improvement alone.49–52 Valid systems of quality
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measurement are necessary to monitor, and hopefully reduce
and eliminate, such disparities over time.53

Many candidate measures in oral anticoagulation care have
already been used extensively in research, but have not yet been
used as quality indicators. The review will now discuss possible
quality indicators for oral anticoagulation care. Each section
will begin with what is known about some candidate measures
and will finish by proposing a research agenda to advance
knowledge in that area.

STRUCTURAL MEASURES OF QUALITY

Structural measures of quality identify health care delivery
systems that represent best practices, ideally ones that have been
linked to improvements in the process and outcomes of care.30,41

For anticoagulation care, structural quality measures that have
been examined include different systems of management and
the presence or absence of computerized decision support.

Oral anticoagulation can be managed in one of three set-
tings: physician’s offices (“usual care”), dedicated anticoagula-
tion clinics (ACCs), and patient self-testing and self-manage-
ment (PST/PSM). If one of these settings were clearly superior
to the others, then the proportion of patients receiving care in
that setting could be used as a quality indicator. Although
observational studies have suggested that ACCs may improve
INR control and decrease complications compared with usual
care,54,55 the few randomized trials that have been undertaken
have not been able to show a clear difference between settings,
possibly due to a lack of statistical power.56,57 Several studies have
suggested that PST/PSM can produce improved INR control
compared with routine care58,59 or ACC,60–62 whereas another
study found it to be at least as good as ACC.63 In one study,
there were fewer major complications of therapy in the
PST/PSM group compared with ACC60; in no study was the
reverse effect seen. 

Although we may be moving toward a consensus that ACC
and PST/PSM represent an improvement over usual care, we
are in need of structural measures that might be used to com-
pare ACCs with one another. For example, nursing ratios are
known to affect outcomes in many domains of care,64 but it is
not yet known whether the ratio of staff in an ACC to the
patient load has an impact on outcomes of care. Similarly, stud-
ies of care for other conditions have shown that high-volume
centers produce superior outcomes.65,66 Do higher-volume
ACCs similarly achieve better outcomes than lower-volume
ACCs? Finally, there may be differences between ACCs in
staffing, leadership, or organizational structure. It is not known
whether such factors have measurable consequences in terms of

outcomes or whether they have utility as structural quality indi-
cators.

Another body of literature has examined a different structure
of care issue: anticoagulation management software. Studies
have consistently shown that managing warfarin doses via stan-
dardized computer-based algorithms results in improved INR
control and stability compared with management without
computer assistance.67–71 The research findings in this area are
strong enough that the use of such software can already be con-
sidered a quality indicator, even if no further work is done.

PROCESS MEASURES OF QUALITY

Process measures of quality assess whether optimal care is
provided to the correct patient in a timely fashion.30,41 Ideally,
improvements in process measures can be linked to improved
outcomes of care.30,41 Many studies of process measures in oral
anticoagulation have focused on atrial fibrillation, the most
common indication for long-term anticoagulation. Two rela-
tively recent studies, both of which represent great advances in
the general science of process measurement, nevertheless illus-
trate the limitations of previous process measures in oral anti-
coagulation. 

In the Community Quality Index (CQI) Study72 (Table 1,
page 149), anticoagulation-related indicators assess the initia-
tion of warfarin therapy for atrial fibrillation and the timing of
such initiation. The only indicator that relates to the quality of
management of warfarin, beyond the decision to use it at all, is
Number 10, which states that the first INR test should occur
within a week of the first dose. In the more recent Assessing
Care of Vulnerable Elders (ACOVE) Study73–75 (Table 2, page
149), some additional dimensions of process are measured.
Compared with the earlier CQI Study, the ACOVE authors
added a  requirement to set a target INR range of 2–3 or to
document the reason for another range (Stroke and Atrial
Fibrillation, Indicator 5). In addition to specifying the timing
of the first INR test after initiation of therapy (now within four
days), a maximum interval of six weeks between subsequent
INR tests is now specified (Medication Use, Indicator 7).
Finally, an indicator measures the receipt of comprehensive
education regarding warfarin therapy, or else referral to an
ACC, where such education would presumably occur
(Medication Use, Indicator 6). 

In addition to CQI and ACOVE, a recently released set of
performance measures deserves mention here: the American
College of Cardiology/American Heart Association performance
measures for atrial fibrillation.76 The committee set forth three
performance measures: assessing all patients for stroke risk fac-
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tors, offering warfarin to all patients with any high-risk factor or
more than one moderate-risk factor for stroke, and monitoring
INR at least monthly. These performance measures generally
echo the approaches used in the CQI and ACOVE studies.

The use of INR testing interval as a quality indicator
(ACOVE Medication Use, Indicator 7, and ACC/AHA

Guidelines) illustrates some of the limitations of previous
efforts at process measurement in oral anticoagulation. Current
consensus guidelines recommend that all patients have an INR
test at least every 28 days or every six weeks,19,77–79 but these rec-
ommendations are based on expert opinion rather than evi-
dence that a minimum testing interval improves outcomes of

Atrial Fibrillation, Indicator 3: Patients with atrial fibrillation of

greater than 48 hours duration or of unknown duration who do not

have contraindications to warfarin should receive warfarin if they

are under 65† with one or more other risk factors for stroke.

Atrial Fibrillation, Indicator 4: Patients with atrial fibrillation of

greater than 48 hours duration or of unknown duration who do not

have contraindications to warfarin should receive warfarin if they

are 65† years of age or older.

Atrial Fibrillation, Indicator 5: Patients with chronic atrial fibrilla-

tion who have contraindications to warfarin or have declined war-

farin therapy should receive aspirin if they are under 65† with one

or more other risk factors for stroke.

Atrial Fibrillation, Indicator 6: Patients with atrial fibrillation who

do not have contraindications to warfarin should be started on war-

farin within 2 weeks of presenting with new onset ischemic or

embolic stroke.

Atrial Fibrillation, Indicator 7: Patients with atrial fibrillation who

do not have contraindications to warfarin should be started on war-

farin within 1 week of presenting with new onset transient ischemic

attack.

Atrial Fibrillation, Indicator 8: Patients with atrial fibrillation of

greater than 48 hours duration or of unknown duration who are

undergoing elective electrical or chemical cardioversion should

receive anticoagulation for at least 3 weeks prior to cardioversion

unless they have had a transesophageal echocardiogram within 24

hours of cardioversion that indicates no clot.

Atrial Fibrillation, Indicator 9: All patients with atrial fibrillation of

greater than 48 hours or unknown duration should receive antico-

agulation for at least 4 weeks after cardioversion unless there are

contraindications to anticoagulation.

Atrial Fibrillation, Indicator 10: Patients with atrial fibrillation

started on warfarin should have an INR checked within 1 week of

the first dose.

* Source: McGlynn E.A., et al.: Appendix: The Quality of Health Care
Delivered to Adults in the United States. http://www.rand.org/pubs/

working_papers/WR174-1/ (last accessed Jan. 26, 2008). INR, international

normalized ratio.

† This age cutoff of 65 reflects knowledge and practice at the time these

measures were developed. Current guidelines emphasize age 75 as a cutoff

for receiving warfarin for atrial fibrillation, in the absence of other stroke risk

factors. (Reference 78: Fuster V., et al.: ACC/AHA/ESC 2006 Guidelines for

the Management of Patients with Atrial Fibrillation. Circulation
114:e257–e354, Aug. 15, 2006. Erratum in: Circulation 116(6):e138, Aug. 7,

2007.) 

Table 1. Quality Indicators Related to Oral
Anticoagulation in the Community Quality Index Study*

Stroke and Atrial Fibrillation, Indicator 3: IF a vulnerable elder

(VE) has chronic atrial fibrillation and is at medium to high risk for

stroke, THEN anticoagulation should be offered, BECAUSE antico-

agulants reduce the risk of stroke, as well as vascular events

(stroke, myocardial infarction [MI], and vascular death). 

Stroke and Atrial Fibrillation, Indicator 4: IF a VE has chronic

atrial fibrillation, is at medium to high risk for stroke, and has a

contraindication to anticoagulation, THEN antiplatelet therapy

should be prescribed, BECAUSE antiplatelet therapy reduces the

risk of stroke, as well as vascular events (stroke, MI, and vascular

death), although not as much as anticoagulants.

Stroke and Atrial Fibrillation, Indicator 5: IF a VE is prescribed

anticoagulants for atrial fibrillation, THEN there should be docu-

mentation that the goal for the INR is 2.0 to 3.0 or reason for

another goal, BECAUSE INR values kept within this range have

the best trade-off between stroke prevention and risk of hemor-

rhage.

Stroke and Atrial Fibrillation, Indicator 6: IF a VE has had a TIA

or ischemic stroke, THEN outpatient antiplatelet or anticoagulant

therapy should be prescribed within 3 months after stroke or TIA or

entering a new practice, BECAUSE antithrombotic treatment

reduces the risk of recurrent stroke, as well as vascular events

(stroke, MI, and vascular death). 

Medication Use, Indicator 6: IF a VE receives a new prescription

for warfarin, THEN he or she should receive education about diet

and drug interactions and the risk of bleeding complications, or

should be referred to an anticoagulation clinic, BECAUSE certain

drugs and dietary substances interact with warfarin and can

increase the risk of bleeding complications. 

Medication Use, Indicator 7: IF a VE is prescribed warfarin,

THEN an INR should be determined within 4 days after initiation of

therapy and at least every 6 weeks thereafter, BECAUSE VEs are

at particularly high risk for drug toxicity, and regular monitoring can

help maintain patients within the therapeutic index. 

* Sources: References 73–75: Cheng E.M., Fung C.H.: Quality indicators for

the care of stroke and atrial fibrillation in vulnerable elders. J Am Geriatr Soc
55(suppl. 2):S431–S437, Oct. 2007; Shrank W.H., Polinski J.M., Avorn J.:

Quality indicators for medication use in vulnerable elders. J Am Geriatr Soc
55(suppl. 2):S373–S382, Oct. 2007; Wenger N.S., Shekelle P.G.: Assessing

care of vulnerable elders: ACOVE project overview. Ann Intern Med
135:642–646, Oct. 16, 2001. INR, international normalized ratio; TIA, 

transient ischemic attack. 

Table 2. Quality Indicators Related to Oral
Anticoagulation in the Most Recent Version of the

Assessing Care of Vulnerable Elders (ACOVE) 
Quality Indicators* 
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care. Because of the expense and inconvenience of laboratory
checks, it is important to measure the INR sufficiently fre-
quently to optimize therapy, but not more often than that,
given that patients and their caregivers bear the burden of fre-
quent clinic visits. Kent colleagues have derived a computerized
algorithm to titrate follow-up intervals on the basis of INR
variability,80 with the premise that the risk associated with a
testing interval of six weeks in a patient with stable control
would be different than that of a patient with erratic control.
They were able to demonstrate, in a randomized trial, that use
of the algorithm increased follow-up intervals without compro-
mising INR control, a desirable result.81 Although their system
is not widely used, their findings do not necessarily suggest the
need for an absolute maximum interval between INR tests but
rather suggest that testing intervals can be tailored to the indi-
vidual patient.

Another potential process measure that was not included in
prior efforts is the timeliness of follow-up for an aberrant INR
value. In clinical practice, the exigency related to an out-of-
range value is largely predicated on a particular patient’s base-
line risk of hemorrhage or thromboembolism and the degree of
INR derangement. Evidence regarding the optimal follow-up
interval for aberrant INR values is lacking, and the topic is
unlikely to be subjected to a clinical trial due to ethical con-
cerns. However, the importance of adequate follow up for espe-
cially extreme INR values (> 5.0, for example) could be
empirically demonstrated through a link to intermediate or
definitive outcomes, providing evidence in an area unlikely to
see a clinical trial.

There is increasing interest in the use of genetic markers to
predict a patient’s steady state dose of warfarin before inception
of therapy or early in the course of therapy.82 Such a strategy
might allow the earlier achievement of a therapeutic INR while
avoiding supratherapeutic INR values and their attendant risk
of hemorrhage.82 Trials comparing this strategy to usual care at
the inception of warfarin therapy are ongoing83; if this strategy
is shown to improve care in a cost-effective manner, it could be
an important process measure in the future.

Another aspect of process deserving further study is the opti-
mal way to adjust doses of warfarin. There have been important
advances in this area; for example, a validated dose calculator is
now freely available on the Internet.84 In addition, our group
has recently shown that reserving dose changes for patients
whose INR is at least 0.3 outside the target range has the poten-
tial to improve percent time in the therapeutic INR range
(TTR) in clinical practice.85 Optimal warfarin dose manage-
ment remains an important but understudied topic; further

study may yield better evidence and useful quality indicators.
Other process measures could be studied but have not been,

possibly because of a lack of sufficiently detailed data. For
example, there are guidelines for which patients should receive
vitamin K in response to a very high INR19; adherence to such
guidelines could be studied, and the effect on outcomes quan-
tified. 

INTERMEDIATE OUTCOMES

It is often impractical to follow large enough groups of
patients for long enough to study definitive outcomes, which
may occur rarely. As long as intermediate outcomes of care have
been convincingly linked to definitive outcomes, they may
serve as a useful surrogate, allowing for more-feasible study
designs. The most commonly used intermediate outcome in
anticoagulation is TTR, which uses linear interpolation to
assign an INR value to each day between INR measurements.86

Several studies have provided strong evidence of a link
between TTR and definitive outcomes.23,24,87–89 The most direct
evidence for TTR as a predictor of adverse events comes from a
study that divided patients into three groups by TTR: 
< 60%, 60%–75%, and > 75%. The group with the worst con-
trol had more adverse outcomes than the other groups, includ-
ing death, stroke or systemic embolus, major bleeding, and
myocardial infarction.23 Another study estimated that 26% of
hemorrhagic and 11% of thromboembolic events among war-
farin patients are attributable to time spent above and below the
target range, respectively.24 The importance of keeping patients
within the target range was further illustrated by another study,
which estimated that unless a TTR of at least 58% can be
achieved, patients with atrial fibrillation would receive no more
benefit from warfarin than they would from aspirin, the sec-
ond-line therapy.87

Intermediate outcomes other than TTR have also been used
to assess INR control. Fihn et al. have proposed an INR vari-
ability measure and have demonstrated that it also predicts
adverse events.90,91 This measure is calculated by finding the
mean INR value for each patient and then the standard devia-
tion around that mean; the standard deviation is a measure of
INR variability.80 Although it is known that both TTR and
INR variability predict adverse events, their predictive ability
has never been compared in the same study. It is even possible
that both together will predict adverse events better than either
one alone.

An even simpler measure would be to calculate the propor-
tion of INR values within the target range, without linear inter-
polation between values. This is especially attractive because
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sites of care could measure the quality of anticoagulation care
without the need for more complicated statistical analysis.
However, it would be important to document that the propor-
tion of INR values in range has the same ability to predict
definitive outcomes as TTR.23 Several studies have compared
this simpler measure to interpolated TTR in terms of the
numerical results produced,92,93 but it would be more important
to compare intermediate outcome measures with regard to a
gold standard of definitive outcomes. 

In addition, it is likely that TTR can be improved as a qual-
ity indicator by identifying and remediating measurement arti-
facts. For example, some ACCs may intentionally document
low INR values prior to procedures, a practice that would
reduce TTR but would not imply inferior quality of care.
Deleting INR values proximal to an intentional interruption of
therapy may improve the performance of TTR as a quality indi-
cator.94 In addition, previous studies using TTR to compare
sites have been ambiguous about the method used to accom-
modate differential contributions of patient-time. Some studies
have evaluated entire clinics as if they are one patient observed
for thousands of person-years57,95; others have calculated TTR
for each patient and then averaged them, without weighting for
time in the database,56,60,96,97 and others have calculated mean site
TTR both ways63 or have not specified the method used.88,97 A
formal comparison of these methods could establish a standard,
which would be important for future attempts to compare sites
of care on TTR. 

Whether TTR or some other measure is used, intermediate
outcomes seem to be ideal quality indicators for oral anticoag-
ulation care. They measure what is arguably the single most
important function of an anticoagulation provider—to keep
the patient within the target range as much as possible. In addi-
tion, they have been linked to definitive outcomes, which have
obvious importance.23,24,87–89 However, if intermediate outcomes
are to be used to profile sites of care, they must be risk adjust-
ed, and no study has yet attempted to formulate a risk-adjust-
ment scheme for TTR or any other intermediate outcome in
oral anticoagulation. A clinically credible and statistically valid
risk-adjustment mechanism would be an important step toward
comparing intermediate outcomes among sites of care. 

DEFINITIVE OUTCOMES: MAJOR BLEEDING AND

THROMBOEMBOLIC EVENTS

The two most commonly studied definitive outcomes of
oral anticoagulation care are thromboembolism and hemor-
rhage; disease-specific mortality is a third definitive outcome,
but one that occurs too infrequently for practical study.

Thromboembolic events potentially preventable through anti-
coagulation include stroke, systemic embolus, and venous
thromboembolism. In most studies, bleeding is divided into
minor hemorrhage, which is generally conceptualized as bleed-
ing that does not require medical management, and major
hemorrhage, which includes bleeding requiring transfusion or
bleeding into a critical anatomic site. The definitions for
thrombosis, and even more so for hemorrhage,98 have varied
among studies, making comparisons difficult. This issue has
diminished over time but has not disappeared entirely. 

The most important difficulty in studying these definitive
outcomes is that they occur infrequently. This would severely
limit their use as quality indicators, even for the largest sites of
care.1 The traditional solution to such limitations is to link
definitive outcomes to intermediate outcomes, and then to use
the more convenient intermediate outcomes in subsequent
studies. As discussed above, previous research has sufficiently
established a link between at least one intermediate outcome
(TTR) and definitive outcomes to enable the use of TTR as a
quality indicator.23,24,87–89 Future research should aim to more
precisely define the relationship between intermediate and
definitive outcomes of anticoagulation care, including effect
sizes. Figure 1 (page 152) summarizes our research agenda to
advance quality measurement in oral anticoagulation care.

Limitations, Concerns, and Challenges of
Quality Measurement in Oral
Anticoagulation
It will be important to continuously gauge our level of confi-
dence in our quality indicators and to have realistic expecta-
tions of those that may be more imperfect than others. For
example, because they do not have intrinsic significance, mea-
sures of structure and process should be strongly related to out-
comes that matter to merit our interest.30,41 Process measures, in
particular, should be sophisticated enough to account for the
complexity of real patients with multiple comorbidities. Overly
simplistic or poorly conceived process measures may do much
harm by oversimplifying what are often complex clinical deci-
sions, especially in patients who have multiple comorbid con-
ditions.99,100 For example, a simplistic process measure might
require that any patient with atrial fibrillation receive warfarin,
whereas a better process measure might make an exception for
a patient with a history of gastrointestinal hemorrhage. An even
better process measure might weigh the relative importance of
a non–life-threatening hemorrhage in the distant past against a
markedly elevated stroke risk in this particular patient. Recent
advances have greatly increased the validity of quality measure-
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ment in the area of process,72,75,101–104 but there is still potential to
improve the sophistication of process measurement. 

It is important to note that although consensus guidelines
may provide useful guidance to practicing clinicians, they can-
not automatically be assumed to represent valid process mea-
sures.99,105 Consensus guidelines may be heavily based on the
results of randomized trials, which would have excluded most
patients.106 In addition, many consensus guidelines are written
by experts in a single field, with relatively little attention to the
whole patient and his or her many comorbid conditions and
competing priorities.100,107 Although elements of consensus
guidelines may be excellent candidates to serve as quality indi-
cators, the burden of proof is on investigators to demonstrate
that they have utility as quality indicators before they are ready
for such use.

Outcome measures, to be useful as quality indicators, must
be studied with databases that provide sufficient statistical
power to reliably demonstrate real differences between
providers or sites of care rather than merely showing differences
attributable to chance alone.1 As discussed, this would preclude
the use of definitive outcomes as quality indicators for all but
the largest sites of care; instead, attention should be focused on
intermediate outcomes as possible quality indicators. To be
credible, outcome measures must be adjusted for case mix to
ensure that differences in performance are due to the quality of
care rather than inherent patient characteristics.42 Ideally, such
risk adjustment would control for not only patient demograph-
ics and comorbidities but also for variables that may be harder
to obtain, such as socioeconomic status. 

Finally, it is important to move beyond a relatively narrow
focus on outcomes as comprising definitive clinical events and
intermediate measures of INR control. Of the six dimensions
of health care performance identified by the Institute of
Medicine—safety, effectiveness, patient-centeredness, timeli-
ness, efficiency, and equity108—only safety and effectiveness are
addressed by the above research agenda. Although some studies
in oral anticoagulation have focused on patient satisfaction or
the cost of care,29,56,62,97,109 more work is needed in this area;
greater consideration of these outcomes will help us to make
our care more responsive to patient needs and the needs of soci-
ety. Despite some previous research describing disparities in
oral anticoagulation,110–114 additional research will be needed to
define and reduce such disparities over time.

Conclusion
Oral anticoagulation care, a common and serious condition, is
in need of a program of quality measurement. Previous research

Figure 1. Eleven research goals to advance quality measurement in oral anti-
coagulation, organized by domain of quality measurement, are shown. INR,
international normalized ratio; TTR, percent time in the therapeutic range.

Eleven Research Goals to Advance Quality
Measurement in Oral Anticoagulation

STRUCTURE OF CARE

1. Document relationship between site volume and outcomes in

anticoagulation clinics (ACCs).

2. Document the effect of staff-to-patient ratio on outcomes in an

ACC.

3. Describe aspects of ACC organizational management or

leadership that contribute to outcomes.

PROCESS OF CARE

4. Document impact of high-quality patient education regarding

warfarin on outcomes.

5. Develop an evidence base regarding optimal strategies for

adjusting warfarin doses. Document impact on outcomes.

6. Study time to a next visit (or next INR value) when the INR is

very high or very low.  Document impact on outcomes.

7. Study adherence to guidelines regarding the provision of 

vitamin K for very high INR values. Document impact on 

outcomes.

INTERMEDIATE OUTCOMES OF CARE

8. Evaluate the relative ability of TTR, INR variability, and other

measures of INR stability to predict definitive outcomes. This

includes simpler measures than TTR (such as proportion of

INR values in range) and more complex measures than TTR.

9. Develop and validate risk adjustment models for intermediate

outcomes of anticoagulation care, such as TTR, to allow fair

comparisons between sites of care.

10. Profile sites of care using risk-adjusted TTR (or another

intermediate outcome).  Identify high and low outlier sites for

further study, and use them to identify strategies to improve

TTR at all sites of care.

DEFINITIVE OUTCOMES OF CARE

11. More precisely define the relationship between TTR and 

definitive outcomes of care (stroke, venous thromboembolism,

major hemorrhage).
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has established the evidence for anticoagulant therapy across a
broad spectrum of indications and has helped to achieve con-
sensus on the optimal target intensity for various indications.
The next task will be to use this body of evidence to develop
valid measures of the structure, process, and outcomes of oral
anticoagulation care. Valid quality indicators will give us a
framework for quality improvement, whose two goals will be to
maximize the effectiveness of therapy and to minimize harm.
Similar methods could be used to develop a program of quali-
ty measurement in other areas of clinical practice.
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Methods Papers

Comparing Methods of Measuring Treatment Intensification
in Hypertension Care

Adam J. Rose, MD, MSc; Dan R. Berlowitz, MD, MPH; Meredith Manze, MPH;
Michelle B. Orner, MPH; Nancy R. Kressin, PhD

Background—Greater treatment intensification (TI) improves hypertension control. However, we do not know the ideal
way to measure TI for research and quality improvement efforts. We compared the ability of different TI measures to
predict blood pressure (BP) control.

Methods and Results—We enrolled 819 hypertensive outpatients from an urban academic hospital. Each patient was
assigned 3 scores to characterize TI. The any/none score divides patients into those who had any therapy increases
during the study versus none. The norm-based method models the chance of a medication increase at each visit, then
scores each patient based on whether they received more or fewer medication increases than predicted. The
standard-based method is similar to the norm-based method but expects a medication increase whenever the blood
pressure is uncontrolled. We compared the ability of these scores to predict the final systolic blood pressure (SBP). The
any/none score showed a paradoxical result: any therapy increase was associated with SBP 4.6 mm Hg higher than no
increase (P�0.001). The norm-based method score did not predict SBP in a linear fashion (P�0.18); further
investigation revealed a U-shaped relationship between the norm-based method score and SBP. However, the
standard-based method score was a strong linear predictor of SBP (2.1 mm Hg lower for each additional therapy increase
per 10 visits, P�0.001). Similarly, the standard-based method predicted dichotomized blood pressure control, as
measured by SBP �140 mm Hg (odds ratio, 1.30; P�0.001).

Conclusions—Our results suggest that standard-based method is the preferred measure of treatment intensity for
hypertension care. (Circ Cardiovasc Qual Outcomes. 2009;2:385-391.)

Key Words: hypertension � chronic disease � research � quality of health care � ambulatory care

Improving cardiovascular outcomes will require valid ap-
proaches to measuring quality of care. Measuring the

quality of hypertension management is an especially impor-
tant goal because improved blood pressure (BP) control has
great potential to improve cardiovascular outcomes. One
possible measure of the quality of hypertension care is the
intensity of clinical management when BP is uncontrolled. As
early as 1979, the Hypertension Detection and Follow-up
Program demonstrated that as compared with usual care, an
algorithmic stepped-care approach to treating hypertension
improves BP control and reduces morbidity and mortality.1

More recently, investigators have also shown that in obser-
vational settings, patients who receive more intensive man-
agement for hypertension have better BP control.2,3 Because
of this demonstrated importance, there is increasing interest
in measuring treatment intensification (TI) in the manage-
ment of hypertension. A valid measure of TI could be used to
profile providers and could be an important element of

research and quality improvement efforts in hypertension
care. However, there is no consensus regarding the best way
to measure TI, and at least 3 methods have been used in
previous studies.2–4

The first method examines whether a patient has had any
medication increases during a period of time (versus none).4,5

This approach has 2 flaws. First, it cannot distinguish
gradations of TI, only any intensification versus none. Sec-
ond, it fails to account for confounding by indication, the
phenomenon wherein patients with the most severe disease
receive more intensive medical therapy.6 As might be ex-
pected, therefore, previous studies using this method have
found the paradoxical result that greater TI seems to worsen
BP control.4 However, this method has remained in use
through 2008,4,5 so it is important to evaluate its validity.

The other 2 approaches can measure gradations of TI and
do not produce paradoxical results, suggesting that they are
not confounded by indication. One of these approaches relies
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WHAT IS KNOWN

● More intensive management of hypertension im-
proves blood pressure over time in both experimental
and observational studies.

● Several different systems of measuring treatment
intensification have been used in the literature, but
these systems have not previously been compared
regarding their ability to predict blood pressure over
time (predictive criterion validity).

WHAT THE STUDY ADDS

● We found that a standard-based method, which essen-
tially “expects” a medication change whenever the
blood pressure is elevated, performs better than other
methods of measuring treatment intensification.

● Future research and quality improvement efforts
should preferably use the standard-based method of
measuring treatment intensification rather than the
other methods we studied.

● Improved measures of treatment intensification and
other quality-related constructs can increase the rel-
evance of research efforts and magnify the effect on
clinical care.

on a norm-based method (NBM) for defining care as more or
less intensive, whereas the other relies on a standard-based
method (SBM). The NBM, described by Berlowitz et al,2 first
derives a model to predict the probability of a dose increase
at each visit according to various visit characteristics, then
compares observed versus predicted dose changes to charac-
terize each patient’s care as more or less intensive than
expected. The SBM, described by Okonofua et al,3 simply
compares the number of dose changes observed with the
number of occasions on which the BP was 140/90 mm Hg or
higher. In this system, a dose change is essentially “expected”
whenever the BP is uncontrolled. Some have noted that SBM
has certain inherent advantages over NBM because it is easier
to calculate and interpret.7 However, NBM incorporates a
more nuanced view of clinical decision making because it
allows for the possibility that factors other than the BP may
influence the decision to intensify therapy, as well as the
possibility that gradations of BP may exert differential influence
on this decision. If NBM were the most valid measure of TI, as
measured by BP control, it might be preferred, despite difficul-
ties of calculation and interpretation.

However, different methods of measuring TI have not been
directly compared regarding their ability to predict BP control
over time. Because TI is a measure of process of care, linking
it to BP control outcomes can demonstrate its validity and
utility.8,9 We therefore used data from a study of hypertensive
patients at an academic urban safety net medical center to
address 2 questions: (1) To what extent do these different
measures of TI identify the same patients as having received
more or less intensive management, and (2) Which, if any, of
these 3 measures of TI best predicts BP control over time?
Whatever our results, we expected them to inform future
efforts to measure TI in the management of hypertension.

Methods
Enrollment
This report is a secondary analysis of data from a randomized trial
designed to test whether a clinician-directed curriculum about patient-
centered counseling could improve doctor–patient communication, ad-
herence to therapy, and BP control (clinicaltrials.gov identifier:
NCT00201149). Patients were enrolled from 7 outpatient primary care
clinics at Boston Medical Center, an inner-city safety net hospital
affiliated with the Boston University School of Medicine. The study was
approved by the Institutional Review Board of Boston University
Medical Center. We identified all patients of white or black race, age 21
and older, with outpatient diagnoses of hypertension on at least 3
separate occasions between August 2004 and June 2006.

Using this “universe” of 10 125 hypertensive patients from 7
clinics, the study staff tracked these patients’ clinic visits over a
19-month period, and, as they presented for care, approached 3526 of
them to request participation in the study. All willing respondents
were then asked a series of questions and administered a cognitive
screen to determine eligibility. A total of 1082 patients were
excluded. Reasons included seeing a medical student at their visit
(n�257), use of a daily medication dispenser (because it might invali-
date collection of adherence data, n�247), cognitive impairment ac-
cording to our cognitive screen (n�199), ethnicity other than white or
black (n�149), unable to speak English (n�71), not prescribed antihy-
pertensive medication (n�61), participation in another hypertension
study (n�30), hearing impairment (n�16), and other (n�52), leaving
2444 eligible patients. Of those, 654 patients overtly refused to partic-
ipate and 920 patients responded that they did not have time to
participate that day. Total enrollment was therefore 870 patients.

Dependent Variable: Final Systolic Blood Pressure
The primary outcome was each patient’s final systolic blood pressure
(SBP) value, drawn from the clinical record of Boston Medical
Center. We chose SBP rather than diastolic blood pressure (DBP) as
our primary outcome because many more patients have poorly
controlled SBP.10 However, we also examined several secondary
outcomes of hypertension care, including DBP and dichotomized
measures of SBP, DBP, and overall BP control.

Categorizing Medication Increases
Automated data from Boston Medical Center’s electronic medical
record were examined. Our database included all prescriptions
written, as well as all clinical BP values recorded within the study
period. The unit of analysis was a visit to the primary care clinic, as
identified by a date on which a BP value was recorded. When there
were multiple BP values recorded on one date, we chose the one with
the lowest SBP; if two values were tied, we selected the one with the
lower DBP.

We recorded the patient’s initial regimen of antihypertensive
medications, ie, the regimen before study inception. One of the
authors (A.J.R.) manually reviewed all prescriptions for each patient
to see when the BP regimen was increased. An increase in medica-
tion was defined as either a new medication being added to the
regimen or an increase in the dose of an existing medication. The
period between each 2 BP values was assigned a 1 if the regimen was
increased during that period, or a 0 if it was not. Multiple increases
during a single period were counted as a 1. Dose changes occurring
after the final visit were not recorded. A subset of 42 patients,
representing 495 (5%) of all clinic visits, were randomly selected for
blind reabstraction by another author (D.R.B.). Agreement between
the 2 reviewers was excellent (��0.93; 95% CI, 0.87 to 0.98).

Covariates
We collected patient demographic data, including race (black or
white), gender, and age. Using both ICD-9 codes and problem lists
from the electronic medical record, we noted whether the patients
had the following comorbid conditions, all of which could impact the
BP, the use of antihypertensive medications, or the perceived
urgency of controlling hypertension: benign prostatic hypertrophy,
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cerebrovascular disease, congestive heart failure, chronic kidney
disease, coronary artery disease, diabetes mellitus, hyperlipidemia,
obesity (body mass index �30), peripheral vascular disease, and
tobacco use.

Independent Variable: Any/None Score
The any/none score was “1” if the patient had at least 1 therapy
increase during the study; otherwise, it was “0.” The any/none score
does not account for the number of visits or the degree of BP
elevation.

Independent Variable: Norm-Based Method Score
To create the NBM score,2 we began by deriving and validating a
model to predict medication increases at each visit. The unit of
analysis was each individual clinic visit; the outcome was whether or
not the medications were increased at the visit. Our hypotheses
regarding likely predictors were derived from our clinical judgment
as well as our experience with the strongest predictors in previous
similar models.2,11,12 We considered the following possible predic-
tors: SBP at the current and the previous visit, DBP at the current and
the previous visit, number of days since the previous visit, whether
the medications were increased at the previous visit, and the entire
list of variables described above under “Covariates.”

We initially screened variables using recursive partitioning
(CART modeling),13 using the R statistical package, version 2.6 (R
Foundation, 2007). This method assigns each clinic visit into 1 of
several categories according to several important predictors; each
category is characterized by a particular frequency of medication
increase. The important variables and cutoff values are empirically
determined by the modeling procedure.

Having used CART to screen variables, we proceeded to derive
and validate our predictive model using logistic regression. The
dataset was split 60/40, with the larger subset used for derivation and
the smaller for validation. We tried all candidate variables in our
models, focusing particularly on those identified as important by
CART modeling. In selecting cutoff values for continuous variables,
we were guided by the output from CART model results and results
of bivariate analyses. There were 5 predictors in the final model: (1)
current SBP, (2) current DBP, (3) days since last visit, (4) DBP at
previous visit, and (5) whether the medication was adjusted at the
last visit (see online-only Data Supplement A for model details). The
c-statistic was 0.74 in the derivation set and 0.72 in the validation set;
the Hosmer–Lemeshow test indicated good model fit (P�0.59 in the
derivation set and 0.44 in the validation set).

We then calculated the total number of expected medication
changes for each patient in the dataset by summing probabilities over
all of their visits. For example, if a patient had 3 visits, with predicted
probabilities of a medication change of 0.20, 0.30, and 0.50, then
exactly one medication change would be expected over this 3-visit
period. We assigned each patient an NBM score, using the following
formula:

(observed medication changes�NBM-predicted medication
changes)/number of clinic visits

NBM scores are between �1 and 1, with 0 as the midpoint of the
score. A score of 0 indicates a precise match between observed and
expected medication increases, with positive numbers indicating
more medication increases than expected and negative numbers
indicating fewer increases than expected. As an example, over a
10-visit period, a patient might have a total of 5 predicted medication
increases using NBM. If this patient actually had 3 visits with
medication increases, the NBM score would be �0.2, indicating 2
fewer medication increases than expected per 10 visits. If the patient
had 6 visits with therapy increases, the NBM score would be 0.1,
indicating 1 more medication increase than expected per 10 visits.

We also created an alternative NBM score for each patient, based
solely on the results of our CART model (online-only Data Supple-
ment B), as in the original article by Berlowitz et al.2 Results
obtained using this score were not meaningfully different from our
main NBM score and are not shown.

Independent Variable: Standard-Based
Method Score
For the SBM analysis,3 the expected number of medication increases
was the number of occasions on which the recorded BP was
140/90 mm Hg or higher. Using this number and the number of
occasions on which the medication was intensified each patient was
assigned a score between �1 and 1. To make comparisons with
NBM more straightforward, we reversed the polarity of the SBM
score from what was originally described by Okonofua et al.3

Therefore, we computed the SBM score using the following formula:

(observed medication changes�SBM-predicted medication
changes)/number of clinic visits

For example, a patient with 5 elevated BP values over 10 visits
would have a predicted value of 5 therapy increases. If this patient
actually had 3 visits with medication increases, the score would be
3/10 to 5/10��0.2, or 2 fewer therapy increases than expected per
10 visits. If the patient had 6 visits with therapy increases, the score
would be 6/10 to 5/10�0.1, or 1 more therapy increase than expected
per 10 visits.

We recognize that for patients with diabetes or chronic kidney
disease, current guidelines set a lower BP target (ie, 130/
80 mm Hg).14 We therefore created an alternative SBM score only
for patients with a low BP target. For this alternative SBM score, a
medication increase was expected on each occasion when the
recorded BP is 130/80 mm Hg or higher as opposed to 140/
90 mm Hg for the main TI score. We divided the sample into patients
with the higher and the lower BP thresholds and repeated our
analyses for each group using the appropriate TI score. Results of
this sensitivity analysis were similar to our main analysis and are not
shown.

Statistical Analyses
Each patient was assigned 3 scores to measure TI in their hyperten-
sion care: any/none, NBM, and SBM. We examined the degree to
which these 3 measures of TI were intercorrelated. For comparisons
involving the any/none score, we used t tests to compare means of
the other 2 scores when the any/none score was “any” versus “none.”
We compared the NBM and SBM scores using Spearman correlation
(because of the non-Gaussian distribution of the SBM score) as well
as dividing them into quartiles and constructing a 4�4 table.

We then examined the predictive validity of these 3 scores for the
main dependent variable, the final SBP (continuous), as well as
several secondary measures of BP control, including final DBP
(continuous) and whether the final SBP was �140 mm Hg (categor-
ical). For the any/none score, we compared the “any” group with the
“none” group using t tests or �2, as appropriate. For the NBM and
SBM scores, we used linear or logistic regression to model the
relationship between the score and the BP outcomes, as appropriate.
We repeated these analyses, controlling for patient-level covariates.
We also divided the NBM and SBM scores into quartiles and
performed ANOVA tests regarding the ability of the quartiles to
predict the final SBP. For all analyses except the CART modeling,
we used SAS, version 9.1 (SAS Institute). The authors had full
access to the data and take responsibility for their integrity. All
authors have read and agree to the manuscript as written.

Results
Patient Characteristics
Of 870 patients enrolled in the study, 51 were excluded from
this analysis because they had 2 or fewer BP values. There-
fore, 819 patients with hypertension, managed at Boston
Medical Center, constituted our study population (Table 1).
The mean follow-up time was 24 months; on average,
patients visited the clinic once every 2 months. The mean age
was 59.6 years, 34% of patients were male, and most (58%)
were of black race. Considering their relatively young age, the
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population had a high burden of comorbidity: 54% had hyper-
lipidemia, 33% had diabetes, 13% had coronary artery disease,
and 59% were obese. Most patients (74%) were receiving 2 or
more antihypertensive medications at study inception. The
population was characterized by relatively well controlled hy-
pertension at baseline: the mean BP was 134/80 mm Hg, and
55% of patients were below 140/90 mm Hg.

Medication Increases and Measures
of Treatment Intensity
After excluding the initial and final clinic visits for each
patient (which were not analyzed regarding therapy in-

creases), therapy was increased at 835 of the 9828 clinic visits
(8.5%); 406 patients (50%) had at least 1 therapy increase
during the study. Among patients with at least 1 therapy
increase, the mean number of increases was 2.1, and the
median was 2.0. We calculated NBM and SBM scores for
each patient in the database. NBM scores were narrowly
distributed (median, �0.04; interquartile range, [IQR] �0.06,
0.05; 5th and 95th percentiles, �0.13, 0.25). SBM scores
were more widely distributed (median, �0.25; IQR, �0.50,
�0.05; 5th and 95th percentiles, �0.80, 0.05).

Before examining the scores as predictors of BP control,
we compared their classification of patients. The mean NBM
score was 0.09 when the any/none score was “any,” versus
�0.07 when it was “none” (P�0.001). In contrast, the SBM
score did not differ meaningfully between the 2 groups
(�0.27 versus �0.30, P�0.15). The Spearman correlation
between the NBM and SBM scores was 0.44, a fairly low
correlation for 2 scores that are intended to measure the same
construct. We also divided the NBM and SBM scores into
quartiles and compared their classification of patients (Table 2).
The � statistic for agreement between these 2 scores was 0.14
(95% CI, 0.09 to 0.18). Extreme differences in quartile
classification were not uncommon; for example, there were
209 patients (26%) whose quartile classifications differed by
more than 1 category.

Any Therapy Increases as a Predictor of Blood
Pressure Control
Any therapy increase (versus none) was examined as a
predictor of the final BP. Patients with at least 1 therapy
increase had a mean final SBP of 135.2 mm Hg as compared
with a mean final SBP of 130.6 mm Hg among patients who
had no therapy increases (P�0.001). As expected, because
this measure does not control for confounding by indication,
it produces a paradoxical result (therapy increases are asso-
ciated with a higher final BP).

Norm-Based Method Score as a Predictor
of BP Control
NBM score was a poor predictor of BP control (Table 3). In
a linear regression, the NBM score was not a significant
predictor of the final SBP (model R2�0.001, P�0.28).
Adding patient-level covariates improved the model fit some-
what. We investigated further by dividing the NBM score into
quartiles (Table 4). A U-shaped relationship, rather than a
linear relationship, was observed between NBM score quar-
tiles and the final SBP. The NBM score also performed

Table 1. Patient Characteristics (n�819)

Characteristic No. (%) or Mean (SD)

Age, y 59.6 (11.4)

Male gender 278 (34)

Race

White 343 (42)

Black 476 (58)

Current smoker 61 (7)

Obese 483 (59)

Comorbid conditions

Benign prostatic hypertrophy 30 (4)

Cerebrovascular disease 46 (6)

Chronic kidney disease 55 (7)

Congestive heart failure 29 (4)

Coronary artery disease 105 (13)

Diabetes 272 (33)

Hyperlipidemia 439 (54)

Peripheral vascular disease 43 (5)

Frequency of clinic visits

Person-time, mo 24.3 (7.9)

No. of clinic visits 12.0 (10.4)

Clinic visits/month 0.50 (0.40)

Medication classes received at baseline

ACE inhibitors or ARBs 529 (65)

�-blockers 370 (45)

Calcium channel blockers 297 (36)

Diuretics, thiazide or loop 532 (65)

All other classes combined 95 (12)

Baseline No. of medications

None 6 (1)

1 206 (25)

2 299 (37)

3 201 (25)

4 or more 106 (13)

Baseline BP control

Baseline BP, mm Hg 134/80 (17/11)

Patients with baseline BP �140/90 mm Hg 447 (55)

Final BP control

Final BP, mm Hg 133/79 (17/11)

Patients with final BP �140/90 mm Hg 489 (60)

Table 2. Comparison of Quartile Classifications of Patients
Using the NBM Score and the SBM Score

SBM
Lowest TI

(NBM)
Lower TI

(NBM)
Higher TI

(NBM)
Highest TI

(NBM) Totals

Lowest TI 132 18 36 22 208

Lower TI 61 39 55 61 216

Higher TI 11 77 46 49 183

Highest TI 4 75 60 73 212

Totals 208 209 197 205 819

Quartiles are not equal in size because of patients with identical TI scores.
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poorly as a predictor of the final DBP (R2�0.002, P�0.19)
and as a predictor of whether the final SBP would be below
140 mm Hg (OR, 1.06 per change of 0.1; c-statistic, 0.56,
P�0.28).

Standard-Based Method Score as a Predictor of
Blood Pressure Control
In contrast to the NBM score, the SBM score was an excellent
predictor of the final BP (Table 5). In a linear regression, the
� coefficient was �2.1, indicating that for each 0.1 of the
SBM score (1 more therapy increase per 10 visits), the final
SBP was 2.1 mm Hg lower (R2�0.12, P�0.001). Adding
covariates to the model improved its fit by a margin similar to
that with the NBM model, but SBM persisted as a powerful

predictor of the final SBP. In additional stratified analyses,
SBM performed similarly in males and females, in white and
black patients, and among subgroups of patients with partic-
ularly severe comorbid conditions such as chronic kidney
disease, congestive heart failure, and peripheral vascular
disease.

We investigated further by dividing the SBM score into
quartiles (Table 4). A strong linear relationship was observed
between SBM score quartiles and final SBP (P for linear
trend �0.001). The SBM score was also a predictor of the
final DBP (� coefficient, �0.8; P�0.001) and of whether the
final SBP would be below 140 mm Hg (OR, 1.30 per change
of 0.1; c-statistic, 0.70, P�0.001).

Discussion
Optimizing approaches to measuring the quality of care
delivered to patients with chronic diseases is an important
research goal. This is particularly true for measuring treat-
ment intensity in the care of hypertension because we have
decades of evidence showing that more intensive treatment
improves BP control.1–3 We therefore compared the predic-
tive criterion validity of 3 approaches of measuring TI in
hypertension care. We found that the any/none measure
produces paradoxical results because it does not account for
confounding by indication. To our surprise, we found that the

Table 3. Performance of the NBM Score as a Predictor of the
Final SBP, With and Without Covariates

Variable
NBM Score

Alone
NBM Score With

Covariates

Intercept 132.9* 124.8*

NBM Score (per 0.1) �0.5 �0.6

Age

Oldest (70�) 6.5†

Older (60–69) 5.0†

Younger (50–59) 2.9

Youngest (Under 50) —

Benign prostatic hypertrophy �2.9

Black race (vs white) 3.4†

Cerebrovascular disease 8.2†

Chronic kidney disease �2.0

Congestive heart failure 1.0

Coronary artery disease 0.6

Diabetes mellitus 2.6

Female gender (vs male) �0.1

Hyperlipidemia 0.3

Obesity 1.7

Peripheral vascular disease 1.2

Tobacco user 0.3

Model R 2 0.001 0.05

A positive change of 0.1 in the NBM score indicates 1 more therapy change
per 10 visits. Intercepts and � coefficients predict the final systolic blood
pressure and are expressed in units of mm Hg. A positive � coefficient denotes
an increase in the final systolic blood pressure, whereas a negative �
coefficient denotes a decrease.

*P�0.001; †P�0.05.

Table 4. Quartiles of NBM Score and SBM Score as
Predictors of the Final SBP

Treatment Intensity NBM Scoring SBM Scoring

Most intensive management 133.7 125.3

More intensive management 131.3 129.2

Less intensive management 127.9 135.6

Least intensive management 138.5 141.0

P value, ANOVA test �0.001 �0.001

Mean systolic blood pressure for each group is given in mm Hg.

Table 5. Performance of the SBM Score as a Predictor of the
Final SBP, With and Without Covariates

Variable
SBM Score

Alone
SBM Score With

Covariates

Intercept 127.1* 119.3*

SBM Score (per 0.1) �2.1* �2.0*

Age

Oldest 5.9†

Older 5.3†

Younger 3.2

Youngest —

Benign prostatic hypertrophy �2.0

Black race (vs white) 2.1

Cerebrovascular disease 6.5†

Chronic kidney disease �1.0

Congestive heart failure 1.5

Coronary artery disease 0.1

Diabetes mellitus 2.2

Female gender (vs male) 0.2

Hyperlipidemia 1.9

Obesity 0.9

Peripheral vascular disease 1.8

Tobacco user 0.4

Model R 2 0.12 0.16

A positive change of 0.1 in the SBM score indicates 1 more therapy change
per 10 visits. Intercepts and � coefficients predict the final systolic blood
pressure and are expressed in units of mm Hg. A positive � coefficient denotes
an increase in the final systolic blood pressure, whereas a negative �
coefficient denotes a decrease.

*P�0.001; †P�0.05.
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NBM score was not predictive of BP control. Further inves-
tigation demonstrated that the NBM score appeared to have a
U-shaped relationship with BP outcomes, complicating its
use as a predictor and calling into question its validity as a
measure of TI, which is meant to be monotonic.

In contrast, the SBM score was a powerful predictor of the
final BP, a relationship that remained undiminished after
controlling for covariates. It is important to remember that the
� coefficient we found for the effect of SBM on final SBP,
�2.1 mm Hg, was for each additional therapy increase per 10
visits, a relatively small difference in management. Larger
differences in management would obviously improve BP
control much more. For example, the difference in final SBP
between the highest and lowest quartiles of TI (125 mm Hg
versus 141 mm Hg) suggests an effect of considerable mag-
nitude and clinical significance.

We had expected to find that the any/none measure
performs poorly as a measure of TI because previous studies
have shown that a failure to account for confounding by
indication produces paradoxical (or attenuated) results.4–6

We had also expected to find that NBM is superior to SBM
as a predictor of BP control because it incorporates a more
nuanced representation of clinical decision making. The
apparent lack of predictive criterion validity for NBM in our
study contrasts with the findings of earlier studies, particu-
larly the original article by Berlowitz et al.2 This difference
may be attributable to improved BP control: mean initial BP
was 134/80 mm Hg in our study versus 146/83 in the earlier
study.2 NBM may have worked better in an era of mediocre
BP control, whereas SBM may be more suited to pursuing
what are ultimately smaller improvements in BP.

Our study has several limitations. First, TI is not univer-
sally accepted as an ideal theory to understand poor control of
asymptomatic chronic conditions, especially when it is pre-
sented as “clinical inertia,”15 the obverse of TI. Some studies
have suggested that on deeper inspection, what seems to be
clinical inertia could also be attributed to “competing de-
mands,”16,17 “clinical uncertainty,”18 or “appropriate inac-
tion.”19 Other studies have explored the relationship between
TI and adherence,4,5,20–23 or the patient and visit-level predic-
tors of TI.10,17,24–26 This study did not include specific
measures of adherence, competing demands, patient com-
plexity, clinical uncertainty, or appropriate inaction, although
we did account for the burden of comorbid disease, which
relates to several of these concepts (competing demands and
patient complexity). However, because we compared multi-
ple measures of TI using the same database, we can be
assured that unmeasured covariates would have been equally
true for all comparisons. In addition, although refinements to
the TI concept are always welcome, our study reinforces the
notion that TI, as embodied in the SBM score, is an important
determinant of BP control.

Second, our study compared different methods of measur-
ing TI in hypertension care. It should not be assumed,
however, that SBM would also be the ideal system for
measuring TI in the care of diabetes or hyperlipidemia; future
research should address those questions. Finally, our data
were drawn from an academic urban hospital, which may
limit generalizability. The clinicians at Boston Medical Cen-

ter may have managed hypertension differently than nonac-
ademic clinicians. Similarly, the BP control in this cohort was
quite good; it is possible that the SBM score may work
particularly well in such a setting. In addition, many of the
patients in our study were immigrants, ethnic minorities, and
of low socioeconomic status. However, given the relatively
good BP control achieved among this population, the chal-
lenges these patients face in their everyday lives do not seem
to threaten the generalizability of our findings.

We have known for 30 years that more intensive manage-
ment leads to better hypertension outcomes, in both clinical
trials and observational settings.1–3 What we have lacked is
consensus about the best method to measure TI in the care of
hypertension. Our study found that any/none and NBM were
not valid measures of TI, whereas a SBM was an excellent
predictor of BP control. Unless these results are challenged
by other studies, SBM should be the preferred method of
characterizing TI in future studies of hypertension care. SBM
can now serve as the basis of research and quality improve-
ment efforts to improve the process and outcomes of hyper-
tension care.
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Intensifying Therapy for Hypertension Despite
Suboptimal Adherence

Adam J. Rose, Dan R. Berlowitz, Meredith Manze, Michelle B. Orner, Nancy R. Kressin

Abstract—More intensive management can improve control blood pressure (BP) in hypertensive patients. However, many
would posit that treatment intensification (TI) is not beneficial in the face of suboptimal adherence. We investigated
whether the effect of TI on BP varies by adherence. We enrolled 819 patients with hypertension, managed in primary
care at an academically-affiliated inner-city hospital. We used the following formula to characterize TI: (visits with a
medication change�visits with elevated BP)/total visits. Adherence was characterized using electronic monitoring
devices (“MEMS caps”). Patients who returned their MEMS caps (671) were divided into quartiles of adherence,
whereas patients who did not return their MEMS caps (148) had “missing” adherence. We examined the relationship
between TI and the final systolic blood pressure (SBP), controlling for patient-level covariates. In the entire sample, each
additional therapy increase per 10 visits predicted a 2.0 mm Hg decrease in final SBP (P�0.001). After stratifying by
adherence, in the “best” adherence quartile each therapy increase predicted a 2.1-mm Hg decrease in final SBP, followed
by 1.8 for the “next-best” adherence quartile, 2.3 in the third quartile, and 2.4 in the “worst” adherence quartile. The
effect size for patients with “missing” adherence was 1.6 mm Hg. The differences between the group with “best”
adherence and the other 4 groups were not statistically significant. In this observational study, treatment intensification
was associated with similar BP improvement regardless of the patient’s level of adherence. A randomized trial could
further examine optimal management of patients with suboptimal adherence. (Hypertension. 2009;54:524-529.)

Key Words: hypertension � adherence � medication therapy management � quality of care � ambulatory care

For almost 30 years, we have known that more intensive
management of hypertension can improve blood pressure

(BP) control, both in the setting of clinical trials1 and in
observational studies of routine clinical practice.2,3 Similarly,
it has long been appreciated that greater adherence to medi-
cation regimens can improve BP control.4,5 More recently,
there have been several efforts to understand the relationship
between adherence and treatment intensity (TI) in the man-
agement of hypertension.6–10 Some of these studies have
addressed whether clinicians are more or less likely to
increase therapy according to patient adherence,6,7 whereas
others have probed the relationship between TI and adherence
in determining BP control over time.8–10

Explorations of the relationship between TI and adherence
in determining BP control have been limited in their scope,
mostly demonstrating that both TI and adherence have
important effects on BP control.8–10 However, a more impor-
tant question has not yet been addressed, namely whether the
effect of TI on BP control differs by adherence. This
information would help inform the difficult clinical decision
of how best to manage a patient suspected of suboptimal

adherence to therapy. Despite the lack of evidence regarding
this topic, there seems to be widespread agreement that it is
not advisable to intensify therapy when a patient is nonad-
herent.7,8,11 This may be because of a belief, on the part of
clinicians, that nonadherent patients may not benefit from
treatment intensification, and that it in fact may harm them by
predisposing to hypotensive episodes when therapy is actually
taken. However, the conviction that therapy should not be
increased for nonadherent patients has not been subjected to
empirical evaluation, and it seems to be based on a binary view
of patients as completely adherent or completely nonadherent,
when in fact most patients fall somewhere in between.12

We therefore set out to examine the association between
TI, adherence, and BP control. Our study had 2 objectives: (1)
to determine whether patient adherence to antihypertensive
therapy predicts clinician decisions regarding therapy inten-
sification, and (2) to determine whether the effect of TI on BP
control differs among strata of adherence. We hypothesized
that patients with suboptimal adherence would indeed have
improved BP control with more intensive therapy, because a
more potent regimen, even one taken less than 100% of the
time, is likely to be more effective in controlling BP.
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Methods
Enrollment
This report is a secondary analysis of data from a randomized trial
designed to test whether a clinician-directed curriculum about
patient-centered counseling could improve doctor-patient communi-
cation, adherence to therapy, and blood pressure control (Clinical-
Trials.gov Identifier: NCT00201149). Patients were enrolled from 7
outpatient primary care clinics at Boston Medical Center, an inner-
city safety net hospital affiliated with the Boston University School
of Medicine. The study was approved by the Institutional Review
Board of Boston University Medical Center. We identified all
patients of white or black race, age 21 and older, with outpatient
diagnoses of hypertension on at least 3 separate occasions between
August 2004 and June 2006. Because of this requirement for 3
previous outpatient diagnostic codes, our study enrolled only patients
with prevalent as opposed to incident hypertension. Study staff then
tracked the clinic visits of these 10 125 patients over a 19-month
period, and, as they presented for care, approached 3526 of them to
request participation in the study. Of those, 654 patients (19% of
3526) overtly refused to participate and 920 patients (26% of 3526)
responded that they did not have time to participate, but we were
unable to assess their eligibility before they declined. All willing
respondents were then asked a series of questions and administered a
cognitive screen to determine eligibility; 1083 patients (55% of the
remaining 1952) were excluded, for reasons detailed in Figure S1
(please see http://hyper.ahajournals.org). Assuming a similar rate of
ineligibility among patients whose eligibility was not assessed, we
recruited 869 patients from a likely pool of 1578 eligible patients (55%).

Dependent Variable: Final Systolic Blood Pressure
The primary outcome was each patient’s final SBP value, ie, the one
immediately before study completion. These BP values were drawn
from the clinical record of Boston Medical Center. We chose SBP
rather than diastolic blood pressure as our primary outcome, because
many more patients have poorly-controlled SBP.13,14

Categorizing Medication Increases
Automated data from Boston Medical Center’s electronic medical
record (EMR) were examined. Our database included all prescrip-
tions written, as well as all clinical BP values recorded within the
study period. The unit of analysis was a visit to the primary care
clinic, as identified by a date on which a BP value was recorded.
When there were multiple BP values recorded on one date, we chose
the one with the lowest SBP; if two values were tied, we selected the
one with the lower DBP.

We recorded the patient’s initial regimen of antihypertensive
medications, ie, the regimen before study inception. One of the
authors (A.J.R.) manually reviewed all prescriptions for each patient
to see when the BP regimen was increased. An increase in medica-
tion was defined as either a new medication being added to the
regimen or an increase in the dose of an existing medication. The
period between each 2 BP values was assigned a 1 if the regimen was
increased during that period, or a 0 if it was not. Multiple increases
during a single period were counted as a 1. A subset of 42 patients,
representing 495 (5%) of all clinic visits, were randomly selected for
blind reabstraction by another author (D.R.B.). Agreement between
the 2 reviewers was excellent (��0.93, 95% CI 0.87 to 0.98).

Independent Variable: Treatment Intensity Score
We characterized TI using an observed-expected scoring system
originally described by Okonofua et al.3 We have shown that this
scoring system is a valid predictor of BP control over time and is the
preferred scoring system to measure TI in the care of hypertension.15

One of the strengths of this measure is that it avoids confounding by
severity, the tendency for patients with more severe disease to
receive more intensive management.15 Without accounting for con-
founding by severity, one can obtain the paradoxical result that more
intensive management is associated with worse control of BP.15

Because this TI measure inherently accounts for BP control, it is not
necessary to also control for initial BP as a covariate.

For this TI measure, a medication increase is expected on each
occasion when the recorded BP is 140/90 mm Hg or higher. Using
this number, and the number of occasions on which the regimen was
intensified, each patient was assigned a score between �1 and 1,
using the following formula:

(observed medication changes�expected medication

changes)/number of clinic visits

As an example, over a period of 10 visits, 5 of which had an
elevated BP value, a patient would have an expected proportion of
visits with medication increases of 5/10. If this patient actually had
3 visits with medication increases, the score would be 3/10�5/
10��0.2, indicating that therapy was increased at 20% fewer visits
than expected. If the patient had 6 visits with therapy increases, the
score would be 6/10�5/10�0.1, indicating that therapy was in-
creased at 10% more visits than expected.

We recognize that for patients with diabetes or chronic kidney
disease, current guidelines set a lower BP target (ie, 130/
80 mm Hg).13 We therefore created an additional TI score only for
patients with a low BP target. For this alternative TI score, a
medication increase was expected on each occasion when the
recorded BP is 130/80 mm Hg or higher, as opposed to 140/
90 mm Hg for the main TI score. We conducted a sensitivity
analysis, dividing the sample into patients with the higher and the
lower BP thresholds, and repeating our analyses for each group
separately using the appropriate TI score. Results were similar to our
main analysis, and are not shown.

Stratification Variable: Adherence to
Antihypertensive Therapy
We characterized adherence to antihypertensive therapy using Med-
ication Events Monitoring System ([MEMS], AARDEX). These
devices use a microchip to record all bottle openings. Adherence as
measured by MEMS caps has been linked to improvements in
numerous clinical outcomes,16,17 including hypertension control.18,19

Patients were each given one MEMS cap, corresponding to the
antihypertensive medication that they took the most times per day.
Clinicians were not given feedback about their patients’ adherence as
measured by MEMS caps.

When processing MEMS data into adherence scores, we began by
identifying all patients who either did not return their MEMS cap or
did not open it enough times to calculate an adherence score (for
example, once). For all others, we used MEMS data from the first 90
days after they began using their MEMS cap, or a shorter period for
patients who stopped using their MEMS cap sooner. We calculated
the proportion of days in this period on which the patient took at least
the number of doses prescribed. Patients who did not return their
MEMS caps were considered to have “missing” adherence. The
remaining patients were divided into quartiles by adherence; thus,
there were 5 adherence groups included in the analysis: 4 quartiles
and “missing.”

Covariates
We collected patient demographic data, including self-reported race
(black or white), sex, and age. Using both ICD-9 codes and problem
lists from the EMR, we noted whether the patients had the following
comorbid conditions, all of which could impact the blood pressure,
the use of antihypertensive medications, or the perceived urgency of
controlling hypertension: benign prostatic hypertrophy, cerebrovas-
cular disease, chronic heart failure, chronic kidney disease, coronary
artery disease, diabetes mellitus, hyperlipidemia, obesity (BMI
�30), and peripheral vascular disease. We noted whether patients
were actively using tobacco at any time during the study.

Finally, we controlled for assignment to the intervention or control
arm of the parent randomized trial as a covariate. Clinicians treating
the patients in the study arm received a one-time educational
intervention designed to improve doctor-patient communication and
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cultural competency; clinicians treating patients in the control arm
did not receive the intervention.

Statistical Analyses
We compared baseline characteristics among the 5 adherence
groups, using ANOVA and �2 tests as appropriate. We used a test of
linear trend to compare TI scores among the 5 adherence strata. We
examined the effect of TI on the final SBP using a generalized linear
model, controlling for patient-level covariates. We then added
interaction terms to our model to test whether the effect of TI on the
final SBP differed among the adherence strata, controlling for
patient-level covariates. Finally, we analyzed each adherence stratum
separately, controlling for covariates, to confirm that the effect of TI
on SBP remained statistically significant in all strata. For all
analyses, we used SAS, version 9.1 (SAS Institute).

Results
Patient Characteristics
Of the 869 patients enrolled in the study, 50 were not
analyzed because they had 2 or fewer BP values. Therefore,

819 patients with hypertension, all managed at Boston Med-
ical Center, constituted our study population (Table 1). The
mean follow-up time was 24 months; on average, patients
visited the clinic once every 2 months. The mean age was
59.6 years, 34% of patients were male, and most (58%) were
of black race. Considering their relatively young age, the
population had a relatively high burden of comorbidity: 33%
had diabetes, 13% had coronary artery disease, 7% had
chronic kidney disease, and 59% were obese. Most patients
(74%) were receiving 2 or more antihypertensive medications
at the beginning of the study. The population was character-
ized by relatively well-controlled hypertension at baseline:
the mean initial BP was 134/80 mm Hg, and 55% of patients
had an initial BP below 140/90 mm Hg.

There were 5 adherence groups: 4 quartiles of adherence
(98% and higher, 94% to 98%, 80% to 94%, below 80%) and
patients who did not return their MEMS caps (missing
adherence). Within the poor adherence quartile, the median
adherence was 62% (Interquartile Range 42% to 73%).
Comparison of baseline characteristics among these 5 adher-
ence strata revealed several differences (Table S1, please see
http://hyper.ahajournals.org). Most notably, black race was
associated with poorer adherence or not returning the MEMS
cap; the best adherence group contained 45% black patients,
compared to the worst adherence group (69%) and the
missing adherence group (76%, P�0.001 for �2 test). In
addition, patients with poor or missing adherence had worse
BP control at baseline. For example, 45% of patients with
missing adherence and 50% of patients with the worst
adherence had controlled BP at baseline, compared to 61%
among patients with the best adherence (probability value for
�2 test�0.03).

Treatment Intensity, Adherence, and Blood
Pressure Control
Blood pressure was elevated at 4894 of 11 530 clinic visits
(42%), and therapy was increased at 7.4% of 11,530 visits.
The median TI score was �0.25 (IQR �0.06, �0.50); the
mean was �0.28 (SD 0.29). Among the 671 patients with
complete adherence data, the average patient was adherent on
85% of days (median 94%, interquartile range 80% to 98%).
Patients with better adherence received more intensive man-
agement (Table 2). The difference in the mean TI between the
best and worst adherence quartiles was 0.09, approximately
equivalent to 1 extra therapy increase per 11 clinic visits.

Table 1. Baseline Characteristics of the Study Population
(n�819)

Characteristic Percentage or Mean Value

Mean age 59.6

Male sex 34%

Black race 58%

Current smoker 7%

Obese 59%

Comorbid conditions

Benign prostatic hypertrophy 4%

Cerebrovascular disease 6%

Chronic heart failure 4%

Chronic kidney disease 7%

Coronary artery disease 13%

Diabetes 33%

Hyperlipidemia 54%

Peripheral vascular disease 5%

Frequency of clinic visits

Mean person-time, months 24.3

Mean clinic visits 12.0

Mean clinic visits per month 0.49

Medication classes at baseline

ACE Inhibitors or ARBs 65%

Beta blockers 45%

Calcium channel blockers 36%

Diuretics, thiazide, or loop 65%

All other classes combined 12%

Baseline No. of medications

None 1%

1 25%

2 37%

3 25%

4 or more 13%

Baseline blood pressure control

Mean baseline blood pressure, mm Hg 134/80

Baseline blood pressure�140/90 mm Hg 55%

Table 2. Mean Treatment Intensity (TI) Score After Stratifying
by Quartiles of Adherence to Therapy

Group (% of Days Adherent) n Mean TI Score*

Best adherence (�98%) 168 �0.24

Good adherence (93% to 98%) 168 �0.26

Fair adherence (80% to 93%) 173 �0.26

Worst adherence (�80%) 162 �0.33

Missing adherence 148 �0.33

Test of linear trend … 0.002

*Mean TI score for entire sample (n�819) was �0.28. A difference of 0.1
in the TI score indicates one more therapy increase than predicted per 10 visits.
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In the entire sample of 819 patients, each additional
therapy increase per 10 visits predicted a 2 mm Hg decrease
in the final SBP, after adjusting for covariates (P�0.001). We
added interaction terms (Table 3) to reflect membership in the
other adherence groups, compared to the reference category
(best adherence). The effect size in the best adherence group
was a 2.1 mm Hg decrease in SBP for each additional therapy
increase per 10 visits. The effect sizes in the other adherence
groups were 1.8 mm Hg in the second quartile, 2.3 mm Hg in
the third quartile, 2.4 mm Hg in the fourth (worst) adherence
quartile, and 1.6 mm Hg among patients with missing adher-
ence. These effect sizes did not differ from that of the best
adherence group at the 0.05 level of significance. In addition,
we reran the multivariate regression separately for each
adherence stratum; the effect of TI on final SBP remained
statistically significant for each stratum (P�0.01 for missing
adherence and P�0.001 for all other groups).

We also explored the effect of TI for patients with even
lower adherence to therapy than the worst adherence quartile:
less than 60% adherence (n�75). The effect of TI in that
group, controlling for covariates, was similar to our other
analyses (final SBP 2.0 mm Hg lower for each additional
therapy increase per 10 visits, P�0.006).

Discussion
In this observational study, we investigated the interaction of
adherence and TI in determining BP control. We found that
more adherent patients received somewhat more intensive
management, suggesting that clinicians may hesitate to inten-
sify therapy in the face of suspected nonadherence. We also
found that greater TI was associated with improved BP
control over time, and that this effect was similar in size for
patients with varying levels of adherence. This is a nonintui-
tive finding, and one which may surprise many. We would
suggest that the key to understanding this finding is to
remember that adherence is not a binary concept, with
patients divided into those who are “adherent” and those who

are “nonadherent.” In our study, even patients with the worst
adherence generally took approximately half their doses of
medication. Many antihypertensive medications have long
half-lives, and drugs with long half-lives may have a degree
of “forgiveness” when some doses are missed.20 Previous
studies have shown that blood pressure response to many
antihypertensives persists for several days after the last dose
was taken, although the period of “forgiveness” varies among
drugs.21

Many clinicians address suspected nonadherence by asking
the patient to improve adherence, and then rechecking the BP
at the next visit. This strategy may well reduce treatment
intensity over time, especially if another reason not to
intensify therapy is found at the following visit.2,3,22 Our
results suggest that, whereas clinicians in our study were less
likely to intensify therapy in patients with suboptimal adher-
ence, they could have improved these patients’ BP control
considerably by intensifying therapy. We do not mean to suggest
that it is not worthwhile to address suboptimal adherence—the
evidence is quite clear that greater adherence improves BP
control.4,5 However, it is notoriously difficult and effort-
intensive to improve adherence, and not all patients will respond
to such efforts.23,24 Indeed, we know that clinicians often are not
even aware of issues with adherence.25–27 Although improving
adherence remains an important priority, our results suggest that
clinicians need not reserve therapy increases for patients with
ideal adherence to therapy.

Our study population, in general, had a relatively high
degree of adherence to therapy, which some might find
surprising among an urban safety net population. It is impor-
tant to note, however, that previous studies have recorded
similar degrees of adherence to antihypertensive medications.
For example, Choo et al studied patients in a managed care
organization in Massachusetts and found that the mean
percentage of days with adherence was 86%, and the median
was 92% (IQR 0.77 to 0.98).28 By comparison, we found a
mean adherence of 84% and a median of 94% (IQR 0.80 to
0.98). In another study, Fung et al found that 27% of
Medicare�Choice beneficiaries were poorly adherent, de-
fined as taking less than 80% of their medication29; in our
study, 24% of patients were less than 80% adherent. These
comparisons remind us that divergent patient populations can
have very similar patterns of adherence, and suggest that our
results may be broadly generalizable to other populations.

Our study has several limitations. First, although MEMS
caps have strengths as a measure of adherence,26–28,30–32 they
also have weaknesses.28,33 Patients may take their medication
more often than MEMS data would suggest, particularly if
they are using some other sort of pill box rather than the bottle
used for the MEMS cap.33 We made efforts to minimize this
effect, excluding patients from our study who stated that they
use a pill organizer, but it is still possible that some patients
identified as very poorly adherent in our study were actually
quite adherent to their medication, but not to using the MEMS
cap. Similarly, we cannot fully characterize adherence among
patients who did not return their MEMS caps. However, the
fact that these patients had higher BP at baseline than those
with complete MEMS data supports the contention that these
patients may have had the worst adherence of all. In any

Table 3. Effect of Treatment Intensity Score on Final Systolic
Blood Pressure

Adherence Group Adjusted Effect* P Value†

Best adherence (�98%) �2.1 …

Good adherence (93% to 98%) �1.8 0.49

Fair adherence (80% to 93%) �2.3 0.73

Worst adherence (�80%) �2.4 0.55

Missing adherence �1.6 0.22

Interaction terms were used to test whether the effect sizes in patients with
suboptimal adherence differed from the effect size among patients in the top
quartile of adherence (n�819).

*Analyses adjusted for demographics, comorbid conditions, and treatment
assignment (intervention vs control). All beta coefficients are expressed
in mm Hg. Effect of TI is per change of 0.1 in the treatment intensity score
(equivalent to one additional therapy increase per 10 visits). For example, a
beta coefficient of �2.0 means that for every additional therapy increase per
10 visits, the mean final systolic blood pressure will be 2.0 mm Hg lower.

†P values for adherence strata test for a difference from the excellent
adherence group. The effect of the entire TI variable was statistically significant
(P�0.001). In addition, when each adherence stratum was analyzed sepa-
rately, the effect of TI was statistically significant.
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event, patients with incomplete MEMS data also benefited
from TI.

Second, this study did not examine definitive outcomes of
care such as cardiovascular events or mortality. However,
improved BP control (an intermediate outcome) has robustly
been tied to improvements in morbidity and mortality.13 In
addition, it is possible that patients whose therapy was
intensified despite nonadherence experienced some episodes
of hypotension, a commonly raised concern in such a situa-
tion. This would raise concerns that, although more intensive
management of hypertension in suboptimally adherent pa-
tients might lower BP, it might also increase risk for adverse
events. However, there were no hypotensive episodes re-
ported to study staff by patients or clinicians.

Third, this study shares the limitations of any observational
study. Although our results suggest that patients with less-
than-ideal adherence do benefit from intensification of the
antihypertensive regimen, it cannot determine the ideal man-
agement for a nonadherent patient with hypertension. A
randomized trial could assign nonadherent patients to inten-
sification, adherence interventions, both, or neither, and
would be ideally suited to answer this question. Fourth, we
had few, if any, patients in our study who took none of their
medication at all. Our results may not apply to such uncom-
mon patients, and we would agree that intensifying antihy-
pertensive therapy for such a patient would not be beneficial.
Fifth, our study enrolled only patients with prevalent as
opposed to incident hypertension. Therefore, our findings
may not be generalizable to patients with newly diagnosed
hypertension, who may have different patterns of adherence.
Sixth, this study relies on data from one medical center,
which may not be representative of other settings. Boston
Medical Center is an academic, inner-city safety net hospital.
Its academically oriented clinicians and largely immigrant
and poor patient population are a somewhat unique combi-
nation. These results remain to be confirmed in other settings.

Finally, there are many legitimate reasons why a clinician-
patient dyad might decide not to intensify therapy, including
competing priorities, medication side effects, and patient
unwillingness to accept a more intensive regimen. We do not
mean to suggest that intensifying therapy is always the
correct response to an elevated BP value. Rather, our study
suggests that, when therapy intensification is mutually ac-
ceptable to the patient and the clinician, and there are no other
reasons not to intensify, then suboptimal adherence alone is
not a sufficient reason to forego intensification. Although it is
important to communicate effectively about adherence and to
try to improve it, it is not necessary to await proof of perfect
adherence before intensifying therapy for hypertension.

Perspectives
In this observational study, more intensive management of
hypertension improved blood pressure control to a similar
extent regardless of the patient’s level of adherence. The
findings of this study do not diminish the importance of
identifying patients with suboptimal adherence and trying to
help them improve their adherence, because adherence re-
mains an unquestioned determinant of control for hyperten-
sion and numerous other conditions. However, this study

does call into question the widely held assumption that
“nonadherent” patients cannot benefit from therapy intensifi-
cation. Indeed, one of the major contributions of this study is
to remind us that adherence is not a binary concept, with
patients divided into those who are “adherent” or “nonadher-
ent.” Instead, all patients should be viewed as somewhere on
a spectrum of adherence. The issue that we examined (ie,
whether patients with uncontrolled hypertension and subop-
timal adherence benefit from therapy intensification) has not
previously been subjected to investigation because the answer
was widely assumed. Now that this assumption has been
challenged, we think it is time for further studies, particularly
randomized trials, to determine the most effective manage-
ment strategy for patients with uncontrolled hypertension and
suboptimal adherence.
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U nderstanding the role of clinical complexity as a determi-
nant of quality of care is a major research goal.1 In previous 
studies,2-9 the effect of clinical complexity on quality of care 

has varied depending on the diagnoses, the clinician and patient, and 
the clinical environment. Seeking to harmonize these mixed results 
into a unifying theory, Piette and Kerr10 proposed that symptomatic 
conditions may have a greater effect on quality of care than asymptom-
atic conditions and that conditions with dissimilar management goals 
(“discordant conditions”) may have a greater effect than those with 
similar goals (“concordant conditions”).

By this reasoning, chronic pain could have a considerable adverse 
effect on quality of care for unrelated conditions. Pain is highly symp-
tomatic, and pain management is discordant with the management of 
other conditions.11 While the use of opioids to treat chronic noncancer 
pain is increasingly accepted,12 opioid therapy may present additional 
challenges due to the potential for abuse, dependence, and diversion and 
due to conflicts over appropriate dosages.13-19 However, opioid therapy 
could also facilitate care for unrelated conditions. Patients receiving 
opioids may visit the clinic more often, allowing more opportunities for 
medical management.10 Adequate treatment of pain may improve the 
patient’s functional status and quality of life,12 allowing greater focus on 
self-care activities.

Diabetes mellitus, a common, costly, and highly morbid condition,20,21 
is a good condition in which to examine this possibility. Adequate man-
agement of diabetes requires collaboration among clinicians and the pa-
tient within a system of care,22-27 and explicit guidelines and diabetes 
performance targets exist with which to examine the adequacy of dia-
betes care.28-30 Krein et al31 showed that among patients with diabetes, 
chronic pain is a barrier to the completion of self-care activities such as 
taking medications, exercising, and pursuing a prudent diet. However, 
the effect of pain on process and outcome measures of diabetes care is 
unknown. In addition, no study has specifically examined the effect of 
opioid therapy on the quality of care for unrelated chronic conditions, 
but there is reason to believe that opioid therapy may impart more com-
plexity and challenge than pain alone.32

To clarify whether the net effect 
of opioid therapy is to promote or im-
pede care for diabetes, we analyzed a 
large database of patients with diabe-
tes in the US Department of Veterans 

 In this issue
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Objective: To examine whether veterans who re-
ceived chronic opioid therapy had worse diabetes 
performance measures than patients who did not 
receive opioids.

Study Design: Retrospective cohort study.

Methods: We identified all patients with diabetes 
mellitus receiving care in US Department of Veter-
ans Affairs facilities during 2004. Cases received 
at least 6 prescriptions for chronic opioids during 
2004, while controls were randomly selected  
from among patients with diabetes who received 
no opioids. We compared process measures 
(glycosylated hemoglobin and low-density 
lipoprotein cholesterol levels tested and an eye 
examination performed) and outcome measures 
(glycosylated hemoglobin level <9.0% and low-
density lipoprotein cholesterol level <130 mg/dL) 
between groups.

Results: Cases (n = 47,756) had slightly worse 
diabetes performance measures than controls  
(n = 220,912) after adjustment for covariates. For 
example, 86.4% of cases and 89.0% of controls 
had a glycosylated hemoglobin test during fiscal 
year 2004 (adjusted odds ratio, 0.69; P <.001).
Among cases, receipt of higher-dose opioids was 
associated with additional decrement in diabetes 
performance measures, with a dose-response 
relationship.

Conclusions: Chronic opioid therapy among 
patients within the Veterans Affairs system is 
associated with slightly worse diabetes perfor-
mance measures compared with patients who do 
not receive opioids. However, patients receiving 
higher dosages of opioids had additional decre-
ments in diabetes performance measures; these 
patients may be appropriate targets for interven-
tions to improve their care for pain and diabetes.

(Am J Manag Care. 2009;15(4):217-224)
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Affairs (VA) and identified those receiving chronic opioid 
therapy. We compared patients receiving chronic opioids ver-
sus patients not receiving opioids regarding selected diabetes 
performance measures. We hypothesized that the distractions 
and concerns associated with chronic opioid therapy, as well 
as perhaps other characteristics of patients with chronic pain, 
would be reflected in worse diabetes performance measures. 
We also hypothesized that among those receiving opioids there 
would be a dose-response relationship between higher opioid 
dosages and decrements in diabetes performance measures.

METHODS
Study Sample

We identified subjects from the Diabetes Epidemiology 
Cohort, which comprises all patients with diabetes seen in 
the VA.21 The Diabetes Epidemiology Cohort links admin-
istrative, laboratory, and pharmacy data from the VA with 
Medicare claims, providing a rich data set for analysis.21,33 We 
first looked at all veterans treated for diabetes during fiscal 
year (FY) 2004 whose diabetes had been diagnosed before the 
start of FY 2002. Based on earlier work,21 we defined patients 
as having diabetes if they had at least 2 International Classifica-
tion of Diseases, Ninth Revision, Clinical Modification (ICD-9-
CM) codes for diabetes or any prescriptions for antiglycemic 
medications within a 2-year period.

We excluded patients who had an ICD-9-CM diagnosis 
of malignant neoplasm (other than basal or squamous car-
cinoma of the skin) within 2 years of study inception. The 
management of cancer-related pain is qualitatively different; 
moreover, diabetes performance measures may not apply to 
patients with active malignant neoplasms. We also excluded 
all patients receiving methadone hydrochloride or buprenor-
phine hydrochloride–naloxone hydrochloride for treatment 
of opioid dependence. Finally, we excluded patients who had 
fewer than 2 VA primary care visits in FY 2004, as a large 
portion of their diabetes care may not appear in our database.

This study was approved by the Institutional Review Board 
of Bedford VA Medical Center.

Independent Variable: Chronic Opioid Therapy
Our independent variable was the prescription of chronic 

opioids. We considered the following “major” opioids: co-
deine, fentanyl citrate, hydrocodone, hydromorphone hydro-
chloride, methadone, morphine sulfate, and oxycodone; all 
are Schedule II or III controlled substances according to the 
US Drug Enforcement Administration.34 Any formulation 
suitable for outpatient administration was considered, includ-
ing tablets, patches, elixirs, and sprinkles. We also included 
formulations that combine opioids with other drugs such as 

acetaminophen. Buprenorphine, butorphanol, nalbuphine 
hydrochloride, pentazocine, and propoxyphene, which are 
less potent, were considered “minor” opioids.34

Patients who received at least 6 prescriptions for major 
opioids during FY 2004, with or without additional minor opi-
oids, constituted the chronic opioid group (cases). This cut-
off of 6 prescriptions was chosen to distinguish treatment for 
chronic pain from treatment for acute pain and is consistent 
with previous definitions of chronic pain.17,18 Patients who re-
ceived any major or minor opioids during FY 2004 but did 
not meet criteria for the case group were excluded from the 
study. We randomly selected controls from among the remain-
ing patients, who had received no opioids during FY 2004, to 
achieve a control group approximately 4 times as numerous as 
the case group.

Dependent Variables: Diabetes  
Performance Measures

Our 3 process measures, which could be completed at any 
time during FY 2004, were testing of glycosylated hemoglobin 
(A1C) level, testing of low-density lipoprotein cholesterol 
(LDL-C) level, and a dilated eye examination. Our 2 outcome 
measures were at least 1 A1C level of 9.0% or less and at least 
1 LDL-C level of 130 mg/dL or less during FY 2004 (to con-
vert A1C level to proportion of total hemoglobin, multiply 
by 0.01; to convert cholesterol level to millimoles per liter, 
multiply by 0.0259). If no test results were available among 
VA data, patients were considered to have levels above these 
thresholds. These diabetes performance measures are based 
on VA clinical practice guidelines for diabetes and reflect a 
minimal standard of care.28,29 We also examined lower targets 
for glycemic and lipemic control (ie, A1C level <8.0% and 
LDL-C level <100 mg/dL).

Covariates
Age was divided into the following 4 categories: 54 years or 

younger, 55 to 64 years, 65 to 74 years, and 75 years or older. 
Race/ethnicity was categorized into the following 4 groups: 
white non-Hispanic, black non-Hispanic, all others, and miss-
ing. The VA priority status, which characterizes the degree of 
entitlement to VA care, was defined as follows: poverty, full 
disability, partial disability, or none of the above.

More or less intensive management of diabetes may be in-
dicated depending on life expectancy and comorbidities.29 We 
focused on the following complications of diabetes by identi-
fying conditions with at least 1 ICD-9-CM code during FYs 
1997 through 2004: cellulitis, gangrene/ulcer, other diabetic 
infections, congestive heart failure, other heart diseases, cere-
brovascular disease, peripheral vascular disease, renal disease, 
and diabetic eye disease. Mental health conditions may also 
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conditions, and the number of VA primary care visits during 
the study). We did not adjust for eye disease when studying 
the eye examination process measure.

To investigate the possible effect of missing data on our 
results, we repeated key analyses among subsets of patients 
who were likely to have complete data. We restricted process 
measures to patients 65 years or older, who would presumably 
use Medicare when not using the VA and thus would have 
complete data for process measures. We restricted outcome 
measures to patients who had an A1C or LDL-C test within 
the VA at least once during the study (ie, those for whom 
laboratory values were available).

Finally, we added the mean daily opioid dose to our models 
and examined its ability to risk stratify the cases regarding dia-
betes performance measures. Our analyses were conducted us-

affect diabetes care.2-5 Using similar ICD-9-CM code–based 
definitions, we identified the following mental health con-
ditions: major depression, bipolar disorder, anxiety disorders, 
posttraumatic stress disorder, and schizophrenia. We also 
recorded the number of VA primary care visits; more visits 
might allow more opportunities to complete diabetes perfor-
mance measures. We also examined pain diagnoses, dividing 
them into the following 4 broad categories: neuropathic pain, 
musculoskeletal pain, chronic headache, and psychogenic 
pain. Using ICD-9-CM codes, we categorized patients ac-
cording to whether or not they had any diagnoses in each 
category (vs none).

We hypothesized that patients receiving higher daily doses 
of opioids might be at risk for additional decrements in diabe-
tes performance measures, as the receipt of higher dosages sug-
gests difficulties in pain management 
and possibly physiologic tolerance and 
an increased risk of dependence.13,17,35 
We used a standard equivalency table36 
to convert all opioid dosages to oral 
morphine equivalents. We calculated 
a mean daily dose of opioid therapy in 
FY 2004 for each patient in the study 
and categorized patients into quartiles 
based on their daily opioid doses.

Finally, we assigned each patient to 
1 VA medical center so that we could 
control for site of care. Our assignment 
was based on the site the patient vis-
ited most often for diabetes care during 
FY 2004. If 2 sites were visited equally, 
we selected the site visited closest to 
the end of the year.

Statistical Analysis
We began our analysis with bivari-

ate comparisons of demographics, co-
morbidities, and healthcare utilization 
between cases and controls. Using χ2 
tests, we then performed unadjusted 
comparisons of the proportions fulfill-
ing each of the 5 diabetes performance 
measures. We performed adjusted anal-
yses using generalized estimating equa-
tions to account for the clustering of 
outcomes by site of care, while adjust-
ing for other covariates (sex, age, race/
ethnicity, VA priority status, pain diag-
noses, diabetic complications [includ-
ing neuropathic pain], mental health 

n Figure. Inclusions and Exclusions for the Case and Control Groups 

915,930 Patients with diabetes treated
in the VA during FY 2004

123,531 Patients 
excluded who received 

some opioids but did not
receive >6 prescriptions 

for major opioids

48,765 Patients received >6 
prescriptions for major opioids

in FY 2004

743,634 Patients received
no opioids in FY 2004

1009 Patients 
excluded 

because of <2 
primary care visits

in FY 2004

48,374 Patients 
excluded

because of <2 VA
primary care visits

in FY 2004

47,756 Patients in the 
major opioid group

695,260 Patients eligible 
to become controls

474,348 Patients
excluded by

random selection

220,912 Patients randomly
selected for the control group

FY indicates fiscal year; VA, US Department of Veterans Affairs.
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ing SAS version 9.1 (SAS Inc, 
Cary, NC).

RESULTS
Demographics

The Figure shows the exclu-
sions that led to our case and 
control groups. We compared 
summary statistics between cas-
es and controls (Table 1). Cases 
were younger (eg, 60.3% were 
<65 years vs 35.8% of controls). 
Despite their younger age, they 
were more likely to have at 
least 1 diabetic complication 
(70.9% vs 60.5%) and to have 
each particular diabetic com-
plication. They were also more 
than twice as likely to have at 
least 1 mental health condition 
(36.8% vs 15.9%) and to have 
each specific mental health 
condition. They had more VA 
primary care visits than con-
trols (eg, 41.1% vs 18.0% had 
>6 primary care visits). Despite 
the differences in age and VA 
primary care utilization, the 2 
groups used Medicare at similar 
rates.

Among the cases (Table 2), 
most (67.4%) received only 
short-acting opioid formula-
tions. The most commonly pre-
scribed opioid was hydrocodone, 
followed by short-acting oxy-
codone, codeine, and long-
acting morphine. Thirty-nine 
percent received more than 1 
opioid during FY 2004. Among 
89.4% of cases for whom dosage 
information was available, the 
mean total daily dose (in mil-
ligrams of morphine) was 88.9 
mg. The median total daily 
dose was much lower (22.7 mg), 
indicating a rightward skew to 
this distribution. Opioid dose 
quartile was found to be highly 

n Table 1. Demographics of the Study Groupsa

%

Demographic Cases (n = 47,756) Controls (n = 220,912)

Sociodemographics

Male sex 96.8 98.0

Age group, y

  <54 22.9 11.0

  55-64 37.4 24.8

  65-74 23.5 32.6

  >75 16.2 31.6

Race/ethnicity

  White non-Hispanic 75.9 68.4

  Black non-Hispanic 11.8 12.0

  All others 4.6 6.6

  Missing 7.7 13.0

VA priority status

  Poverty 36.2 39.0

  Full disability 41.2 20.4

  Partial disability 15.1 17.0

  None of the above 7.5 23.5

Comorbidities

Pain conditions

  Musculoskeletal pain 85.6 48.9

  Neuropathic pain 8.0 4.6

  Chronic headache 0.9 0.3

  Psychogenic pain 1.5 0.2

Diabetic complications

  Any 70.9 60.5

  Cellulitis 26.2 16.0

  Gangrene/ulcer 12.9 10.0

  Other diabetic infections 9.9 4.4

  Congestive heart failure 16.9 13.9

  Other heart diseases 20.8 17.2

  Cerebrovascular disease 12.9 10.5

  Peripheral vascular disease 24.0 20.4

  Renal disease 9.7 7.2

  Diabetic eye disease 23.0 22.1

Mental health diagnoses

  Any 36.8 15.9

  Major depression 22.6 10.0

  Anxiety disorders 14.1 5.1

  Posttraumatic stress disorder 6.6 2.3

  Substance abuse disorders 6.2 1.7

  Bipolar disorder 4.3 1.7

  Schizophrenia 2.6 1.2

Healthcare utilization

No. of primary care visits in FY 2004

  2-3 33.3 56.6

  4-5 25.6 25.4

  6-8 21.1 12.0

  >9 20.0 6.0

Any Medicare utilization in FY 2004 71.9 73.4

FY indicates fiscal year; VA, US Department of Veterans Affairs.
aP <.001 for all comparisons.
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collinear with the duration of action of the drugs received. 
For example, patients receiving only short-acting drugs were 
unlikely to be in the highest-dose quartile (3.2%) compared 
with patients receiving only long-acting drugs (77.0%) or 
both long-acting and short-acting drugs (56.1%). All pa-
tients for whom dose quartile was unavailable were receiving 
only short-acting drugs; therefore, it seems likely that most of 
them were also receiving lower total daily doses.

Comparison of Diabetes Performance Measures
An unadjusted comparison of diabetes performance mea-

sures between cases and controls is given in Table 3. There 
were small differences between groups, all of which attained 
statistical significance because of large sample size. Among 
process measures, cases were less likely to have their A1C 
level tested (86.4% vs 89.0%) and to have their LDL-C level 
tested (75.9% vs 80.3%) but were more likely to have an eye 
examination performed (67.0% vs 66.3%). Among outcome 
measures, cases were slightly less likely to have A1C control 
(75.9% vs 76.5%) and LDL-C control (65.2% vs 66.1%).

To evaluate the effect of missing data on our results, we 
repeated our analysis of process measures among patients 65 
years or older, whose data would presumably be more com-
plete. While diabetes performance measures were slightly 
improved in both groups, between-group differences were 
unaffected. Similarly, for outcome measures, we restricted our 
analysis to patients who had at least 1 test within the VA. 
While diabetes performance measures improved considerably 
in both groups, between-group differences did not change 
appreciably (eg, A1C level <9.0% increased from 75.9% in 
cases and 76.5% in controls to 91.8% and 92.6%, respective-
ly). Examination of stricter targets for glycemic control (A1C 
level <8.0%) and for lipemic control (LDL-C level <100 mg/
dL) worsened diabetes performance measures, but between-
group differences remained slight.

In unadjusted analyses that accounted for the clustering 
of outcomes by site of care (Table 3), odds ratios echoed the 
unadjusted proportions. After adjustment for covariates, 
cases now lagged behind controls for each of our 5 diabetes 
performance measures, with effect sizes somewhat widened 
(eg, the odds ratio for A1C level measurement was 0.78 be-
fore adjustment and 0.69 after adjustment). Between-group 
differences remained small for outcome measures even af-
ter adjustment for covariates (adjusted odds ratios, 0.90 and 
0.87 for A1C level <9.0% and LDL-C level <130 mg/dL, 
respectively).

After stratification by opioid dosage, higher daily doses 
predicted worse performance on all 5 diabetes measures we 
studied (Table 4). For example, patients in the highest-dose 
quartile had an odds ratio of 0.55 for having their A1C level 

tested and an odds ratio of 0.79 for having an A1C level of 
9.0% or less compared with controls.

DISCUSSION
Patients receiving chronic opioid therapy had only 

slightly worse diabetes performance measures than those not 
receiving opioids; the difference was smaller than we had 
anticipated. Within the opioid group, the receipt of higher 
daily opioid doses predicted further decrements in all of our 
diabetes performance measures, with a dose-response rela-
tionship. This suggests that the small difference in diabetes 
performance measures between cases and controls is largely 
attributable to patients receiving higher dosages of opioids. 
Resources should be focused on improving care for patients 
receiving high dosages of opioids. For example, a mean 
daily dose exceeding 60 mg of morphine (our highest-dose 

n Table 2. Opioid Therapy Among 47,756 Cases

Opioid Therapy Value

Long-acting vs short-acting opioid, %

  Short acting only 67.4

  Long acting only 9.5

  Both long and short acting 23.0

Specific drugs, %a

  Short acting

    Hydrocodone 52.4

    Oxycodone, short acting 34.1

    Codeine 23.4

    Morphine sulfate, short acting 4.8

    Hydromorphone hydrochloride 1.1

  Long acting

    Morphine, long acting 17.3

    Methadone hydrochloride 8.4

    Fentanyl citrate patch 7.2

    Oxycodone, long acting 4.5

No. of different drugs received, %

  1 60.7

  2 28.4

  3 8.4

  >4 2.5

Total daily dose, mg of morphineb

  Mean [SD] 88.9 [824.4]

  Median (interquartile range), mg of  
  morphine

22.7 (11.0-55.7)

aPercentages exceed 100% because some patients received more 
than 1 kind of opioid. 
bDosage information was missing for 10.6% of patients.
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quartile) could trigger an automatic consultation with a nurse 
care manager.

The receipt of chronic opioid therapy is a compound 
concept that includes elements of pain, provider prescribing 
patterns, and medication utilization. Krein et al31 previously 
showed that chronic pain distracts patients with diabetes 
from self-care tasks, including adherence to diet, exercise, 
and medication use. In that study, taking a medication for 
pain seemed to mitigate the negative effect of pain on some 
self-care activities, possibly because well-treated pain is less 
all-consuming.31 To our knowledge, our study is the first to 
examine the relationship between a specific therapy for pain 
(opioid use) and process and outcome measures of diabetes 
care. Our study reminds us of the potential to use large clinical 
databases (such as those available within the VA) to answer 
meaningful questions about the care received by previously 
understudied groups of patients.

Our study has some limitations. First, we did not control 
for pain scores or for the severity of pain. It may be that our 
finding of a dose-response relationship for opioid therapy may 

partly or wholly reflect the effect of increasing severity of pain. 
Future research might be able to separate the effect of opioid 
therapy from that of pain severity, but given the subjective 
nature of any measure of pain, this would require detailed data 
and might still be of questionable validity.

Second, the highly integrated nature of VA care and the 
standardized clinical care provided throughout the VA may 
have minimized the detrimental effects of opioid therapy in 
our study. In non-VA settings, opioid therapy may affect dia-
betes care more negatively. 

Third, our VA cohort was mostly male and had a high in-
cidence of poverty, comorbidity, and disability. These factors 
limit the generalizability of our findings to other populations.

Fourth, we were unable to capture some elements of care that 
occurred outside the VA. However, our reanalysis of subsets of 
patients with complete data suggested that, while incomplete 
data capture affected rates of diabetes performance measure 
completion, it did not greatly alter between-group comparisons.

Fifth, our data set was insufficiently detailed to identify 
patients who were abusing prescription opioids. Defining 

prescription drug abuse in clinical 
practice is challenging,37 identifying 
it from paper medical record review 
can be difficult,38 and identifying it 
from automated data is even more 
problematic. It is plausible that our 
finding of a dose-response curve for 
opioid therapy is partially due to an 

n Table 3. Comparison of Diabetic Performance Measures Between Cases and Controls

Take-Away Points
Within the Veterans Affairs system, patients who received opioids for chronic pain had slightly 
worse diabetes performance measures than patients who did not receive opioids.

n Comparisons included measurement of glycemic and lipemic control, achievement of mod-
erate or better glycemic and lipemic control, and a yearly eye examination.

n Among the group receiving opioids, the receipt of higher daily opioid doses predicted 
worse results for all 5 diabetes performance measures. A dose-response relationship was ob-
served, lending additional credibility to this finding.

%

 
Variable

Cases  
(n = 47,756)

Controls  
(n = 220,912)

 
P

Odds Ratio (95% Confidence Interval)a

Unadjusted Adjusted

Process measures

  A1C level measured 86.4 89.0 <.001 0.78 (0.72-0.86) 0.69 (0.63-0.76)

  LDL-C level measured 75.9 80.3 <.001 0.77 (0.71-0.84) 0.71 (0.66-0.78)

  Eye examination performed 67.0 66.3 .001 1.03 (0.99-1.08) 0.80 (0.77-0.84)

Outcome measures

  A1C level <9.0% 75.9 76.5 .006 0.97 (0.91-1.04) 0.90 (0.84-0.96)

  LDL-C level <130 mg/dL 65.2 66.1 <.001 0.96 (0.89-1.04) 0.87 (0.82-0.94)

Stricter outcome measure targets

  A1C level <8.0% 67.7 68.4 .007 0.97 (0.92-1.02) 0.97 (0.91-1.02)

  LDL-C level <100 mg/dL 50.5 49.4 <.001 1.05 (0.99-1.10) 0.98 (0.93-1.04)

A1C indicates glycosylated hemoglobin; LDL-C, low-density lipoprotein cholesterol. 
SI conversion factors: To convert A1C level to proportion of total hemoglobin, multiply by 0.01; to convert cholesterol level to millimoles per liter, 
multiply by 0.0259. 
aOdds ratios are the odds of completing diabetes performance measures among cases compared with controls. An odds ratio of less than 1 
indicates that cases are less likely than controls to complete a diabetes performance measure. Unadjusted odds ratios account for the clustering of 
outcomes by site of care using general estimating equations. Adjusted odds ratios also account for sociodemographics, comorbidities, and number 
of primary care visits in FY 2004. 
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increasing prevalence of prescription drug abuse in the high-
er-dosage categories. In addition, quartiles of opioid dosage 
may reflect the physical tolerance that naturally develops over 
time with chronic opioid therapy, necessitating higher dos-
ages of this medication.39 A more complete examination of 
the effect of prescription drug abuse on the quality of care 
for unrelated conditions would ideally be conducted with a 
detailed paper medical record review rather than with auto-
mated data.

Sixth, our comorbidity data were not sufficiently detailed 
to identify patients for whom tight glycemic or lipemic con-
trol would not be indicated because of limited life expec-
tancy. We addressed this by having modest expectations for 
glycemic and lipemic control (ie, an A1C level of <9.0% and 
an LDL-C level of <130 mg/dL). Although the application of 
more stringent standards to some patients may be of question-
able value,5,29,40-42 these targets should apply to most, if not all, 
patients.

In summary, patients receiving chronic opioids to treat 
pain had slightly worse diabetes performance measures than 
patients who did not receive opioids. However, stratification 
by opioid dosage revealed that patients receiving high dosages 
had additional decrements in diabetes performance measures. 
Efforts should be focused on improving the quality of care in 
such patients for pain and for diabetes.
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Summary. Background: Little is known about how patterns of

warfarin dosemanagement contribute to percentage time in the

therapeutic International Normalized Ratio (INR) range

(TTR). Objectives: To quantify the contribution of warfarin

dose management to TTR and to define an optimal dose

management strategy. Patients/methods: We enrolled 3961

patients receiving warfarin from 94 community-based clinics.

We derived and validated a model for the probability of a

warfarin dose change under various conditions. For each

patient, we computed an observed minus expected (O ) E)

score, comparing the number of dose changes predicted by our

model to the number of changes observed. We examined the

ability of O ) E scores to predict TTR, and simulated various

dose management strategies in the context of our model.

Results: Patients were observed for a mean of 15.2 months.

Patients who deviated the least from the predicted number of

dose changes achieved the best INR control (mean TTR 70.1%

unadjusted); patients with greater deviations had lower TTR

(65.8% and 62.0% for fewer and more dose changes respec-

tively, Bonferroni-adjusted P < 0.05/3 for both comparisons).

On average, clinicians in our study changed the dose when the

INRwas 1.8 or lower/3.2 or higher (mean TTR: 68%); optimal

management would have been to change the dose when the

INR was 1.7 or lower/3.3 or higher (predicted TTR: 74%).

Conclusions:Ourobservational study suggests that INRcontrol

could be improved considerably by changing the warfarin dose

only when the INR is 1.7 or lower/3.3 or higher. This should be

confirmed in a randomized trial.

Keywords: anticoagulants, medication therapy management,

quality of healthcare, warfarin.

Warfarin is highly efficacious for the prevention of strokes [1–

3], the treatment of venous thromboembolism [4], and other

indications. Numerous studies have focused on the underuti-

lization of warfarin for patients with atrial fibrillation, the most

common indication for warfarin [5–8]. However, relatively little

is known about how best to manage warfarin once it is

initiated. This lack of evidence regarding optimal management

strategies probably contributes to our limited success in

maintaining patients within the target International Normal-

ized Ratio (INR) range. Even the highly selected and carefully

managed patients in clinical trials only achieve a mean

percentage time in the therapeutic INR range (TTR) of

66.4% [9], a figure that leaves much room for improvement.

Suboptimal INR control has important clinical implications: in

a recent study of patients in Ontario, time spent above the

target INR range accounted for 26% of hemorrhagic events in

patients receiving warfarin, and time below the target range

accounted for 11% of thromboemboli [10]. For patients to

derive maximal benefit from warfarin therapy, we must find

ways to improve INR control.

Many factors might contribute to suboptimal INR control,

including inadequate adherence to warfarin therapy [11],

inadequate or erratic dietary intake of vitamin K [12],

interactions with other medications [13], and genetic differ-

ences between patients [14]. Clinician variation in the decision

to change the warfarin dose may likewise affect INR control,

but this has not yet been studied. Clinicians are likely to differ

in their probability of changing the warfarin dose in response

to a given INR value, especially when the value is only slightly

out of range. Studies have shown that managing warfarin

doses via standardized computer-based algorithms results in

higher TTR than management without computer assistance

[15–17]. Even in settings where such computer programs are

not utilized, these studies suggest that reducing variation in the

management of warfarin doses can improve the stability of

INR control.

We therefore used a large, nationally representative

database of patients receiving warfarin without the aid of a

computerized dosing algorithm to examine variations in the

management of warfarin doses. In order to do this, we

addressed the following four issues. First, we derived and
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validated a model to predict when clinicians would change

warfarin doses. This model describes what the �average�
clinician would do under various circumstances. Second, we

documented deviations from this model, to demonstrate that

the management of warfarin varies among patients and

among sites of care, even in similar clinical situations. Third,

we examined variations in practice as a predictor of TTR, on

both a patient and a site level. Finally, we simulated the effect

of different warfarin dose management strategies on TTR.

Through this study, we sought to provide insights into

optimal dose management strategies to improve the stability

of INR control.

Methods

Collection of data/study cohort

Data collection for this study has been described in detail

elsewhere [18–21]. Physician practices that were registered

users of CoumaCare� software (Bristol-Myers Squibb, New

York, NY, USA) were invited to participate. CoumaCare�

was freely available and was used by many anticoagulation

management services for patient tracking, data entry, and

record keeping. It does not include dosing algorithms or other

forms of decision support. This uniformity of data structure

among sites made our study possible at a time when only 18%

of US medical practices had an electronic medical record [22].

In total, 174 practices registered online to participate, and 101

sites had the technological capability and the review board

approval necessary to proceed. All sites had at least one

dedicated provider managing warfarin (most often a nurse),

usually within the setting of a community-based, physician

group practice. Enrollment began in April 2000 and follow-up

ended in March 2002. To be eligible, patients had to be

18 years of age or older and provide written informed

consent. The study protocol was approved by the Western

Institutional Review Board (WIRB) of Olympia, WA, and by

local review boards where they existed.

Database

To create the database for this study, we excluded patients who

had a target INR range other than 2.0–3.0 for any part of the

study period.Wewished to study variations in themanagement

of warfarin doses under similar clinical circumstances; there-

fore, we only included patients with the most common INR

target range [13]. To limit our study to experienced users rather

than patients in the inception phase of warfarin therapy, we

also excluded all patients who had received less than a full

month of warfarin at the time when they were enrolled in our

study. Among the patients remaining in the database, we

excluded all INR values recorded within 14 days before and

after an intentional interruption of warfarin therapy for a

procedure. The management of warfarin proximal to an

intentional interruption is a different issue from routine

warfarin management.

Variables

Patient age and gender were recorded. Patient race was

recorded by site clinicians; and was collapsed to three

categories: White, Black, and all others. The following

comorbid conditions were recorded: diabetes, hypertension,

congestive heart failure, history of prior stroke, and coronary

artery disease. All INR values were recorded, with the dates on

which they were obtained. From the INR values, we calculated

TTR [23] for each patient. The total weekly warfarin dose was

updated for each patient at each clinical visit; therefore, we

were able to determine when the dose of warfarin was increased

or decreased between two visits. It is of note that our analysis

considered changes in the weekly dose of warfarin, but did not

identify occasions when the patient was asked to omit doses of

warfarin. In addition, the relative sizes of dose changes were

not considered.

Statistical analyses – overview

Analyses consisted of four steps. First, we derived and

validated two models to estimate, for each clinical encounter,

the probability that the warfarin dose would be increased or

decreased respectively. Second, we used these two models to

predict the total number of expected dose changes for each

patient throughout the study period. By comparing the

expected dose changes to observed dose changes over the

course of our study, we were able to characterize each patient

as having more or fewer dose changes than predicted by our

model, and to characterize the extent of the deviation. Third,

we used these observed minus expected (O ) E) scores to

characterize the warfarin dose management received by

individual patients and the dose management styles at the sites

of care in our database. These scores quantify the deviation

from usual management in a given clinical situation, as defined

by our models. We examined the relationship of these O ) E

scores to the stability of INR control, as measured by TTR.

Fourth, we simulated the effect on TTR of several possible

INR cutoffs for adjusting the warfarin dose, using the models

that we had developed. Each cutoff was associated with an

expectedO ) E score and an expectedmean TTR for the entire

cohort.

Statistical analyses – details

We examined the following predictors of warfarin dose

changes: INR at the current visit, INR at the previous visit,

dose change at the previous visit, number of days since the

previous visit (0–7, 8–14 or 15+ days), and patient character-

istics (age, gender, race, hypertension, diabetes, coronary artery

disease, prior stroke, and congestive heart failure). Because of

the need for at least two previous visits to calculate dose

changes at the previous visit, the first two INR values for each

patient were excluded from this and later predictivemodels.We

used separate logistic regressions to model dose increase and

dose decrease, respectively. The dataset was split 60/40 for
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derivation and validation of the models, respectively. Model

performance was assessed by the c-statistic for discrimination

and the Hosmer–Lemeshow test for calibration. Multiple

selection procedures were tried to achieve models with the best

possible fit, including using all of the variables together, best

subset selection, backward and forward selection, and sequen-

tial trials of adding variables that had strong effects in bivariate

analysis.

The total probability of a dose change at each visit was the

sum of the predicted probability of a dose increase and of a

dose decrease, with a maximum combined probability of

100%. We subtracted the total number of expected dose

changes for each patient from the observed number of dose

changes; we divided by the number of visits for that patient.

Each patient received an O ) E score, with a score of 0

indicating that the observed and expected dose changes were

the same, negative scores indicating fewer dose changes than

expected, and positive scores indicating more dose changes

than expected. Each unit of 0.1 indicates either onemore or one

fewer dose change than expected per 10 visits. The O ) E score

largely examines decision-making in marginal situations, when

clinicians might reasonably make either choice (i.e. to change

the dose or refrain from doing so). An example of a marginal

situation might be an INR of 3.1, which is only slightly out of

range. An INR of 5.0, by comparison, would prompt most

clinicians to reduce the dose.

We described the distribution of O ) E scores among

patients and of mean O ) E scores among sites of care. We

comparedO ) E scores to TTRon the patient level and the site

level. For patient-level analyses, we used generalized estimating

equations, to account for the intraclass correlation of patient

outcomes among sites of care. We have previously shown,

using this database, that gender, race, coronary artery disease

and congestive heart failure predict TTR on a patient level [21];

we therefore controlled for these variables in our patient-level

analyses. For site-level analyses, we used correlation, linear

regression, and analysis of variance. We also compared actual

management during the study to the management that would

have occurred using various INR cutoffs for adjusting the

warfarin dose. We computed the O ) E score that would have

resulted from each of these cutoffs, as well as the predicted

TTR for each cutoff. We derived and validated our models

using SAS, Version 9.1 (SAS Institute, Cary, NC, USA) and

performed other analyses using the R statistical package,

version 2.2 (R Foundation, 2007).

Results

There were 6761 patients in the entire database; after exclusions

for INR target range and patients new to warfarin, 4248

patients remained, with a total of 67 199 INR values. We

excluded 1206 INR values, due to proximity to an interruption

of therapy, and 8408 INR values because they were among the

first two values for a patient, leaving a total of 58 791 INR

values for analysis. An additional 650 INRs that were more

than 56 days from the previous INR measurement were

excluded because of difficulty in computing TTR, leaving

58 141 INR values. Finally, after these maneuvers, 287 patients

had fewer than three INR values and were excluded from

analysis; 3961 patients remained. Characteristics of the 3961

patients in our database appear in Table 1. Their mean age was

71.9 years, and 42% were female. Atrial fibrillation was the

most common indication for anticoagulation (62%); valvular

heart disease was relatively uncommon, due to the requirement

for an INR target range of 2–3. The mean TTR was 68.4%.

The dose of warfarin was decreased at 14.4% of visits,

increased at 16.4% of visits, and remained the same at 69.3%

of visits. Both dose decreases and dose increases were best

predicted by three-variable models (Appendix A); different

selection procedures gave the same result. Dose decrease was

best predicted by a model containing INR at the current visit,

number of days since the previous visit, and dose increase at the

previous visit (c-statistic = 0.90). Dose increase was best

predicted by a model containing INR at the current visit,

number of days since the previous visit, and dose decrease at

the previous visit (c-statistic = 0.88). In both models, the INR

value was by far the most important predictor. For both

models, a shorter follow-up interval predicted a higher

Table 1 Demographics, clinical characteristics, warfarin management and

International Normalized Ratio (INR) control for patients in the study

(n = 3961)

Parameter

Number (%)

or mean (SD)

Mean age (SD) 71.9 (11.1)

Female gender (%) 1678 (42%)

Race/ethnicity (%)

White 3673 (93%)

Black 101 (2%)

Other 187 (5%)

Primary indication for anticoagulation (%)

Atrial fibrillation 2467 (62%)

Venous thromboembolism 527 (13%)

Valvular heart disease/prosthetic valve 120 (3%)

Previous stroke/embolus 448 (11%)

All other indications combined 399 (10%)

Comorbid conditions (%)

Coronary artery disease 969 (24%)

Diabetes mellitus 629 (16%)

Hypertension 1699 (43%)

Heart failure 692 (18%)

Prior stroke 399 (10%)

Mean number of INR values* (SD) 14.6 (7.8)

Mean interval between INR tests*, days (SD) 22.1 (6.2)

Mean total months in database* (SD) 15.2 (5.6)

Mean weekly warfarin dose*, mg (SD) 30.6 (13.4)

Mean number of interruptions of warfarin*

(SD)

0.068 (0.25)

Percentage time in therapeutic INR range

(TTR)*

Mean TTR (SD) 68.4% (19.3%)

Median TTR (IQR) 70.2% (26.8%)

IQR, interquartile range. *For these calculations, we excluded the first

two INR measurements for each patient, because of the need for two

prior visits in our prediction models.
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likelihood of a dose change, and a dose change in one direction

at the previous visit was predictive of a dose change in the

opposite direction at the current visit. Other variables were not

meaningful predictors of dose changes, including age, gender,

race, hypertension, diabetes, congestive heart failure, and prior

stroke.

The mean O ) E score for the 3961 patients was ) 0.006

(SD 0.13); O ) E scores were approximately normally distrib-

uted. Fifty-seven per cent of patients had an O ) E score

between ) 0.1 and 0.1 (i.e. within one dose change of predicted

per 10 visits), and 88% had an O ) E score between ) 0.2 and

0.2. Using a cubic smoothing spline function [24], we fitted a

curve to describe the relationship between O ) E scores and

TTR on the patient level (Fig. 1). In general, extremes of

O ) E score were associated with lower TTR than O ) E

scores closer to zero. Themaximumof the fitted curve occurs at

an O ) E score of ) 0.083, or approximately one fewer dose

change than predicted per 12 visits. To further evaluate the

relationship between the O ) E score and TTR, we divided

patients into three groups based on their O ) E scores:

group A (considerably fewer dose changes than predicted),

group C (considerably more dose changes than predicted), and

group B (all others). Group B, the group whose management

conformed most closely to the norm, had the highest TTR in

both unadjusted and adjusted analyses, a statistically significant

result (Table 2).

We also simulated the possible impact of four INR cutoffs

for change of the warfarin dose. The first strategy would be to

adjust the warfarin dose whenever the INR is 1.9 or lower/3.1

or higher. This strategy, applied to our database, would have

yielded a mean O ) E score of 0.071 and a mean predicted

TTR of 67% (see Fig. 1). The second strategy would be to

adjust the dose whenever the INR is 1.8 or lower/3.2 or higher;

this would have yielded a mean O ) E score of 0.003 and a

mean TTR of 69%. The third strategy would be to adjust the

dose whenever the INR is 1.7 or lower/3.3 or higher; this would

have yielded a mean O ) E score of ) 0.064 and a mean

predicted TTR of 74%. The fourth strategy would be to adjust

the dose whenever the INR is 1.6 or lower/3.4 or higher; this

would have yielded amean O ) E score of ) 0.115 and amean

predicted TTR of 71%. According to this simulation, the

average management in this study was extremely similar to the

second strategy (change dose when the INR is 1.8 or lower/3.2

or higher), whereas the management strategy expected to

produce the highest TTR would be extremely similar to the

third strategy (change dose when the INR is 1.7 or lower/3.3 or

higher).

We calculated mean O ) E scores for the sites of care

represented in the database. It was not possible to calculate a

mean O ) E score for seven of the 101 sites, because these sites

had only one or zero patients who met our inclusion criteria.

Among the other 94 sites, there was a wide range of practice

(Appendix B): 17 sites had a mean O ) E score below ) 0.1,

whereas eight sites had a mean O ) E score above 0.1.

Extremes of practice in this regard were not solely contributed

by sites with few patients, suggesting that we observed true

differences in practice rather than merely statistical variation.

For example, the three sites with the highest average O ) E

scores had relatively large patient panels of 57, 40, and 124

patients each.

To explore the possible impact of this site-level variation in

management, we divided sites into deciles based on their mean

absolute value O ) E scores and plotted the deciles against

mean site TTR (Fig. 2). There was a strong negative correla-

tion between mean absolute O ) E score and mean TTR

(r = ) 0.77, P = 0.003), indicating that extremes of warfarin

dose management were associated with worse INR control on

the site level.
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Fig. 1. Relationship between percentage time in the therapeutic Interna-

tional Normalized Ratio (INR) range (TTR) and the observed minus

expected score for warfarin dose management style (O ) E score). The

curve is a cubic smoothing spline fit to the patient data [25]; points denote

mean values grouped by deciles of patient data (approximately 390

patients per decile).

Table 2 Comparison of mean percentage time in therapeutic INR range

(TTR) among patients with fewer dose changes than predicted (group A),

about as many dose changes as predicted (group B), and more dose

changes than predicted (group C) (total n = 3961 patients)

Number

of patients

Mean TTR

(unadjusted)

Mean TTR

(adjusted)

Group A (O ) E < 0.1) 919 65.8% 67.9%

Group B (O ) E ) 0.1–0.1) 2242 70.1% 72.2%

Group C (O ) E > 0.1) 800 62.0% 64.3%

P-value – < 0.001 < 0.001

O ) E, observed minus expected score. All analyses account for the

site of care using generalized estimating equations. Adjusted analyses

also control for gender, race, coronary artery disease, and congestive

heart failure. In adjusted analyses, the TTR presented is for a white

male without coronary artery disease or congestive heart failure.

Pairwise comparisons were significant between group B and the other

groups at the Bonferroni-adjusted (0.05/3) level in both unadjusted and

adjusted analyses.
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Discussion

We used a large, nationally representative database of oral

anticoagulation care to examine warfarin dose management

styles. We modeled norms of behavior regarding dose changes

in certain clinical situations. Our models were able to predict

clinical behavior with great accuracy using relatively few

variables: the INR value at the current visit, the number of days

since the previous visit, and whether or not the dose was

changed at the previous visit. We then used these models to

describe variations in practice. There was considerable varia-

tion among patients and among sites of care regarding warfarin

dose management styles in clinically similar situations. Both on

the patient level and on the site level, a moderate tendency to

change the warfarin dose was associated with higher TTR than

either extreme of management. The apparent impact of O ) E

score upon TTR in our study was considerable. For example,

TTR at the peak of the O ) E curve (Fig. 1) was 74%. By

contrast, TTR at an O ) E score of 0.2 was 64% and TTR at

an O ) E score of ) 0.2 was 62%. By comparison, Poller et al.

found that mean TTR in a group randomized to computerized

dose management was 63% vs. 53% among controls [16], a

similar effect size.

Our simulation of four dosing strategies suggests that

average management in this database was to change the dose

when the INR was 1.8 or lower/3.2 or higher, whereas optimal

management would be to change the dose when the INR was

1.7 or lower/3.3 or higher. This relatively minor change in

management would be expected to increase TTR from 68% to

74%. It should not be surprising that this apparently small

difference in management would make such a large difference

in INR control, because 15% of the dose increases in our study

occurred at an INR of 1.8, and 7% of the dose decreases

occurred at an INR of 3.2. Our results suggest that such dose

changes, which occurred when the INR was only slightly

outside the target range, served merely to perturb the INR,

setting up a cycle of adjustment and readjustment. It is likely

that the patient would have done better if the INR were simply

rechecked a week later, when many patients would have been

found to be in-range once again, without any particular

intervention. Our findings actually echo those of an audit of

anticoagulation care by Rose, in which only 50% of patients

were found to be within 0.5 of a target INR of 2.5 at any given

time, whereas a full 80% of patients were within 0.75 of the

target [25]. It appears to be incompatible with human

physiology to expect patients to remain exclusively within an

INR target range of 2.0–3.0; the target range that might be

suggested by our results, namely 1.8–3.2, seems more attain-

able. Citing this article by Rose as evidence that target ranges

are impractical, the British Society of Haematology Guidelines

on Oral Anticoagulation [26] suggest target INR values for

various indications (e.g. 2.5), rather than specifying target INR

ranges (e.g. 2.0–3.0).

An important strength of this study is that we used the

O ) E method to describe warfarin dose management. By

modeling norms of management, and then documenting

deviation from those norms, we were able to ensure that dose

management was being compared in similar situations. In

particular, the variable regarding the follow-up interval ensured

that our models captured not only the effect of the INR level,

but also the clinician�s a priori suspicion that the patient�s
warfarin dose would need to be adjusted at the visit. The

interval between visits is likely to reflect many unmeasured

factors (comorbid conditions, medication changes, bleeding

risk, and history of INR stability) that would enter into

clinician decision-making. These features of our predictive

model strongly suggest that warfarin dosemanagement was the

cause of between-group differences in TTR rather than the

reverse. In addition, the fact that TTR drops off on both sides

of the optimal O ) E value makes it difficult to imagine a

plausible mechanism for reverse causation. Finally, controlling

for important covariates did not alter between-group compar-

isons of TTR (Table 2), suggesting that differences in man-

agement rather than patient characteristics explained the effects

that we observed.

However, our study does have limitations. Our results were

derived from analysis of a single dataset, albeit a large and

nationally representative dataset. Confirmation of these find-

ings, using a different dataset, would provide an additional

level of support. In addition, our study shares the limitations of

any observational study, in that it cannot definitively establish

cause and effect. Although our study may suggest an optimal

dose management strategy in the absence of computerized

decision support, definitive evidence would require prospective,

randomized studies. We would urge that such a trial be

undertaken as soon as possible, as our study suggests that

improving the dosing of warfarin could meaningfully improve

patient outcomes.
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Fig. 2. Mean percentage time in the therapeutic International Normalized

Ratio (INR) range (TTR), plotted against the mean absolute value of

observed minus expected score (O ) E score) by site (n = 94 sites). Each

dot represents either nine or 10 sites and corresponds to a decile of the

O ) E score. For the line of correlation, r = ) 0.77, and P = 0.003.

98 A. J. Rose et al

� 2008 International Society on Thrombosis and Haemostasis



Second, we did not examine patients with target INR ranges

other than 2–3, and nor did we examine warfarin dose

management during the inception of therapy; our results

cannot be generalized to these situations. Finally, although we

did not consider the magnitude of dose changes, it should be

noted that for the marginal situations that we modeled (e.g.

INR of 1.8 or 3.2), a 5–10% adjustment of the weekly warfarin

dose is likely to be the ideal choice. Larger dose changes would

be reserved formore extreme deviations of INR from the target

range, when the decision regarding whether to change the dose

at all would be more obvious.

In summary, we found that warfarin dose management

varied widely in similar clinical situations. This variation in

practice had implications for INR control; extremes of

management were associated with lower TTR than manage-

ment closer to the mean. Our simulation suggests that, when

the target range is 2.0–3.0, optimal management of warfarin

would be to change the warfarin dose only when the INR is

1.7 or lower/3.3 or higher; a smaller tolerance for slightly

out-of-range values seems to destabilize the INR through

excessive dose adjustments. Finally, our study suggests that

in addition to offering warfarin to as many optimal

candidates as possible, we also need to optimize warfarin

dose management to fully realize the benefits of anticoagu-

lation.
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Appendix A: Models to predict dose decrease and dose
increase

Model to predict a dose decrease: predictor variables

1. INR at this visit

a. 2.9 or below

b. 3.0

c. 3.1

d. 3.2

e. 3.3

f. 3.4

g. 3.5 or above

2. Time since last INR

a. 0–7 days

b. 8–14 days

c. 15 days or more

3. Dose increase at the last visit? (yes/no)

DERIVATION SET

c-statistic 0.898

Hosmer–Lemeshow test P < 0.001

Group

Number

in group

Observed

dose

decreases

Expected

dose

decreases

1 16 022 280 395

2 4403 134 144

3 3373 221 174

4 3713 530 463

5 3481 1027 1003

6 3843 2841 2854

VALIDATION SET

c-statistic = 0.896

Hosmer–Lemeshow test P < 0.001

Group

Number

in group

Observed

dose

decreases

Expected

dose

decreases

1 10 737 186 263

2 2964 109 105

3 2351 156 125

4 2479 326 300

5 2338 742 703

6 2437 1800 1823

Model to predict a dose increase: predictor variables

1. INR at this visit

a. 1.7 or below

b. 1.8

c. 1.9

d. 2.0 or above

2. Days since last visit

a. 0–7 days

b. 7–14 days

c. 15+ days

3. Dose decrease at last visit (yes/no)

DERIVATION SET

c-statistic = 0.883

Hosmer-Lemeshow test P < 0.001

Group

Number

in group

Observed

dose

increases

Expected

dose

increases

1 16 349 337 445

2 4637 174 215

3 3825 405 345
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Group

Number

in group

Observed

dose

increases

Expected

dose

increases

4 3534 1031 918

5 3421 1666 1571

6 3079 2079 2198

VALIDATION SET

c-statistic = 0.879

Hosmer–Lemeshow test P < 0.001

Group

Number

in group

Observed

dose

increases

Expected

dose

increases

1 10 941 254 332

2 3089 128 148

3 2576 279 247

4 2319 669 589

5 2322 1138 1063

6 2059 1350 1439

Appendix B: Means, 95% confidence intervals and
z-scores for 94 sites of care regarding mean site O ) E
score. Sites of care are listed from lowest O ) E score to
highest.

Site n

Mean

O ) E

score

95% CI,

lower

bound

95% CI,

upper

bound z-score

A* 8 ) 0.18 ) 0.247 ) 0.113 ) 2.093

B* 6 ) 0.173 ) 0.295 ) 0.051 ) 2.012

C 33 ) 0.156 ) 0.232 ) 0.08 ) 1.809

D 25 ) 0.147 ) 0.22 ) 0.075 ) 1.704

E 53 ) 0.147 ) 0.167 ) 0.126 ) 1.692

F 23 ) 0.145 ) 0.189 ) 0.101 ) 1.673

G 3 ) 0.144 ) 0.357 0.068 ) 1.667

H 14 ) 0.142 ) 0.184 ) 0.101 ) 1.643

I 12 ) 0.135 ) 0.186 ) 0.085 ) 1.557

J 51 ) 0.133 ) 0.16 ) 0.106 ) 1.528

K 4 ) 0.119 ) 0.412 0.173 ) 1.366

L 19 ) 0.118 ) 0.177 ) 0.059 ) 1.353

M 2 ) 0.118 ) 0.223 ) 0.012 ) 1.346

N 10 ) 0.116 ) 0.174 ) 0.058 ) 1.33

O 23 ) 0.115 ) 0.158 ) 0.072 ) 1.311

P 13 ) 0.113 ) 0.16 ) 0.066 ) 1.289

Q 24 ) 0.111 ) 0.154 ) 0.069 ) 1.267

R 40 ) 0.098 ) 0.117 ) 0.078 ) 1.103

S 147 ) 0.093 ) 0.109 ) 0.078 ) 1.053

T 19 ) 0.087 ) 0.139 ) 0.036 ) 0.981

U 5 ) 0.087 ) 0.25 0.077 ) 0.972

V 68 ) 0.079 ) 0.105 ) 0.054 ) 0.883

W 268 ) 0.079 ) 0.091 ) 0.067 ) 0.876

X 8 ) 0.078 ) 0.119 ) 0.036 ) 0.865

Y 20 ) 0.076 ) 0.108 ) 0.045 ) 0.85

Z 153 ) 0.075 ) 0.091 ) 0.059 ) 0.833

AA 7 ) 0.074 ) 0.122 ) 0.027 ) 0.825

AB 115 ) 0.072 ) 0.088 ) 0.056 ) 0.793

AC 21 ) 0.066 ) 0.111 ) 0.021 ) 0.723

AD 23 ) 0.065 ) 0.103 ) 0.026 ) 0.709

Appendix B: (Continued)

Site n

Mean

O ) E

score

95% CI,

lower

bound

95% CI,

upper

bound z-score

AE 98 ) 0.064 ) 0.083 ) 0.046 ) 0.702

AF 29 ) 0.063 ) 0.092 ) 0.033 ) 0.684

AG 93 ) 0.061 ) 0.088 ) 0.035 ) 0.667

AH 41 ) 0.06 ) 0.079 ) 0.041 ) 0.653

AI 25 ) 0.06 ) 0.123 0.004 ) 0.651

AJ 24 ) 0.058 ) 0.101 ) 0.015 ) 0.628

AK 24 ) 0.054 ) 0.096 ) 0.013 ) 0.585

AL 44 ) 0.045 ) 0.101 0.01 ) 0.476

AM 48 ) 0.042 ) 0.071 ) 0.014 ) 0.439

AN 48 ) 0.04 ) 0.072 ) 0.008 ) 0.414

AO 43 ) 0.039 ) 0.062 ) 0.017 ) 0.402

AP 36 ) 0.035 ) 0.062 ) 0.008 ) 0.353

AQ 8 ) 0.034 ) 0.071 0.004 ) 0.335

AR 6 ) 0.032 ) 0.113 0.05 ) 0.312

AS 32 ) 0.027 ) 0.07 0.015 ) 0.258

AT 19 ) 0.013 ) 0.045 0.019 ) 0.086

AU 44 ) 0.012 ) 0.065 0.041 ) 0.074

AV 25 ) 0.01 ) 0.057 0.037 ) 0.052

AW 21 ) 0.007 ) 0.052 0.038 ) 0.015

AX 97 ) 0.005 ) 0.031 0.021 0.009

AY 34 ) 0.003 ) 0.036 0.029 0.029

AZ 97 ) 0.003 ) 0.022 0.016 0.031

BA 42 ) 0.001 ) 0.031 0.03 0.062

BB 78 0 ) 0.026 0.026 0.072

BC 8 0 ) 0.126 0.127 0.075

BD 36 0.002 ) 0.032 0.035 0.09

BE 51 0.002 ) 0.029 0.034 0.098

BF 44 0.003 ) 0.061 0.066 0.105

BG 9 0.004 ) 0.124 0.132 0.118

BH 25 0.005 ) 0.027 0.037 0.128

BI 35 0.006 ) 0.035 0.047 0.143

BJ 31 0.008 ) 0.024 0.041 0.17

BK 39 0.011 ) 0.018 0.039 0.2

BL 51 0.011 ) 0.026 0.049 0.204

BM 40 0.014 ) 0.018 0.045 0.233

BN 3 0.014 ) 0.159 0.187 0.239

BO 103 0.014 ) 0.007 0.035 0.24

BP 24 0.019 ) 0.029 0.067 0.298

BQ 89 0.022 0.007 0.037 0.336

BR 23 0.03 ) 0.025 0.085 0.431

BS 2 0.032 ) 1.631 1.695 0.451

BU 51 0.034 ) 0.007 0.074 0.474

BV 5 0.034 ) 0.084 0.152 0.478

BW 48 0.038 0.004 0.072 0.521

BX 23 0.044 0.018 0.069 0.594

BY 68 0.049 0.021 0.077 0.658

BZ 14 0.049 0.017 0.081 0.66

CA 131 0.055 0.035 0.075 0.725

CB 121 0.055 0.029 0.082 0.732

CC 10 0.059 0.018 0.099 0.773

CD 5 0.062 ) 0.277 0.4 0.808

CE 86 0.063 0.039 0.088 0.83

CF 13 0.071 0 0.142 0.92

CG 15 0.076 0.017 0.136 0.987

CH 33 0.084 0.057 0.111 1.081

CI 18 0.087 0.002 0.171 1.11

CJ 127 0.105 0.09 0.12 1.33

CK 6 0.114 ) 0.057 0.285 1.439

CL 49 0.123 0.078 0.168 1.551
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Appendix B: (Continued)

Site n

Mean

O ) E

score

95% CI,

lower

bound

95% CI,

upper

bound z-score

CM 160 0.128 0.107 0.148 1.602

CN 4 0.129 ) 0.328 0.587 1.625

CO* 57 0.165 0.137 0.194 2.057

CP* 40 0.167 0.141 0.193 2.073

CQ* 124 0.204 0.178 0.23 2.521

*Outlier site at the 0.05 level
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Epidemiology of Subtherapeutic Anticoagulation in the
United States

Adam J. Rose, MD, MSc; Al Ozonoff, PhD; Richard W. Grant, MD, MPH;
Lori E. Henault, MPH; Elaine M. Hylek, MD, MPH

Background—Low international normalized ratio (INR; �1.5) increases risk for thromboembolism. However, little is
known about the epidemiology of low INR.

Methods and Results—We prospectively collected data from 47 community-based clinics located throughout the United
States from 2000 to 2002. We examined risk factors for low INR (�1.5), reasons given in the medical record for low
INR, and proportion of thromboembolic events that occurred during periods of low INR. Of the 4489 patients in our
database, 1540 (34%) had at least 1 low INR. Compared with men, women had an increased incidence of low INR
(adjusted incidence rate ratio, 1.44; P�0.001). Compared with patients anticoagulated for atrial fibrillation, patients
anticoagulated for venous thromboembolism had an increased incidence of low INR (adjusted incidence rate ratio, 1.48;
P�0.001). The 5 most common reasons for low INR were nonadherence (17%), interruptions for procedures (16%),
recent dose reductions (15%), no reason apparent after questioning (15%), and second or greater consecutive low INR
(13%). A total of 21.8% of thromboembolic events (95% CI, 12.2 to 35.4%) occurred during periods of low INR; 58%
of these events were related to an interruption of warfarin therapy.

Conclusions—In this cohort of patients receiving warfarin, more than 1 in 5 thromboembolic events occurred during a
period of low INR. Women and patients anticoagulated for venous thromboembolism were particularly likely to
experience low INR. Improving adherence, minimizing interruptions of therapy, and addressing low INR more promptly
could reduce the risk of low INR. (Circ Cardiovasc Qual Outcomes. 2009;2:591-597.)

Key Words: warfarin � thromboembolism � anticoagulants � quality of health care
� medication therapy management

Warfarin is a highly effective therapy to prevent throm-
boembolic complications of venous thromboembolism

(VTE),1 atrial fibrillation (AF),2,3 and valvular heart disease.4

However, warfarin is an extremely challenging therapy in
clinical practice5; a recent meta-analysis found that patients
spend an average of only 66% of time in the therapeutic range
when managed in specialized anticoagulation clinics, and
only 57% of time when managed in usual care.6 The large
amount of time spent outside the target range has important
clinical consequences: patients with better control have fewer
hemorrhagic and thromboembolic events.7

Many studies have focused on the risk factors for and
effects of high international normalized ratio (INR), and
therefore, we know a considerable amount about these
topics.8–21 For example, Hylek et al12 showed that risk factors
for INR �6.0 included high-dose acetaminophen, new med-
ications known to potentiate warfarin, advanced malignancy,
diarrhea, decreased oral intake, and taking more warfarin than

prescribed. However, there has been considerably less research
regarding low INR. Some studies have demonstrated that low
INR is associated with attenuation of the protective effects of
anticoagulation therapy, as would be expected.7,22–24 Although
we know that low INR increases the risk of thromboembolism,
relatively little is known about the epidemiology of low INR.

We therefore used data from a large nationally represen-
tative anticoagulation cohort to describe the epidemiology of
low INR. We examined patient-level risk factors for INR
�1.5, the threshold below which the risk of thromboembo-
lism rises most acutely.22,23 We report clinician-documented
explanations for low INR, recorded at the time the INR result
was obtained. We examine predictors of time until the next
INR and the next in-range INR. Finally, we estimate the
proportion of thromboembolic events attributable to low INR.
Low INR has been an understudied topic, and our study can
serve as the beginning of an effort to understand, address, and
reduce this phenomenon.
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WHAT IS KNOWN

● Low international normalized ratio (INR; �1.5) is a
risk factor for thromboembolism in patients receiv-
ing warfarin. Reducing its occurrence in clinical
practice could improve patient outcomes.

● However, little is known about the epidemiology of
low INR, especially which patients are more likely to
experience it and what factors may contribute to it.

WHAT THE STUDY ADDS

● In our study, the 5 most common reasons for low
INR were nonadherence (17%), interruptions for
procedures (16%), recent dose reductions (15%), no
reason apparent after questioning (15%), and second
or greater consecutive low INR (13%).

● Low INR was more common among women and
patients anticoagulated for venous thromboembo-
lism, even after controlling for covariates. These
novel findings require confirmation and further
investigation.

● Our study identifies groups of patients who may be
at higher risk for low INR and factors that seem to
cause it. This can serve as the beginning of a
concerted effort to reduce the incidence of low INR
in clinical practice.

Methods
Study Enrollment
Data collection for the Anticoagulation Consortium to Improve
Outcomes Nationally (ACTION) study has been described else-
where.18,25–29 Physician practices that were registered users of
CoumaCare software (Bristol-Myers Squibb) were invited to partic-
ipate. CoumaCare was a freely available software package which
provided a rudimentary electronic medical record for anticoagulation
management. The software assisted with record keeping and patient
tracking, but did not provide advanced functions such as dosing
guidance. The uniformity of data structure provided by the software
package allowed us to collect data from diverse community-based
sites at a time when few such sites had any sort of electronic medical
record.

In total, 174 practices registered online to participate, and 101 sites
had the technological capability and the review board approval
necessary to proceed. One of the functions of CoumaCare is to allow
providers to input a note regarding each INR value and how it was
addressed. Data for the current study are drawn from the 47 study
sites which had text notes for at least 90% of INR values. Excluded
study sites had some text notes, but often only when the INR was out
of range, precluding a full investigation of the reasons for low INR
values.

All sites had at least 1 dedicated provider managing warfarin,
usually within the setting of a community-based physician group
practice. Enrollment began in April 2000 and follow-up ended in
March 2002. Missing data fields and data entry errors were resolved
directly with the sites by the data coordinating center on a weekly
basis before the data were transmitted to study investigators. The
study protocol was approved by the Western Institutional Review
Board of Olympia, Wash, and by local review boards where they
existed.

Variables
We identified all INR values �1.5 and reviewed anticoagulation
clinic notes to determine the stated reason for the low value.

Investigators developed 10 categories to encompass the reasons for
low INR, and then assigned a reason to each value using chart
review. One of these 10 categories, “initiation phase,” was defined as
all consecutive low INR values before the first in-range or high INR
was recorded. Another category, “continuing low,” was used for all
successive low INRs, regardless of the reason for the first in the
series, until the next in-range or high INR value.

We characterized all patients regarding age, gender, race, indica-
tion for anticoagulation, and comorbid conditions. In addition, we
recorded instances when warfarin was intentionally interrupted (a
“hold”) by reviewing all 84 915 anticoagulation notes. The great
majority of these holds were for minor procedures such as biopsies
or colonoscopies, whereas relatively few were for major surgery. For
the purpose of this analysis, however, all holds were considered the
same. We confirmed all thromboembolic events (ischemic stroke,
systemic embolus, deep venous thrombosis, and pulmonary embo-
lus) through chart review.

Statistical Analyses
We tabulated demographics (age, gender, and race) and comorbid
conditions (hypertension, diabetes, prior stroke, coronary artery
disease, congestive heart failure) and performed bivariate compari-
sons between patients with at least 1 low INR versus those without.
Because of correlated data within sites of care, we computed
probability values for bivariate comparisons using 10 000 Monte
Carlo permutations (stratified on clinical site) of the indicator for at
least 1 low INR value. We modeled the rate of low INR per
person-year using patient-level risk factors as independent predic-
tors. Covariates included demographics, indication for therapy,
comorbid conditions, and warfarin holds. For indication for therapy,
the reference category was atrial fibrillation without prior stroke,
chosen because it was the most numerous. Patients with valvular
heart disease comprised another category of indication for therapy;
most such patients had mechanical replacement valves (90%), but
some had other conditions (such as mitral stenosis). We further
divided patients with valvular heart disease into those with target
ranges of 2 to 3 versus 2.5 to 3.5, with the hypothesis that those with
a high target range would be protected from low INR. We used a
Poisson regression model, fit with generalized estimating equations
(SAS PROC GENMOD, SAS version 9.1, SAS Institute, Inc), to
account for intraclass correlation by site of care. For this analysis, we
excluded low INR values attributable to the inception phase of
warfarin therapy, when low INR is to be expected.

Among patients who had at least 1 low INR, we computed the
relative frequencies of the 10 reasons for low INR, which had been
assigned through chart review (see “Variables” above). We then used
Cox regression to model the effect of these reasons on the time until
the next INR and the next in-range INR, controlling for the same
patient-level covariates described above. The patient’s next in-range
INR was identified using either a normal (2 to 3) or high (2.5 to 3.5)
target INR range, corresponding to the target range stated in the
clinical record. The reference category for these analyses was low
INR because of a previous dose reduction. Such patients might be
expected to have a relatively uniform risk for future INR instability,
and to receive relatively uniform management. Our Cox models
assumed separate baseline hazards by site of care, and our standard
errors accounted for the fact that some patients contributed multiple
low INR values (SAS PROC TPHREG).

We used linear interpolation30 to divide all patient-time into 3
categories: days when the INR was �1.5, days when the INR was
1.5 to 2.0, and days when the INR was �2.0. For several patients,
interpolation was not possible because the final INR determination
occurred before a thromboembolic event; in such cases, we carried
the last known INR value forward. We compared rates of thrombo-
embolic events among these 3 categories of patient-time, using 1000
bootstrap resamples of the major event INR values to calculate 95%
CIs. Finally, we calculated the proportion of thromboembolic events
occurring during periods of low INR. Analyses were performed
using the R statistical package version 2.8 (R Foundation) and SAS
version 9.1. The authors had full access to the data and take
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responsibility for its integrity. All authors have read and agree to the
manuscript as written.

Results
Risk Factors for Low INR
Of the 4489 patients, 1540 (34%) had at least 1 low INR
(Table 1). Most demographic and clinical parameters were
similar between patients with and without low INR, with the
exception of gender and holds. We examined risk factors for
low INR using multivariable Poisson regression (Table 2).

Women had an increased incidence of low INR (incidence
rate ratio [IRR], 1.44; P�0.001). Compared with the refer-
ence category (AF without prior stroke), patients anticoagu-
lated for valvular heart disease with a high INR target had less
low INR (IRR, 0.59; P�0.001). Patients anticoagulated for
VTE, in contrast, had more low INR than the reference
category (IRR, 1.48; P�0.001), as did patients with valvular
heart disease and a normal INR target (IRR, 1.37; P�0.05).
Warfarin holds independently predicted low INR (IRR, 1.47
per hold; P�0.001).

Reasons for Low INR
Clinicians managing anticoagulation gave 10 reasons to
explain the 3456 low INR values (Table 3). Five reasons

Table 1. Demographics, Indication for Anticoagulation,
Comorbid Conditions, Profile of Care, and Number of Low INR
Values Among Our Study Cohort (n�4489)

Variable

Patients Without
Low INR

(n�2934)

Patients With
Low INR

(n�1540) P Value

Age, y, mean (SD) 70.9 (11.6) 70.9 (12.2) 0.70

Female gender, % 40.1 48.1 �0.001*

Race, % 0.31*

White 93.1 91.8

Black 2.0 2.2

All others 4.8 6.0

Indication for anticoagulation, % �0.001*

Atrial fibrillation without
prior stroke

47.0 46.0

Atrial fibrillation with
prior stroke

5.4 6.4

Venous
thromboembolism

12.3 15.7

Valvular heart disease:
target INR 2.0–3.0

2.9 3.2

Valvular heart disease:
target INR 2.5–3.5

15.5 9.9

Stroke/embolus 8.5 9.6

All others 8.4 9.4

Comorbid conditions, %

Congestive heart failure 17.6 20.0 0.19*

Coronary artery disease 25.8 23.2 0.83*

Diabetes mellitus 14.8 16.6 0.15*

Hypertension 43.2 44.9 0.29*

Profile of care

Months in database,
mean (SD)

10.5 (4.5) 12.5 (4.2) �0.001

No. of INR values,
mean (SD)

14.6 (6.9) 22.4 (10.0) �0.001

INR values/mo,
mean (SD)

1.61 (1.07) 1.89 (0.75) �0.001

Interruptions for
procedures/y, mean (SE)

0.26 (0.57) 0.72 (0.99) �0.001

INR values �1.5,
mean (SD)

. . . 4.1 (4.5) . . .

INR values �1.5,
median (25–75)

. . . 3.0 (3.0) . . .

P values account for intraclass correlation within clinical site.
*P values for categorical variables calculated using 10 000 Monte Carlo

simulations.

Table 2. Patient-Level Risk Factors for INR of <1.5, Excluding
Low INR Attributable to the Inception Phase of Warfarin
Therapy, When Low INR Is to Be Expected (n�4489)

Predictor
Unadjusted IRR

(95% CI)
Adjusted IRR

(95% CI)

Age group, y

�64 . . . . . .

65–74 0.80 (0.69, 0.92)* 0.84 (0.72, 0.98)*

�75 0.94 (0.79, 1.13) 0.95 (0.81, 1.12)

Female sex 1.45 (1.29, 1.64)† 1.44 (1.28, 1.62)†

Race

White . . . . . .

Black 1.51 (1.01, 2.26)* 1.25 (0.83, 1.88)

All others 1.16 (0.85, 1.58) 1.15 (0.87, 1.54)

Comorbid conditions

Congestive heart failure 1.13 (0.94, 1.35) 1.17 (0.98, 1.39)

Coronary artery disease 0.96 (0.84, 1.08) 0.99 (0.87, 1.12)

Diabetes mellitus 1.12 (0.98, 1.28) 1.14 (1.01, 1.30)*

Hypertension 1.03 (0.93, 1.15) 0.98 (0.89, 1.07)

Interruptions for procedures
(per interruption)

1.46 (1.34, 1.59)† 1.47 (1.37, 1.58)†

Indication for
anticoagulation

Atrial fibrillation without
prior stroke

. . . . . .

Atrial fibrillation with
prior stroke

1.24 (1.03, 1.50)* 1.26 (1.03, 1.54)*

Venous
thromboembolism

1.60 (1.32, 1.94)† 1.48 (1.24, 1.75)†

Valvular heart disease:
target INR 2.0–3.0

1.40 (1.05, 1.88)* 1.37 (1.04, 1.82)*

Valvular heart disease:
target INR 2.5–3.5

0.56 (0.46, 0.68)† 0.59 (0.49, 0.70)†

Stroke/embolus 1.12 (0.90, 1.40) 1.12 (0.92, 1.36)

All others 1.15 (0.91, 1.45) 1.22 (0.99, 1.50)

We used a Poisson regression model for count data; patients could have
more than one low INR value. The adjusted analysis adjusts for all other
predictors in the table, and confidence intervals account for intraclass
correlation within the site of care using generalized estimating equations.
Results are expressed as incidence rate ratios relative to the reference
category.

*P�0.05.
†P�0.001.
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collectively accounted for three quarters of low INR values:
nonadherence (17%), holds (16%), no reason apparent after
questioning (15%), dose reductions attributable to high INR
or bleeding (15%), and continuing low values (13%). The
initiation phase of warfarin therapy (8%), dietary intake of
vitamin K (6%), and interactions with other medications (4%)
accounted for most remaining low INR values. The frequen-
cies of these reasons were not meaningfully different when
compared by age group, gender, race, and indication for
therapy.

We further examined the category of “continuing low.”
The mean time between a continuing low value and the
preceding INR value was 8.1 days (SD, 5.6); the median was
7 days (interquartile range, 4 to 10). The distribution of
reasons for a low INR preceding a continuing low differed
from the overall distribution of reasons for low INR values
(Table 4). In particular, the most frequent reasons for the INR
before a continuing low were another continuing low (22%),
dose reductions (20%) and holds (20%). These 3 reasons
were much more common preceding a continuing low than in
the overall sample; other reasons were reduced accordingly.

Care Provided to Address Low INR
After a low INR, the median time until the next INR was 8
days (interquartile range, 7 to 14), and the median time until
the next in-range INR was 16 days (interquartile range, 8 to
30). The next INR occurred sooner (Table 5) when the patient

was anticoagulated for valvular heart disease (hazard ratio
[HR], 1.64; P�0.001), but these patients did not record an
in-range INR sooner than other patients (HR, 1.01; P�0.91).
The next INR also occurred sooner during the initiation phase
of warfarin therapy (HR, 1.93; P�0.001); an in-range INR
was also recorded sooner for this category (HR, 1.33;
P�0.001). Conversely, patients whose low INR values were
attributed to nonadherence, dietary vitamin K, and no appar-
ent reason waited longer for a repeat INR than the reference
category (HR, 0.78, 0.77, and 0.80; P�0.05 for all). In
general, with the exception of initiation-phase patients, dif-
ferences in time until next INR test did not translate into
differences in time until the next in-range INR.

Impact of Low INR on Thromboembolic Events
There were 55 major thromboembolic events during the study
(Table 6), 12 of which occurred when the INR was �1.5, 9 of
which when the INR was 1.5 to 2.0, and 34 when the INR was
�2.0. Of the 12 events that occurred when the INR was �1.5,

Table 3. Relative Frequencies of 10 Reasons Given by
Clinicians for INR <1.5 (n�3456 INR Values)

Reason Frequency, %

Adherence issues 17

Holds for procedures 16

No reason apparent after questioning 15

Dose reduced in reaction to high INR or bleeding 15

Continuing low value (ie, second or third consecutive
low INR)

13

Initiation of therapy 8

Dietary intake of vitamin K 6

Interaction with other medications 4

All other reasons 3

No data/unknown 2

Table 4. Reason for the Low INR Value Immediately Preceding
a “Continuing Low” Value (n�442)

Reason Frequency, %

Continuing low value 22

Dose reduced in reaction to high INR or bleeding 20

Holds for procedures 20

No reason apparent after questioning 12

Adherence issues 9

Interaction with other medications 5

Dietary intake of vitamin K 6

All other reasons 3

No data/unknown 2

Table 5. Hazard Ratios for Time to Next INR Value Among
3337 Low INR Values and for Time to Next In-Range INR Value
Among 3165 Low INR Values

Parameter

Time to Next
INR Test,

HR (95% CI)

Time to Next
In-Range INR,
HR (95% CI)

Indication for
anticoagulation

Atrial fibrillation . . . . . .

Venous
thromboembolism

1.05 (0.94, 1.16) 0.95 (0.85, 1.05)

Valvular heart
disease/prosthetic
valve

1.64 (1.45, 1.84)† 1.02 (0.90, 1.15)

Prior stroke/embolus 1.03 (0.91, 1.17) 1.10 (0.96, 1.25)

All others 0.98 (0.86, 1.12) 0.90 (0.78, 1.03)

Stated reason for low
value

Dose reduced due to
high INR or bleeding

. . . . . .

Adherence issues 0.78 (0.69, 0.89)† 0.98 (0.86, 1.11)

Continuing low value 1.16 (1.02, 1.33)* 0.97 (0.84, 1.11)

Dietary intake of
vitamin K

0.77 (0.65, 0.91)* 0.87 (0.73, 1.03)

Holds for procedures 0.90 (0.80, 1.03) 1.13 (0.99, 1.29)

Initiation of therapy 1.93 (1.64, 2.26)† 1.33 (1.13, 1.56)†

Interaction with other
medications

0.97 (0.80, 1.17) 1.07 (0.88, 1.29)

All other reasons 0.99 (0.80, 1.22) 1.01 (0.81, 1.26)

No reason apparent
after questioning

0.80 (0.70, 0.91)† 1.00 (0.87, 1.14)

No data/unknown 0.70 (0.51, 0.96)* 0.77 (0.55, 1.07)

A hazard ratio above 1.0 indicates reduced time until the event. These
analyses control for demographics (age, gender, and race). Our Cox models
assumed separate baseline hazards by site of care, and our standard errors
accounted for the fact that some patients contributed multiple low INR values.

*P�0.05.
†P�0.001.
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7 were associated with a hold (58%). The crude IRR for the
lowest INR category, compared with INR �2.0, was 16.3
(95% CI, 8.1 to 25.7), whereas the IRR for mildly low INR
was only 1.59 (95% CI, 0.70 to 2.64). The fraction of
thromboembolic events occurring with an INR value �1.5
was 12/55, or 21.8% (95% CI, 12.2% to 35.4%). However, an
additional 7 events occurred within 30 days of an INR �1.5,
so the true fraction could be as high as 19/55, or 34.5% (95%
CI, 22.6% to 48.7%).

Although the relative rate of thromboembolism during
periods of low INR was high, the absolute rate of thrombo-
embolism per episode of low INR was quite low. There were
a total of 3375 separate episodes of INR �1.5 in our database,
considering continuing low values as part of a single episode.
A thromboembolic event occurred during or within 30 days
after the end of only 19 of these episodes (0.6%; 95% CI, 0.3
to 0.9%), whereas the majority of episodes (99.4%) did not
result in a thromboembolic event.

Discussion
We examined patient-level risk factors for low INR (�1.5)
using a large nationally-representative database of anticoag-
ulation care. Low INR was not a rare event, occurring among
34% of our study population and accounting for 4.1% of INR
values and 1.8% of patient-time. Low INR also had important
consequences: there was an approximately 16-fold increase in
the rate of thromboembolism during periods of low INR. We
found that the fraction of thromboembolic events occurring
during periods of low INR was at least 21.8%, considerably
higher than the estimate by van Walraven et al (11%).24 Our
results suggest that reducing or eliminating low INR could
improve patient outcomes considerably.

Despite the impressive relative risk of a thromboembolic
event during periods of low INR, the absolute risk of
thromboembolism related to an episode of low INR was small
(0.6%). Therefore, careful consideration should be given to
balancing expected risks and benefits of interventions such as
“bridging” with low-molecular-weight heparin, which is as-
sociated with a significant risk of bleeding complications.
Ongoing clinical trials may settle the issue of whether, and for
which patients, the benefits of bridging outweighs the risks.31

Until the results of such trials become available, our estimate
of the absolute risk of thromboembolism related to an episode
of low INR may help to guide clinical decision-making.

Regarding risk factors for low INR, warfarin holds pre-
dicted more low INR values, whereas a high-target INR range
predicted fewer. More novel and unexpected findings in-
cluded increased incidence of low INR among patients
anticoagulated for VTE and among women. These findings,

which persisted after controlling for age, comorbid condi-
tions, and holds, are potentially important, but require con-
firmation and further investigation. One possible explanation
might have been a difference in target INR ranges between
groups; however, we compared target ranges by gender and
by indication and did not find differences that could have
explained our findings. If confirmed, our findings may be
attributable to different physiological responses to warfarin in
different groups of patients, or may reflect disparities in
anticoagulation management. For example, it is possible that
clinicians fear the consequences of high INR more in female
patients, which may affect dosing decisions.

We also examined reasons given to explain low INR values
in the clinical record. Although no single reason predomi-
nated, the 4 most common reasons bear comment. Nonadher-
ence was the most commonly cited reason for low INR. The
impact of adherence on anticoagulation control has been
described by Kimmel et al.32 In that study, 36% of patients
missed more than 20% of bottle openings as measured by
electronic bottle caps (“MEMS caps”); these patients had an
odds ratio of 2.10 for INR below the target range. In our
study, 17% of INR values �1.5 (a more serious deviation
than merely below the target range) were attributed to
adherence. We note that 15% of low INR values in our cohort
could not be explained—it is possible that at least some of
these were also attributable to inadequate adherence, which
the patient did not recall or did not declare.

The next most common reason for low INR was intentional
interruptions of warfarin for procedures (“holds”). Our group
has previously demonstrated that holds are associated with
the relatively poor anticoagulation control experienced by
cancer patients.28 Although some holds may be necessary, our
results suggest that avoiding holds whenever possible will
reduce low INR. As an example of a situation in which a hold
may be avoided, dental procedures can often be performed
without holds,33,34 but this may be inconsistently applied in
clinical practice.

The third most common reason for low INR was a recent
dose reduction, most often in response to a previously
recorded high INR value. This seesaw effect, where patients
bounce between excessive and insufficient anticoagulation,
may be partly attributed to the well-known fact that warfarin
is a difficult drug to manage in clinical practice.5 However, at
least part of this erratic control may be associated with
excessive “tinkering” with warfarin doses when the INR is
close to the target range.27 In another analysis of this
database, our group has already shown that INR control could
be improved by reserving dose changes for patients whose

Table 6. Rates of Thromboembolic Events in Different INR Ranges

INR Value
Thromboembolic

Events Patient-Time, y
Rate, Events/100

Patient-y (95% CI)
Unadjusted IRR

(95% CI)
Fraction of Events,

% (95% CI)

INR �1.5 12 70.8 16.95 (8.5–26.8) 16.3 (8.1–25.7) 21.8 (12.2–35.4)

INR 1.5–2.0 9 545.1 1.65 (0.73–2.75) 1.59 (0.70–2.64) 16.4 (8.2–29.3)

INR �2.0 34 3262.3 1.04 (0.83–1.26) 1.0 (reference) 61.8 (47.7–74.3)

Total 55 3878.2 1.42 (1.11–1.95) . . . 100

INR values determined by linear interpolation.
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INR deviates from the target range by 0.3 or more in either
direction.27

The fourth most common reason for low INR was a “con-
tinuing low.” Recall that we defined “low INR” as �1.5—a
level of underanticoagulation clearly associated with patient
harm.22–24 Nevertheless, we found that the median time until a
next INR test was 8 days, and the median time until a next
in-range INR value was 16 days. These values themselves are
not alarming, but the 75th percentile for each (14 and 30
days) indicate that for a considerable proportion of patients in
our dataset, low INR was addressed without a particular sense
of urgency. Indeed, we found that the most common reason
for the INR preceding a continuing low was another continu-
ing low.

Current guidelines may reinforce a lack of urgency in
addressing low INR values, because they contain limited
guidance about how to address low INR. For example, the
2008 ACCP guidelines5 contain detailed instructions about
how to deal with elevated INR, but limited information
regarding how to address low INR, beyond the recommen-
dation that “bridging” with low-molecular-weight heparin is
not necessary for most patients. Although we agree that
low-molecular-weight heparin is not warranted by the rela-
tively low daily risk of thromboembolism in most patients,35

it would be prudent to measure the INR weekly among
patients with changes in clinical status or anticipated dose
instability, to prevent prolonged or extreme deviations from
the target INR range. We recognize, however, that some
patients may not readily accept the burden of such frequent
testing.

Our study has important strengths. This is the first system-
atic investigation of low INR in community practice. We used
a large, nationally-representative database of community-
based anticoagulation care in the United States, ensuring that
our results are broadly generalizable. Finally, manual review
of all 84 915 notes provided a level of clinical detail missing
from many previous studies, which have used predominantly
automated data. However, our study also has limitations. We
were only able to ascertain the reason for low INR as stated
by clinicians in the notes, but were unable to test the veracity
of such claims. In addition, the reason for 15% of low values
could not be determined by the clinician at the time of the
visit, despite questioning the patient.

In conclusion, we used a nationally-representative database
of community-based anticoagulation care to describe the
epidemiology of low INR. In our study, low INR was
associated with a 16-fold increase in the rate of thromboem-
bolism. Despite this impressive relative risk, the absolute risk
of thromboembolism per episode of low INR was only 0.6%
per episode. Women and patients anticoagulated for VTE
were at elevated risk for low INR. Nonadherence, interrup-
tions for procedures, and insufficient urgency in addressing
low INR all contribute to the incidence of low INR. The
incidence of low INR could be reduced by interventions to
improve adherence, minimize unnecessary interruptions of
therapy, and encourage clinicians to address low INR with an
appropriate (but not excessive) sense of urgency.
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Abstract

Background: Given the history of vulnerability of women of childbearing age to medical treatments that have
caused injury, for example, diethylstilbestrol (DES) and thalidomide, it is surprising that, to date, little research
has directly examined attitudes of the general public regarding the vulnerability of women when they partic-
ipate in biomedical research studies.
Methods: We asked three questions about beliefs of women as biomedical research subjects of 623 white, 353
black, and 157 Hispanic people in four U.S. cities: (1) Do you believe that women are more likely to be “taken
advantage of” when they become subjects in a medical research project as compared to men? (2) Do you be-
lieve that women of childbearing age (15–45-year-olds) should become study participants in medical research
projects? and, if the response was no or don’t know/not sure, (3) Would you still say no or don’t know/not
sure to question 2 even if it meant that we would not know anything about the health and medical treatments
for women aged 15–45 years?
Results: Overall, women were 60% more likely than men to state that women were more likely than men to
be “taken advantage of,” even when controlling for potential confounders, and both black and Hispanic par-
ticipants were much more likely than white participants to state that this was the case. The majority of re-
spondents (57.4%) said that women of childbearing age should not be research subjects; among women, both
black and Hispanic people were less likely than white people to change their minds when prompted that this
might mean that “nothing would be known about the health and medical treatments for women aged 15–45
years.”
Conclusions: A substantial proportion of the participants reported knowledge of historical events, and this
knowledge was related, particularly in black participants, to attitudes toward vulnerability of women as bio-
medical research subjects.
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Introduction

IN LIGHT OF A HISTORY of unethical human experimentation
in the United States (e.g., the Tuskegee Syphillis Study), it

is not remarkable that much has been written about actual
or perceived vulnerability of racial and ethnic minority re-
search subjects.1–6 Given the history of vulnerability of
women, specifically women of childbearing age, to medical
treatments in the past that have caused injury not only to
them but to their children, for example, diethylstilbestrol
(DES)7 and thalidomide,8 it is surprising that, to date, little

research has directly examined attitudes of the general pub-
lic about the vulnerability of women when they participate
in biomedical research studies. Although investigations re-
porting on inclusion of women in studies have documented
sex differences in clinical trial recruitment rates9–12 or have
reported on reasons women decline to participate in clinical
trials,13–16 there are no reports of beliefs and attitudes among
the lay public regarding whether women, compared with
men, are more likely to be “taken advantage of” when they
become subjects in biomedical research studies, whether the
benefits of including women of childbearing age outweigh

1New York University College of Dentistry, Epidemiology and Health Promotion, New York, New York.
2Department of Veterans Affairs and Center for Health Quality, Outcomes & Economic Research, Bedford, Massachusetts.
3H. Lee Moffitt Cancer Center & Research Institute, Office of Institutional Diversity, Tampa, Florida.
4University of Maryland Department of Public and Community Health, College Park, Maryland.
5School of Dentistry, University of Puerto Rico, Community Dentistry Section Medical Sciences Campus, San Juan, Puerto Rico.



the potential risks involved in their participation in these
studies, and whether beliefs vary between the sexes or by
race/ethnicity.

The purpose of this analysis was to examine (1) attitudes
about women as subjects in biomedical research in a geo-
graphically, sociodemographically, ethnically, and racially
diverse group of adults, (2) whether beliefs about perceived
risks to women when they participate in biomedical research
studies vary by sex or by race/ethnicity, and (3) the rela-
tionship of knowledge of two historical events (DES and
thalidomide) to attitudes of whether women should partici-
pate in biomedical research studies.

Materials and Methods

The Tuskegee Legacy Project (TLP) questionnaire, a sur-
vey designed to examine reasons for lack of participation of
racial and ethnic minorities, was administered via random-
digit dial (RDD) telephone interviews to participants aged
�18 years in four cities: Birmingham, Alabama; Tuskegee,
Alabama; Hartford, Connecticut, and San Antonio, Texas.
The TLP questionnaire, a 60-item instrument, primarily de-
signed to address a range of issues related to the recruitment
of minorities into biomedical studies, also contains questions
related to inclusion of women in biomedical research. De-
tails on the history and development of the TLP question-
naire and justifications of the methodological decisions both
for the selection of the four cities and for the analysis of the
TLP questionnaire have been published elsewhere.1,17 This
study was approved by the Institutional Review Boards of
the University of Connecticut Health Center and of New
York University.

The Survey Research Unit (SRU) of the University of Al-
abama at Birmingham (UAB) administered the TLP ques-
tionnaire via RDD telephone interview. The target popula-
tion was noninstitutionalized persons aged �18 years living
in households with working telephones in the four targeted
cities. The goal was to complete the 25-minute telephone
interview with 900 adults in the following racial/ethnic
groups: (1) 300 black respondents (100 in Hartford, 100 in
Birmingham, 100 in Tuskegee, AL), (2) 100 Puerto Rican His-
panics (Hartford), (3) 100 Mexican Americans (San Antonio),
and (4) 400 white adults (100 in Hartford, 100 in Birming-
ham, 100 in Tuskegee, 100 in San Antonio). A simple ran-
dom sample was drawn based on the three-digit telephone
exchange used for local calling areas within each city. SRU
at UAB screened for nonworking and business numbers; un-
resolved numbers were retired after 20 attempts. A total of
13 interviewers were trained for the survey using computer-
assisted telephone interview (CATI) technology; these inter-
viewers were supervised at all times and randomly elec-
tronically monitored.

Key variables from the TLP questionnaire

Figure 1 shows the three questions from the TLP (the
Women as Research Subjects questions, or WARS domain)
that specifically explored attitudes about women’s partici-
pation in biomedical studies. These questions were around
the midpoint of the questionnaire (questions 34–36 of 60) di-
rectly after questions that explored attitudes regarding racial
and ethnic minorities’ vulnerability as biomedical research
subjects. The general concept of vulnerability of women as
research subjects is introduced in the first question, and the
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FIG. 1. Questions that explored attitudes toward the vulnerability of women as participants in biomedical research; TLP
questionnaire.



second question specifically asks if women of childbearing
age should be included in research studies. The third ques-
tion is a probe for those who responded No or Not sure about
whether they think women of childbearing age should be in-
cluded in research studies; that is, the interviewer informed
the respondent about the potential negative consequences of
a total lack of knowledge about women’s health for women
of childbearing age that would inevitably result and inquired
if this consideration changed their mind.

In addition, because we were also interested in determin-
ing if knowledge of DES and thalidomide was related to re-
sponses on the WARS domain questions, people were asked:
Which of the following medical research studies have you
heard about? Respondents answered either Yes, No, or don’t
know/not sure to a series of eight studies, one described as
the DES or Diethylstilbestrol Study and another as the Thalido-
mide Study. For purposes of these analyses, we grouped those
who stated No/don’t know with those who responded No.
We hypothesized that knowledge of DES and thalidomide
would vary by age, by sex, by racial/ethnic group, and by ed-
ucation and income. Age was calculated using date of birth,
and we classified education as either less than high school
graduate, high school graduate alone or with some college vs.
college degree or greater. We categorized income as �$20,000
a year, �$20,000 but �$75,000 a year vs. �$75,000 a year.

Statistical analysis

For bivariate analyses, study participants were stratified
by sex and by racial/ethnic category and compared regard-
ing the WARS domain questions using Pearson chi-square
analyses and ANOVA. The responses to the WARS domain
questions were collapsed for the purpose of bivariate and
multivariate analyses. We collapsed responses of question 1
into two categories: Yes (all, most, and some of the time) vs.
No (rarely and never). Questions 2 and 3 were also collapsed
into two categories for the purpose of bivariate and logistic
regression analyses: Yes vs. No (no and don’t know/not

sure). We used logistic regression in order to control for po-
tential confounders, including age, sex, race/ethnicity, edu-
cation, income, and city/county. We report adjusted odds
ratios (OR) and 95% confidence intervals (CI).

Results

Characteristics of study participants

The TLP questionnaire was administered to 1133 adults in
Birmingham, Tuskegee, Hartford, and San Antonio, with re-
sponse rates of 70%, 65%, 49%, and 50%, respectively. The
final study sample comprised 353 black (31.2%), 157 His-
panic (15.9%), and 623 white respondents (55.0%), and 51.7%
of respondents were women. Hispanics self-identified as ei-
ther Puerto Rican (24.8%) or Mexican American (75.2%). The
demographic characteristics of the participants are shown in
Table 1. Hispanic participants were younger than black and
white participants (ANOVA, p � 0.001) and were more likely
to be women than were white and black respondents (chi-
Square 7.0, df 2, p � 0.03). White participants were more ed-
ucated (chi-square � 65.6, df 4, p � 0.001) and had higher in-
comes (chi-square 80.7, df 4, p � 0.001) compared to black or
Hispanic participants.

Analysis of question 1: Do you believe that women in the
United States are more likely to be “taken advantage of”
when they become subjects in a medical research project
as compared to men?

Overall, for the total respondent sample, a majority of per-
sons (52.1%) stated that women, compared to men, were
more likely to be “taken advantage of” as research subjects
either always or most of the time (17.3%) or sometimes
(34.8%) (Fig. 2). Overall, women were more likely to state
that this was the case always, most of the time, or sometimes
(19.1% of women vs. 15.5% of men; chi-square 13.0. df 2, p �
0.002). Blacks were nearly 5 times more likely as whites and
Hispanics were nearly 3.5 times more likely as whites to state

BELIEFS OF WOMEN’S RISK AS RESEARCH SUBJECTS 237

TABLE 1. DEMOGRAPHIC CHARACTERISTICS OF STUDY PARTICIPANTS, TLP

Race/ethnicity

White Black Hispanic Total
(n � 623) (n � 353) (n � 157) (n � 1133)

Sex (% women) 51.7% 47.9% 60.5% 51.7%
Age (years, mean � SD) 53.8 � 17.0 49.1 � 16.5 41.5 � 16.1* 50.6 � 17.2
Education

� High school graduate 11.8% 21.6% 26.1% 16.8%
High school graduate 51.3% 60.5% 58.6% 55.2%

� college graduate 36.9%* 17.9% 15.3% 28%.0
Income

� $20,000 21.3% 42.8% 41.7% 31.1%
$20,000–74,999 58.4% 52.1% 52.5% 55.5%
� $75,000 20.3%* 5.1% 5.8% 13.3%

Geographic location*
Birmingham, AL 16.9% 29.5% 0.6% 18.5%
Tuskegee, AL 29.5% 30.0% 0.6% 25.7%
Hartford, CT 35.6% 30.6% 23.6% 34.1%
San Antonio, TX 18.0% 4.5% 75.2% 21.7%

*Significant at the p � 0.05 level.



that this was the case always or most of the time (blacks
32.7%, Hispanics 23.7% vs. whites 6.8%; chi-square 133.1, df
4, p � 0.001). When we examined differences by sex within
each racial/ethnic category we found that among both white
and black respondents, women were more likely than men
to state that women as research subjects are more likely
“taken advantage of” (whites: 46.1% of women vs. 32.2% of
men, chi-square 11.8, df 2, p � 0.003; blacks: 77.1% of women
vs. 63.9% of men, chi-square 7.4, df 2, p � 0.024). Among His-
panics, however, men and women did not significantly dif-
fer in their responses (62.0% of women vs. 61.7% of men, chi-
square 0.30, df 2, p � 0.88).

When controlling for differences in age, income, and
race/ethnicity between the sexes, the odds of believing that

women are more likely to be “taken advantage of” when they
become subjects in a medical research study was 60% higher
for women compared with men (ORadjusted � 1.6, 95% CI 1.2,
2.1). When controlling for differences in age, income, educa-
tion, and geographic location between racial/ethnic groups
among women only, we found that the odds of believing that
women compared to men are more likely to be “taken ad-
vantage of” when they become subjects in a medical research
project were four times higher in black women (ORadjusted �
3.9, 95% CI 2.5, 6.2) and two times higher in Hispanic women
(ORadjusted � 1.9, 95% CI 1.2, 3.1) compared to white women.
For men, the odds of believing that women compared to men
are more likely to be “taken advantage of” when they be-
come subjects in a medical research project were also higher
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FIG. 2. Response to question 1: Percentage, by race/ethnicity and gender, who believe either that women, compared to
men, are more likely to be taken advantage of when they become research subjects (n � 1133).

FIG. 3. Response to question 2: Percentage, by race/ethnicity and gender, who believe either that women of childbearing
age should not become research subjects or are not sure they should become research subjects (n � 1133).



in both black men (ORadjusted � 3.6, 95% CI 2.3, 5.5) and His-
panic men (ORadjusted � 3.1, 95% CI 1.7, 6.1) compared to
white men.

When we examined responses to question 1 by sex within
each race/ethnic group, we found that for white and black
participants, women were more likely to believe that women
would be “taken advantage of” when they become subjects
in a medical research project compared to men (controlling
for differences in sex in income level for whites and in age
for Blacks) whites: ORadjusted � 1.7, 95% CI 1.2, 2.4; blacks:
ORadjusted � 1.8, 95% CI 1.1, 3.0). For Hispanics, the odds of
believing that women were more likely compared to men to
be “taken advantage of” when they become subjects in a
medical research project did not vary by sex in logistic re-
gression analyses.

Analysis of question 2: Do you believe that women of
childbearing age (15–45-year-olds) should become study
participants in medical research projects?

Overall, 45.0% of the respondents said that women of
childbearing age should not be research subjects, and an ad-
ditional 12.4% were unsure whether they should be research
subjects (Fig. 3). In order to test for differences by sex and
by race/ethnicity when controlling for differences between
groups, we grouped those who stated Don’t know/not sure
with those who stated No. We found no differences in the
distribution of responses to question 2 between men and
women, or between white, black, and Hispanic respondents
in the overall sample in either bivariate or multivariate analy-
ses, controlling for differences in age, geographic location,
income, and education between the sexes (for women, com-
pared to men, the ORadjusted � 1.1, 95% CI 0.8, 1.4) and con-

trolling for differences in sex, age, and income between the
racial/ethnic groups (for blacks, compared to whites, the
ORadjusted � 1.0, 95% CI 0.8, 1.4; for Hispanics, compared to
whites, the ORadjusted � 1.2, 95% CI 0.8, 1.9). In addition,
when we examined responses to question 2 within each sex
group, we found that for both men and for women, there
was no significant difference by race/ethnicity (black women
vs. white women, ORadjusted � 1.1, 95% CI 0.7, 1.5; Hispanic
women vs. white women, ORadjusted � 0.9, 95% CI 0.5, 1.7;
black men vs. white men, ORadjusted � 1.2, 95% CI 0.7, 1.8;
Hispanic men vs. white men, ORadjusted � 1.4, 95% CI 0.6,
3.1). We also failed to find differences in responses by sex
within each racial/ethnic group (white men vs. white
women, ORadjusted � 1.2, 95% CI 0.8, 1.8; black men vs. black
women, ORadjusted � 0.8, 95% CI 0.7, 1.1; Hispanic men vs.
Hispanic women, ORadjusted � 0.5, 95% CI 0.3, 1.1).

Analysis of question 3 (includes only those who stated No
or don’t know/not sure to question 2, n � 659): Would
you still say No or Don’t know/not sure that women of
childbearing age should not be subjects in medical
research studies, even if it meant that we would not know
anything about the health and medical treatments for
women aged 15–45 years?

Less than half of those who stated No or Don’t know/not
sure to question 2 (39.0%) changed their minds when re-
minded of the resulting negative consequences for knowl-
edge about women’s health that would result from barring
women from clinical research (Fig. 4). The odds of chang-
ing one’s mind did not vary by sex (ORadjusted � 1.4 for
women vs. men, 95% CI 1.0, 2.1), although the difference be-
tween the sexes overall did approach statistical significance
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FIG. 4. Response to question 3: Percentage, by race/ethnicity and gender, who would still say No or Don’t know/not
sure whether women of childbearing age should become research subjects, even if it meant knowing nothing about the
health and medical treatments for women aged 14–45 (n � 659).



(p � 0.06). We found that both black women and Hispanic
women were less likely than white women to change their
minds when reminded of the negative consequences for
women’s health (blacks, ORadjusted � 0.5, 95% CI 0.3, 1.0;
Hispanics, ORadjusted � 0.5, 95% CI 0.3, 1.0, both compared
to whites), whereas among men, we found no difference in
the proportion of those who changed their minds (ORadjusted

for blacks 0.6, 95% CI 0.3, 1.1; ORadjusted for Hispanics, 1.0,
95% CI 0.4, 2.8).

Bivariate analysis of knowledge of historical events
(knowledge of either thalidomide or DES) and
demographic characteristics of participants

Of the total study sample, 12.0% of participants reported
having heard of DES, and 22.7% reported having heard of
thalidomide. Knowledge of neither thalidomide nor DES
was related to sex. Black participants were less likely than
white participants to report knowledge of thalidomide
(33.4% of whites vs. 10.8% of blacks; chi-square 61.32, df 1,
p � 0.001), but there was no difference between blacks and
whites regarding knowledge of DES (14.7% of whites vs.
12.1% of blacks; chi-square 1.25, df 1, p � 0.26). Hispanics
were less likely than whites to report knowledge of thalido-
mide (33.4% of whites vs. 7.7% of Hispanics; chi-square 61.32,
df 1, p � 0.001) and of DES (12.1% of whites vs. 6.4% of His-
panics; chi-square 6.98, df 1, p � 0.03). Knowledge of thalido-
mide (but not DES) was related to age, with 30.7% of those
age 50� reporting knowledge of thalidomide vs. 14.0% of
those age �49 (chi-square 43.57, df 1, p � 0.001). Knowledge
of both thalidomide and DES was clearly related to both ed-
ucation and to income. Of those with “some college,” 44.1%
reported knowledge of thalidomide and 23.4% reported
knowledge of DES. In contrast, of those with a high school
education or less, only 14.7% knew of thalidomide (chi-
square 51.23, df 1, p � 0.001) and 7.8% knew of DES (chi-
square 110.56, df 1, p � 0.001). Of those with family incomes
�$35,000 per year, 33.3% reported knowledge of thalido-
mide and 16.4% reported knowledge of DES vs. 14.4% and
9.2%, respectfully, of those with incomes �$34,000 per year
(for thalidomide, chi-square 50.25, df 1, p � 0.001; for DES,
chi-square 11.79, df 1, p � 0.001). We found geographic dif-
ferences in knowledge of thalidomide, with more respon-
dents in Hartford (49.8%) than in Birmingham (13.2%),
Tuskegee (16.3%), and San Antonio (20.6%) reporting knowl-
edge of thalidomide (chi-square 41.16, df 3, p � 0.001). Geo-
graphic location was not related to knowledge of DES (chi-
square 2.15, df 1, p � 0.54).

Analysis of relationship between DES and thalidomide
and responses to the WARS domain questions

Results of the adjusted analysis of the relationship be-
tween knowledge of DES and thalidomide and responses to
the WARS domain questions are shown in Table 2. Overall,
knowledge of DES, but not of thalidomide, was indepen-
dently, albeit moderately, increased in those who believed
that women were more likely, compared to men, to be “taken
advantage of” when controlling for potential confounders
(sex, race/ethnicity, education, income, and geographic lo-
cation), with those who stated that women, compared to
men, are likely Always, Most of the time, or Sometimes to

be taken advantage 60% more likely to report knowledge of
DES (ORadjusted � 1.58, 95% CI 1.02, 1.93) compared to those
who responded Never or Rarely.

Knowledge of DES, but not of thalidomide, was also in-
dependently related to whether one thought that women of
childbearing age should participate in biomedical research
as participants (question 2), with those who stated that
women of childbearing age should not participate in bio-
medical research as participants less likely to report knowl-
edge of DES (ORadjusted � 0.59, 95% CI 0.41, 0.86). On further
examination, we found that the relationship between stating
that women of childbearing age should not participate in bio-
medical research as participants and being less likely to re-
port knowledge of DES was evident only among black par-
ticipants (ORadjusted � 0.59, 95% CI 0.41, 0.86) and among
men (ORadjusted � 0.51, 95% CI 0.30, 0.87). In fact, we also
found that blacks who stated that women of childbearing
age should not participate in biomedical research as partic-
ipants were also less likely to report knowledge of thalido-
mide (ORadjusted � 0.36, 95% CI 0.17, 0.76).

Responses to question 3, whether one changed one’s mind
about women of childbearing age participating in biomedical
research, given the consequences, were not related to knowl-
edge of DES (ORadjusted � 0.91, 95% CI 0.52, 1.63) or thalido-
mide (ORadjusted � 1.15, 95% CI 0.77, 1.73) overall. However,
this is likely due to the difference in directionality of response
seen between men and women. Although the differences
within the sexes were not statistically significant (perhaps be-
cause of reduced sample size), we found that among men,
those who changed their minds from No or Not sure to Yes,
women of childbearing age should be research subjects, given
the negative consequences for women’s health, were about two
times more likely to report knowledge of DES and of thalido-
mide; among women, those who changed their minds were
60% less likely to report knowledge of DES and were 40% less
likely to report knowledge of thalidomide.

Discussion

In the late 1970s, largely because of the recognition of the
deleterious effects of two medications (thalidomide and
DES) taken by thousands of pregnant women on both them-
selves and their fetuses, the Food and Drug Administration
(FDA) prohibited women of childbearing age from partici-
pating in clinical research as research subjects.18 Within 10
years from their expulsion from clinical research, however,
it was recognized by the U.S. Public Health Service Task
Force on Women’s Health that the subsequent fallout from
women’s exclusion from research was that women’s health
had been compromised because of lack of knowledge about
women’s health and treatment of diseases in women.19 It
soon become apparent, for example, that certain diseases
(e.g., cardiovascular disease) presented or behaved differ-
ently in women than in men and that drug metabolism might
vary by sex, for example, with important side effects more
prevalent in women than in men.20 Despite this legislation,
several reports have shown that in some cases, especially in
the case of racial/ethnic minorities, women still may be un-
derrepresented in biomedical research.10,21,22

We examined beliefs and attitudes regarding vulnerabil-
ity of women when they participate in biomedical research
studies. Specifically, we examined whether people believed
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the benefits of including women of childbearing age out-
weigh the potential risks involved in their participation in
these studies and if beliefs varied by sex or by race/ethnic-
ity in a geographically and sociodemographically diverse
group of adults. We found that a substantial proportion—
roughly half—of participants in this RDD survey thought
that women, compared to men, were more likely to be “taken
advantage of” as research subjects and that most respondents
(67%) were either against or unsure if women of childbear-
ing age should participate as research subjects. When the in-
terviewer informed these respondents about the potential
negative consequences of a total lack of knowledge about
women’s health for women of childbearing age that would
inevitably result, fewer than half (39%) of respondents
changed their minds about participation of women of child-
bearing age. Clearly, it is likely that this reluctance on the
part of the general public to recognize the importance of in-
clusion of women in research studies could be one of the bar-
riers in achieving the goals of the NIH mandate23 and the le-
gal obligation that all federally funded studies include
women unless there is a clear reason to exclude them.24

Those who stated that women were more likely to be taken
advantage of were more likely to be either black or Hispanic.
It has been widely reported that African Americans and other
minority groups are more reluctant than white people to par-
ticipate in biomedical research because of a history of research
abuses against black people in this country.4,25,26 Although 
it is understandable that racial/ethnic minorities might be
more suspicious of potential research abuses against women
of childbearing age (a group whom many might view as es-
pecially vulnerable to exploitation or more likely to receive
special protection due to their childbearing potential and the
potential dangers to a developing fetus), it remains to be es-
tablished whether knowledge of research abuses translates
into hesitance or refusal to participate in biomedical research.
Indeed, several investigations have found no difference be-
tween racial/ethnic minorities and white people in willing-
ness to participate in biomedical research,1,27 and other in-
vestigators have found that racial/ethnic differences in
biomedical research participation can be accounted for by dif-
ferences in socioeconomic status.28,29 When we controlled for
differences in socioeconomic status among the three racial/
ethnic groups, however, the profound differences we found
by race/ethnicity persisted: the odds of believing that women
are more likely to be “taken advantage of” when they become
subjects in a medical research project were almost 4 times as
high for black respondents and 2.5 times as high for Hispanic
respondents, compared to whites respondents.

Women were more likely than men to believe that women
were more likely to be “taken advantage of” than men as
participants in biomedical studies. Given the power imbal-
ance by gender that exists in the United States, it is not sur-
prising that most women would be more suspicious of re-
search abuses on women than would men. We found this
attitudinal difference by sex, however, only among white
and black people, but not among Hispanics. Despite the fact
that Hispanics are now the nation’s largest ethnic minority
group, comprising 14% of the nation’s total population, and
the fact that higher rates of certain prevalent diseases, for ex-
ample, diabetes, are found in Hispanics, data on recruitment
of Hispanic women in biomedical research are sparse.9,10,30

Further research should determine if the NIH Revitalization
Act, which, since 1993 has required federally funded stud-

ies to include women of childbearing potential unless there
was clear justification for exclusion, has caused a substantial
change in recruitment of women, especially those who are
racial and ethnic minorities.

We found that a substantial proportion of the participants
reported knowledge of historical events that have caused in
utero or subsequent medical harm to the children of preg-
nant women who took thalidomide or DES during preg-
nancy and that knowledge of DES, in particular, was more
common in those who stated that women were more likely
to be “taken advantage of” and to beliefs of whether women
of childbearing age should participate in biomedical research
studies. Interestingly, those who stated that women are more
likely than men to be “taken advantage of” were more likely
to report knowledge of DES, although on further analysis,
we found that this was the case only among white partici-
pants. Those who stated that women of childbearing age
should not participate in biomedical research were actually
less likely to report knowledge of DES. We found this rela-
tionship, however, only in men and only in black respon-
dents, for whom, in particular, knowledge of either his-
torical event was independently, inversely, and strongly re-
lated (thalidomide: ORadjusted � 0.36, 95% CI 0.17, 0.74; DES:
ORadjusted � 0.32 95% CI 0.16, 0.63); that is, those who stated
that women of childbearing age should not participate in bio-
medical research as participants were, as was the case of the
overall analysis, less likely to report knowledge of thalido-
mide or DES. One explanation for the directionality of the
relationship between knowledge of DES and stating that
women should be participants is that persons who knew of
the DES study were aware of details, including the lack of
testing performed on DES and the recognition that it was the
lack of appropriate testing and use of this drug that caused
subsequent harm. This finding supports the view that black
people might be more sensitive than white people to issues
surrounding clinical research in the United States.

To our knowledge, this is the first large-scale study to doc-
ument high levels of wariness and differences in attitudes, by
sex and by race/ethnicity, regarding women’s participation in
biomedical research in a large, racially/ethnically diverse
group of American adults and to examine if knowledge of past
historical events that caused in harm to offspring influences
these beliefs. Although level of education has been found to
be a predictor of participation in biomedical research,15 further
investigation into the relationship of race/ethnicity (and other
demographic factors), beliefs, and attitudes toward biomedical
research, and willingness to participate in clinical studies is
clearly warranted. Also, studies that examine the relationship
among sex, race/ethnicity, and participation should include
measures of socioeconomic status in their analysis, as differ-
ences in socioeconomic status between the sexes and between
the various racial and ethnic groups in the United States tend
to be profound. Cultural differences and gender differences
(i.e., beliefs and attitudes that vary between men and women
as a result of the roles they play in society) should also be ad-
dressed.13 Indeed, studies have found recruitment strategies to
be more successful when they are culturally appropriate and
directed toward a particular subgroup of the population, for
example, high-risk persons.31

In 1994, the Institute of Medicine, at the request of the NIH,
issued a report on Women in Health Research, in which they
explained that their report was focused on “justice,” that is,
that “women and men should have the opportunity to par-
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ticipate equally in the benefits and burdens of research.”32

Although one should bear in mind the principal arguments
to support the NIH policy of increased representation of
women (first, to increase generalizability and to allow for
valid analyses of differences by sex, and, second, because
participation in biomedical research is often seen as advan-
tageous to participants), our findings are parallel to those of
others, who have suggested that more needs to be under-
stood about whether both men and women, perhaps espe-
cially those who are racial/ethnic minorities, find these ar-
guments compelling.33
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Some Medical Inpatients With Unhealthy Alcohol Use May 
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ABSTRACT. Objective: Studies of alcohol brief intervention for 
medical inpatients have mixed results. We explored potential modera-
tors of the effectiveness of brief intervention for unhealthy alcohol use 
among medical inpatients. Method: This is a secondary analysis of a 
randomized controlled trial of brief motivational counseling among 341 
urban-hospital medical inpatients (99 women) with unhealthy alcohol 
use. Self-reported main outcomes were receipt of alcohol treatment by 
3 months in subjects with dependence and change in the mean number 
of drinks per day 3 and 12 months after enrollment in all subjects. Re-
sults: Among subjects with dependence, the effect of brief intervention 
on receipt of alcohol treatment differed signifi cantly by gender and age 
(p = .02 for each interaction). In stratifi ed analyses, brief intervention 
was associated with receipt of alcohol treatment in women (adjusted 
odds ratio [AOR] = 3.9, 95% confi dence interval [CI]: 1.2-12.7), and 
younger (<44 years) subjects (AOR = 3.6, 95% CI: 1.3-10.1). Among 
subjects with nondependent, unhealthy alcohol use, brief intervention 

was signifi cantly associated with fewer drinks per day and better physical 
health-related quality of life at 3 months. However, among those with 
dependence, intervention was associated with worse physical health-re-
lated quality of life and more hospital use, and no changes in drinking. 
In adjusted analyses among those with and without dependence, brief 
intervention was not associated with mental health-related quality of life, 
alcohol problems, or readiness to change. Effects of brief intervention on 
consumption outcomes were not consistently moderated by demographic 
characteristics, comorbidity/health, or readiness to change. Conclusions: 
Some medical inpatients with unhealthy alcohol use, particularly women, 
younger adults, and patients without dependence may benefi t from brief 
intervention. Few factors that were expected to moderate brief interven-
tion effects did so. Additional research should assess which medical 
inpatients, if any, can benefi t from brief intervention. (J. Stud. Alcohol 
Drugs 70: 426-435, 2009)

PROFESSIONAL ORGANIZATIONS RECOMMEND 
screening and brief intervention for all adults with un-

healthy alcohol use (i.e., the spectrum from drinking risky 
amounts through dependence; Institute of Medicine, 1990; 
U.S. Preventive Services Task Force, 2004). Brief interven-
tion, however, has proven effi cacy in decreasing alcohol con-
sumption and related consequences only in outpatients with 
unhealthy, but not dependent, alcohol use (Wilk et al., 1997). 
Further, the results from studies of the effi cacy of brief 
intervention among other populations, such as hospitalized 
patients, are unclear and sometimes negative, as reported in 
several large randomized trials (Emmen et al., 2004; Freyer-
Adam et al., 2008; Saitz et al., 2007).

 Many factors may moderate the effi cacy of brief inter-
vention. Younger adult women and patients with an alco-
hol-attributable diagnosis (e.g., alcoholic hepatitis) might 
benefi t more than others from intervention (Blow et al., 
2006; Weisner et al., 2001). Race and ethnicity may affect 
receipt of alcohol-treatment services (Schmidt et al., 2007), 
and cognitive impairment may lower adherence to alcohol 
treatment (Bates et al., 2006). In an emergency department 
brief intervention, stage of change and self-effi cacy did not 
appear to moderate brief intervention effects on consump-
tion, whereas the patient’s attribution of injury to alcohol 
did moderate these effects (Walton et al., 2008). Similarly 
and perhaps surprisingly, in another study (with a pre-/post-
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design) the presence or absence of dependence did not ap-
pear to affect changes in drinking after brief intervention 
(Guth et al., 2008). However, many hospital studies that 
support the use of brief intervention exclude patients with 
characteristics that may decrease the intervention’s effective-
ness (e.g., psychiatric comorbidity, other drug use), despite 
the fact that these patients represent the population identi-
fi ed by alcohol screening (Chick et al., 1985; Heather et al., 
1996; McManus et al., 2003). In the few inpatient studies on 
brief intervention that have included the broad spectrum of 
patients with unhealthy alcohol use, results generally have 
been negative (Saitz et al., 2007; Watson, 1999). Therefore, 
it is likely that brief intervention has effi cacy only in certain 
people and settings.
 Despite this limited effi cacy, large and well-funded federal 
efforts are underway to implement brief intervention for all 
patients with unhealthy alcohol (and drug) use (Center for 
Substance Abuse Treatment, 2007). In addition, few studies 
have examined moderators of brief intervention effi cacy, 
and none (to our knowledge) have done so in hospitalized 
patients. Therefore, to help clarify the effects of brief inter-
vention among medical inpatients and to study moderators 
of these effects, we explored data collected as part of a 
randomized controlled trial involving a broad spectrum of 
patients with unhealthy alcohol use that did not support the 
effi cacy of brief intervention in the study group overall. We 
examined whether demographic factors, alcohol use severity 
(dependence), health/comorbidity, and readiness to change 
moderated the intervention’s effects on receipt of treatment, 
alcohol consumption, alcohol problems, readiness to change, 
health-related quality of life, and health care use.

Method

Subjects

 As described previously (Saitz et al., 2007), we enrolled 
341 adult subjects (99 women) from the medicine service of 
a large, urban teaching hospital. Eligibility criteria included 
current (past-month) drinking of risky amounts (defi ned for 
eligibility as >14 standard drinks per week or ≥5 drinks per 
occasion for men; >11 drinks per week or ≥4 drinks per oc-
casion for women and people age ≥ 66 years); 2 contacts to 
assist with follow-up; no plans of moving from the area in 
the next year; and a Mini-Mental State Examination score of 
21 or more (Folstein et al., 1975; Smith et al., 2006). Eligible 
subjects who enrolled in the clinical trial provided written 
informed consent. The Institutional Review Board of the 
Boston University Medical Center approved this study.

Assessments

 Research associates interviewed subjects before random-
ization to assess the characteristics listed in Table 1. One co-

author (R.S.) reviewed medical records to determine current 
primary and alcohol-attributable medical diagnoses (Adams 
et al., 1993). At 3 and 12 months, research associates reas-
sessed, via interview, most domains covered at enrollment.

Randomization and intervention

 Subjects were randomized to the control or intervention 
group. Control subjects received usual care (i.e., they were 
told their screening results and advised they could discuss 
their alcohol use with their physicians). Intervention subjects 
were assigned to 30 minutes of brief motivational counseling 
that was based on the principles of motivational interviewing 
(Miller and Rollnick, 1991, 2002; Miller et al., 1995a). Ses-
sions were conducted by counseling and clinical psychology 
doctoral students whom we trained and included feedback, 
an open discussion (lasting about 20 minutes), and construc-
tion of a change plan (Saitz et al., 2007).

Outcomes and measurements

 The primary outcomes in this study were self-reported 
receipt of alcohol treatment in the past 3 months among sub-
jects with alcohol dependence and change in the mean num-
ber of drinks per day from enrollment to 3 and 12 months 
in subjects with and without dependence. We measured 
receipt of treatment with a standardized interview based 
on the Treatment Services Review (McLellan et al., 1992a) 
and Form 90 (Miller, 1996). Treatment included residential 
treatment, outpatient treatment (e.g., counseling or therapy), 
medications, employee-assistance programs, or mutual-help 
groups (e.g., Alcoholics Anonymous). We measured past-
30-day consumption with the Timeline Followback method 
(Sobell and Sobell, 1992). From this, we determined mean 
drinks per day, days abstinent, and heavy drinking episodes 
(≥5 drinks per occasion for men and ≥4 for women and 
people age ≥ 66 years). We also assessed the proportions 
of subjects who abstained for all 30 days, had at least one 
heavy drinking episode, and drank risky amounts (>14 drinks 
per week or ≥5 drinks per occasion for men; >7 drinks per 
week or ≥4 drinks per occasion for women and people age ≥ 
66 years). Additional secondary outcomes included alcohol 
problems (total score on the Short Inventory of Problems; 
Miller et al., 1995b), readiness to change (Taking Steps scale 
of the Stages of Change Readiness and Treatment Eagerness 
Scale [SOCRATES]; Miller and Tonigan, 1996), physi-
cal and mental health-related quality of life (physical and 
mental component summary scale scores on the Short-Form 
Health Survey [SF-12]; Ware et al., 1998), and emergency-
department visits and days of medical hospitalization (both 
determined by a standardized interview based on the Treat-
ment Services Review and Form 90; McLellan et al., 1992a; 
Miller, 1996).
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TABLE 1. Characteristics at enrollment of subjects with unhealthy alcohol use, by dependence status and randomized group (n = 341)

 Subjects with nondependent, Subjects with dependent,
 unhealthy alcohol use unhealthy alcohol use

 Control Interv. Control Interv.
Variable (n = 40) (n = 40) (n = 129) (n = 132)

Demographics
 Women, no. (%) 14 (35%) 9 (23%) 45 (35%) 31 (23%)
 Age, mean (SD) 45 (13) 46 (13) 44 (10) 44 (10)
 Race/ethnicity
  Black, no. (%) 16 (40%) 15 (38%) 64 (50%) 60 (45%)
  White, no. (%) 20 (50%) 18 (45%) 46 (36%) 49 (37%)
  Hispanic, no. (%) 2 (5%) 4 (10%) 11 (9%) 13 (10%)
 Unemployed, past 3 months, no. (%) 21 (53%) 21 (53%) 83 (64%) 91 (69%)
 Homeless, ≥1 night, past 3 months, no. (%) 5 (13%) 3 (8%) 34 (26%) 44 (33%)
Medical diagnoses
 Principal diagnosis, most common at
 current admissiona

  Rule out myocardial infarction, no. (%) 4 (10%) 9 (23%) 26 (20%) 22 (17%)
  Asthma, bronchitis, and COPD, no. (%) 11 (28%) 3 (8%) 10 (8%) 12 (9%)
  Pancreatitis, no. (%) 0 (0%) 1 (3%) 13 (10%) 19 (14%)
  Cellulitis, no. (%) 5 (13%) 2 (5%) 9 (7%) 6 (5%)
  Diabetes, no. (%) 0 (0%) 4 (10%) 5 (4%) 5 (4%)
  Alcohol-attributable diagnosis,b no. (%) 3 (8%) 3 (8%) 17 (13%) 28 (21%)
 Any alcohol-attributable diagnosis,b

  current admission), no. (%) 9 (23%) 10 (25%) 57 (44%) 80 (61%)
 Comorbidityc lifetime, median score (Q1-Q3) 1 (0-1) 1 (0-2) 1 (0-2) 1 (0-2)
DSM-IV Alcohol Diagnoses,a past year
 Alcohol abuse, no. (%) 8 (20%) 7 (18%) – –
 Alcohol dependence, no. (%) – – 129 (100%) 132 (100%)
 No alcohol diagnosis, no. (%) 32 (80%) 33 (83%) – –
Alcohol consumption,a past 30 days
 Drinks/day, median (Q1-Q3) 1.5 (0.8-2) 1.4 (0.7-2) 5 (2-12) 5 (2-10)
 Drinks/drinking day, median (Q1-Q3) 6 (4-10) 5 (3-6) 9 (6-16) 12 (7-16)
 Maximum no. of drinks/occasion, median
  (Q1-Q3) 10 (6-13) 8 (6-12) 17 (12-24) 18 (12-24)
Alcohol-related characteristics
 Readiness to change, taking steps,a

  median score (Q1-Q3) 24 (16-30) 24 (16-28) 31 (26-34) 31 (27-35)
 Family history of alcoholism,d no. (%) 31 (82%) 29 (73%) 105 (83%) 119 (93%)
 Alcohol problems,a past 3 months,
  median score (Q1-Q3) 1 (0-3) 1 (0-4) 16 (9-27) 21 (9-34)
Drug use, past 30 days
 Cigarettes,e no. (%) 24 (60%) 26 (65%) 105 (81%) 102 (77%)
 Heroin/cocaine use,f no. (%) 8 (20%) 4 (10%) 43 (33%) 33 (25%)
 Any drug use,g no. (%) 20 (50%) 14 (35%) 86 (67%) 75 (57%)
Psychiatric/violence history
 Panic disorder,h (current), no. (%) 1 (3%) 0 (0%) 24 (19%) 31 (23%)
 Generalized anxiety disorder,h current, no. (%) 17 (43%) 17 (43%) 109 (85%) 104 (79%)
 Substantial depressive symptoms,i current, no. (%) 20 (50%) 12 (30%) 101 (79%) 110 (83%)
 Substantial PTSD symptoms,j current, no. (%) 7 (18%) 3 (8%) 54 (42%) 75 (57%)
 Victim of interpersonal violence (e.g., physical,
  sexual),k lifetime, no. (%) 22 (55%) 19 (48%) 102 (79%) 96 (73%)
Health-related quality of life (HRQL)a

 Physical HRQL, mean score (SD) 38 (10) 40 (10) 38 (9) 38 (9)
 Mental HRQL, mean score (SD) 46 (12) 51 (10) 38 (11) 37 (13)
Health care use, past 3 months    
 Alcohol treatment,a no. (%) 1 (3%) 0 (0%) 33 (26%) 52 (40%)
 Expanded alcohol treatment,l no. (%) 3 (8%) 0 (0%) 42 (33%) 60 (46%)
 Any psychiatric treatment, no. (%) 5 (13%) 2 (5%) 34 (26%) 42 (32%)
 Psychiatric hospitalization, no. (%) 0 (0%) 0 (0%) 6 (5%) 6 (5%)
 Medical hospitalization, no. (%) 10 (25%) 4 (10%) 39 (30%) 45 (34%)
 Days hospitalized, median, Q1-Q3 0 (0-5) 0 (0-0) 0 (0-2) 0 (0-2)
 Emergency-department use, no. (%) 14 (35%) 9 (23%) 65 (50%) 67 (51%)
 Emergency-department visits, median (Q1-Q3) 0 (0-1) 0 (0-0) 1 (0-2) 1 (0-2)

Notes: Interv. = intervention; COPD = chronic obstructive pulmonary disease; Q1 = quartile 1 (or 25th percentile); Q3 = quartile 3 (or 75th percentile); DSM-IV, 
Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition; PTSD = posttraumatic stress disorder. aSee the Method section for a description of how 
this characteristic was measured; bincludes any of the following: acute alcoholic cirrhosis of the liver, alcoholic cardiomyopathy, alcoholic gastritis, alcoholic 
hepatitis, alcohol intoxication, alcoholic liver damage, alcoholic fatty liver, alcoholic pellagra, alcoholic polyneuropathy, alcohol withdrawal, alcohol withdrawal 

TABLE 1 Notes Continued on following page
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Statistical analyses

 We conducted all analyses based on the intention-to-treat 
principle. Reported p values are two-tailed, and a p value less 
than .05 was considered statistically signifi cant. We analyzed 
data with SAS/STAT software Versions 8.2 and 9.1.3 (SAS 
Institute Inc., Cary, NC). To describe the study sample and 
compare groups, we used the chi-square test, Fisher’s exact 
test, two-sample t test, and Wilcoxon rank sum test, as ap-
propriate. We analyzed dichotomous outcomes using the 
chi-square test and logistic regression models, continuous 
outcomes using the two-sample t test and linear regres-
sion models, and counts (i.e., drinking and health care use) 
using Poisson models that accounted for overdispersion. 
We planned, a priori, to assess possible moderators of the 
intervention, including demographic factors (gender, race, 
age [<44 and ≥44 years], homelessness [≥1 night in the 
past 3 months]), comorbidity/health (mental health-related 
quality of life [<45 and ≥45 on the mental component sum-
mary scale of the SF-12], any alcohol-attributable medical 
diagnosis at current admission, any past-30-day heroin or 
cocaine use), and readiness to change (<30 or ≥30 on the 
SOCRATES Taking Steps scale). Post hoc, we decided to 
include cognitive functioning (<27 and ≥27 on the Mini-
Mental State Examination) among the comorbidity/health 
factors. Within dependence strata, we tested for these pos-
sible moderators. When moderators were signifi cant, we 
reported stratifi ed analyses. Regression analyses stratifi ed 
only by dependence controlled for clinically important base-
line imbalances between the treatment arms; analyses with 
further stratifi cations adjusted for the baseline value of the 
outcome only.

Results

 Screening and enrollment data have been described else-
where (Saitz et al., 2006, 2007). In summary, 341 patients 
of 986 who screened positive for drinking risky amounts 
enrolled in the randomized trial (Figure 1). Of enrolled sub-
jects, 172 were randomized to the intervention group and 
169 to the control group. Over 12 months, 11 subjects died; 
90% (308) of all enrolled subjects completed at least one 
follow-up interview. Subjects who completed any follow-up 
were generally similar to those lost to follow-up.

 Subjects with nondependent, unhealthy alcohol use in 
the control group were similar to those in the intervention 
group with the exception of mental health-related quality of 
life, which was signifi cantly higher in the intervention group 
(Table 1). Among subjects with dependence, those in the 
control group were signifi cantly more likely than those in the 
intervention group to be women; controls were less likely to 
have received alcohol treatment, detoxifi cation, or halfway 
house services in the past 3 months and to have any alcohol-
attributable diagnosis, a family history of alcoholism, and 
substantial depressive symptoms.

Alcohol treatment (subjects with dependence only)

 In the main study fi ndings previously reported by Saitz et 
al. (2007), brief intervention was associated with receipt of 
alcohol treatment, but the association was not signifi cant and 
it was attenuated in adjusted analyses (Table 2). In analyses 
adjusted for potential confounders and simultaneously for 
interactions that were signifi cant (p ≤ .10) in unadjusted 
analyses, interactions between the intervention and gender 
and age remained signifi cant (both p = .02). In subsequent 
stratifi ed analyses, brief intervention was associated with in-
creased receipt of alcohol treatment by women and younger 
men (<44 years) in unadjusted models (Table 2). In adjusted 
analyses, the results remained statistically signifi cant for 
women but not for younger men. Of note, older men with 
dependence were signifi cantly more likely than younger men 
with dependence to be white (46% vs 30%), live alone (47% 
vs 27%), be unemployed (69% vs 53%), and have worse 
physical health-related quality of life (mean SF-12 physical 
component summary score, 36 vs 40) but were signifi cantly 
less likely to have substantial symptoms of posttraumatic 
stress disorder (39% vs 58%).
 Because women, regardless of age, appeared to benefi t 
most from the brief intervention, we explored other pos-
sible gender effects. We detected an interaction between 
the intervention and alcohol-attributable medical diagnosis 
among women (p = .006) but not men. Of women with any 
alcohol-attributable medical diagnosis, those in the interven-
tion group were more likely than those in the control group 
to receive treatment (Table 2). Among women with higher 
cognitive function, receipt of treatment was more likely 
among subjects in the intervention group than in the control 

convulsion, alcohol withdrawal delirium, alcohol withdrawal hallucinosis, other alcoholic psychosis, alcoholic amnestic syndrome, other alcoholic dementia, 
alcoholic pancreatitis, or other diagnoses thought to be alcohol-attributable by the investigator (e.g., holiday heart, alcoholic ketoacidosis, alcohol-related 
rhabdomyolysis) (Adams et al., 1993); cdetermined by a validated questionnaire (Katz et al., 1996); ddetermined by the Family History-Research Diagnostic 
Criteria (Andreasen et al., 1977); n = 38 for controls with nondependent, unhealthy alcohol use; ebased on a response of “yes, every day in the past 30 days” to 
the question: “Do you currently smoke?” (Patrick et al., 1994); fdetermined by the Addiction Severity Index (McLellan et al., 1992b); gdetermined by the Ad-
diction Severity Index and includes use of heroin, methadone, other opiates/analgesics, barbiturates, sedatives/hypnotics/tranquilizers, cocaine, amphetamines, 
marijuana/cannabis, or hallucinogens; hdetermined by the Primary Care Evaluation of Mental Disorders Patient Health Questionnaire (Spitzer et al., 1994); i≥16 
on the Center for Epidemiologic Studies Depression scale (Boyd et al., 1982; Radloff, 1977); j≥44 on the Post Traumatic Stress Disorder Checklist (Blanchard 
et al., 1996); kdetermined by adapted items from the Traumatic Life Events Questionnaire-Revised (Kubany et al., 2000); lincludes alcohol treatment, except 
for medications, plus hospitalization for detoxifi cation (any type); participation in any detoxifi cation program; or halfway house services.

TABLE 1 Notes Continued
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FIGURE 1.    Screening and enrollment. Dependence/dependent refers to a diagnosis of alcohol dependence. MMSE = Mini-Mental State Examination. Subjects 
who dropped out at 3 months were permanently lost to follow-up. Subjects who could not be contacted at 3 months may have been contacted at 12 months. 
Analyses for treatment at 3 months included only subjects with dependence. All other analyses included all randomized subjects with available data.
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TABLE 2. Alcohol treatment by 3 months in subjects with alcohol dependence 

   OR (95% CI) Adjusted ORs (95% CI)
   Intervention Intervention
Variable Control Intervention vs control vs control

Overall (n = 209)a 44/112 (39%) 50/97 (52%) 1.6 (0.9-2.8) 1.2 (0.6-2.5)d

Stratifi ed by gender
(interaction p = .02)*
 Men (n = 145) 29/71 (41%) 34/74 (46%) 1.2 (0.6-2.4) 0.71 (0.32-1.6)
 Women (n = 64) 15/41 (37%) 16/23 (70%) 4.0 (1.3-11.8) 3.9 (1.2-12.7)
Stratifi ed by age
(interaction p = .02)*
 Age < 44 (n = 93) 18/51 (35%) 27/42 (64%) 3.3 (1.4-7.7) 3.6 (1.3-10.1)
 Age ≥ 44 (n = 116) 26/61 (43%) 23/55 (42%) 1.0 (0.5-2.0) 0.56 (0.23-1.4)
Stratifi ed by gender and age
(interaction p = .02 for men,
p = .86 for women)
 Men age < 44 (n = 58) 9/27 (33%) 19/31 (61%) 3.2 (1.1-9.3) 3.0 (0.74-12.2)
 Men age ≥ 44 (n = 87) 20/44 (45%) 15/43 (35%) 0.6 (0.3-1.5) 0.26 (0.08-0.86)
 Women age < 44 (n = 35) 9/24 (38%) 8/11 (73%) 4.4 (0.9-21.2) 4.7 (0.84-26.7)
 Women age ≥ 44 (n = 29) 6/17 (35%) 8/12 (67%) 3.7 (0.8-17.4) 3.2 (0.60-17.1)
Stratifi ed by gender and
alcohol-attributable medical
diagnosisc (interaction p = .97
for men, p = .006 for women)
 Men with a diagnosis (n = 82) 16/33 (48%) 25/49 (51%) 1.1 (0.5-2.7) 0.70 (0.25-2.0)
 Men without a diagnosis
  (n = 63) 13/38 (34%) 9/25 (36%) 1.1 (0.4-3.1) 0.48 (0.12-2.0)
 Women with a diagnosis
  (n = 29) 4/15 (27%) 13/14 (93%) 35.7 (3.5-368.8) 63.5 (3.7-1083.5)
 Women without a diagnosis
  (n = 35) 11/26 (42%) 3/9 (33%) 0.7 (0.1-3.3) 0.55 (0.09-3.2)
Stratifi ed by gender and
cognitive functioning
(interaction p = .87 for men,
p = .21 for women)
 Men with high cognitive
  functioningb (n = 76) 16/40 (40%) 18/36 (50%) 1.5 (0.6-3.7) 1.1 (0.40-3.1)
 Men with low cognitive
  functioning (n = 69) 13/31 (42%) 16/38 (42%) 1.0 (0.4-2.6) 0.35 (0.08-1.4)
 Women with high cognitive
  functioning (n = 32) 6/21 (29%) 8/11 (73%) 6.7 (1.3-34.0) 7.8 (1.3-46.3)
 Women with low cognitive
  functioning (n = 32) 9/20 (45%) 8/12 (67%) 2.4 (0.6-10.8) 1.9 (0.36-10.1)

Notes: OR = odds ratio; CI = confi dence interval. *p value from analysis adjusting simultaneously for interactions between the intervention 
and age, gender, cognitive functioning, and alcohol-attributable medical diagnosis (interactions identifi ed in initial unadjusted analyses). a210 
subjects with alcohol dependence were interviewed at 3 months; however, 1 did not answer questions about alcohol treatment; bhigh cogni-
tive functioning is ≥27 on the Mini-Mental State Examination; cincludes any of the following: acute alcoholic cirrhosis of the liver, alcoholic 
cardiomyopathy, alcoholic gastritis, alcoholic hepatitis, alcohol intoxication, alcoholic liver damage, alcoholic fatty liver, alcoholic pellagra, 
alcoholic polyneuropathy, alcohol withdrawal, alcohol withdrawal convulsion, alcohol withdrawal delirium, alcohol withdrawal hallucinosis, 
other alcoholic psychosis, alcoholic amnestic syndrome, other alcoholic dementia, alcoholic pancreatitis, or other diagnoses thought to be al-
cohol-attributable by the investigator (e.g., holiday heart, alcoholic ketoacidosis, alcohol-related rhabdomyolysis) (Adams et al., 1993); doverall 
analysis adjusted for gender, alcohol treatment in the 3 months before enrollment, family history of alcoholism, any drug use, alcohol problem 
score, and alcohol-attributable medical diagnoses; remainder of adjusted odds ratios in the table adjusted for alcohol treatment in the 3 months 
before enrollment only.

Numbers and proportions

group. We found no signifi cant interactions between the 
intervention and race, mental health-related quality of life, 
homelessness, heroin or cocaine use, or readiness to change 
among women or men. Findings of the analyses adjusted for 
prior alcohol treatment were similar (Table 2).

Alcohol consumption

 At 3 and 12 months in both adjusted and unadjusted 
analyses, across the six outcome measures (Table 3) for 

those with and without dependence, only one comparison 
was signifi cant: In adjusted analyses, among subjects with 
nondependent, unhealthy alcohol use at 3 months, the in-
tervention group drank less than controls (adjusted means 
1.5 vs 3.8 drinks per day, incidence rate ratio [IRR] = 0.38, 
p = .02). At 12 months among subjects with nondependent, 
unhealthy alcohol use, 19% were abstinent, 67% had at least 
one heavy drinking episode, and 67% were drinking risky 
amounts. For subjects with dependence, the proportions were 
31%, 61%, and 61%, respectively.
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 To identify possible reasons why we failed to fi nd the 
hypothesized intervention effects on consumption outcomes, 
we examined 12-month data and found no signifi cant interac-
tions between the intervention and possible moderators (de-
mographics, comorbidity/health, or readiness to change) on 
abstinent days or heavy episodic drinking. For drinks per day, 
we identifi ed only two interactions, age (p = .01) and heroin 
or cocaine use (p = .03), among subjects with nondependent, 
unhealthy alcohol use. Among younger (<44 years) but not 
older subjects with nondependent, unhealthy alcohol use, the 
intervention decreased drinks per day (adjusted mean drinks 
0.6 vs 2.7, IRR = 0.24, p = .004). In stratifi ed analyses, inter-
vention effects appeared larger among drug users compared 
with nonusers (adjusted mean drinks 0.8 vs 4.9, IRR = 0.17 
for drug users [p = .17]; and adjusted mean drinks 1.6 vs 1.9, 
IRR = 0.85 for nonusers [p = .64]). However, effects were 
not signifi cant in either subgroup. The intervention effect ap-
peared to be stronger for those who used heroin or cocaine.

Readiness to change, quality of life, health care use, and 
alcohol problems

 At 3 months among subjects with nondependent, un-
healthy alcohol use, intervention subjects had better physical 
health-related quality of life (adjusted mean SF-12 physical 
component summary scores 43 vs 38, adjusted mean differ-
ence 5, p = .03), but among subjects with dependence, in-
tervention was associated with worse physical health-related 

TABLE 3. Alcohol-consumption outcomes at 3 and 12 months in subjects with unhealthy alcohol use

 3 monthsa 12 monthsf

 Without dependence With dependence Without dependence With dependence

Consumption measures Control Interv. p Control Interv. p Control Interv. p Control Interv. p

Past 30 days, mean
 No. drinks per day 3.63 1.72 .16 5.33 5.26 .95 2.28 2.10 .81 4.97 5.72 .49
 No. drinks per day, adj.b 3.84 1.46 .02* 3.97 4.12 .87 2.04 1.35 .22 3.29 4.14 .25
 No. heavy drinking episodesc 6.66 5.18 .47 10.07 10.30 .88 6.00 5.63 .85 10.25 10.34 .95
 No. heavy drinking episodes, adj. 4.91 4.06 .52 7.68 9.24 .21 4.75 4.39 .81 7.30 8.13 .47
 No. days abstinent 19.00 19.91 .72 16.91 17.40 .76 19.72 19.75 .99 17.47 17.19 .86
 No. days abstinent, adj. 19.24 20.15 .69 17.35 15.57 .27 19.87 19.78 .97 18.40 16.45 .24
Past 30 days, with the control group
as the reference, OR (95% CI)
 Drinking risky amountsd 0.9 (0.3-2.6) 0.9 (0.5-1.5) 0.9 (0.3-2.5) 0.9 (0.5-1.6)
 Drinking risky amounts, adj.e 0.9 (0.2-3.6) 1.1 (0.6-2.1) 1.1 (0.3-3.7) 1.2 (0.6-2.1)
 Heavy drinking episodes 0.8 (0.3-2.3) 0.8 (0.5-1.5) 0.9 (0.3-2.5) 1.0 (0.6-1.7)
 Heavy drinking episodes, adj. 0.7 (0.2-2.7) 1.0 (0.5-1.9) 1.1 (0.3-3.7) 1.2 (0.7-2.2)
 Abstinence 1.1 (0.3-3.9) 1.1 (0.6-2.2) 1.0 (0.3-3.5) 1.2 (0.7-2.0)
 Abstinence, adj. 0.7 (0.1-3.6) 0.9 (0.4-1.8) 0.8 (0.2-3.3) 1.0 (0.5-1.8)

Notes: Interv. = intervention; adj. = adjusted; OR = odds ratio; CI = confi dence interval. *Incidence rate ratio (for intervention effect) = 0.38. aAt 3 months 
among subjects without dependence, 62 were included in the unadjusted analyses, and 60 were included in the adjusted analyses; at 3 months among subjects 
with dependence, 209 were included in the unadjusted analyses and 204 were included in the adjusted analyses; badjusted for gender, alcohol treatment in the 
3 months before enrollment, family history of alcoholism, any drug use, alcohol problem score, and alcohol-attributable medical diagnoses; c≥5 drinks per 
occasion for men or ≥4 drinks per occasion for women and people age ≥ 66 years; d>14 standard drinks per week or ≥5 drinks per occasion for men; >7 drinks 
per week or ≥4 drinks per occasion for women and people age ≥ 66 years; eadjusted for mean drinks per day at enrollment, gender, alcohol treatment in the 3 
months before enrollment, family history of alcoholism, any drug use, alcohol problem score, and alcohol-attributable medical diagnoses; fat 12 months among 
subjects without dependence, 64 were included in the unadjusted analyses, and 63 were included in the adjusted analyses; at 12 months among subjects with 
dependence, 223 were included in the unadjusted analyses, and 217 were included in the adjusted analyses.

quality of life (adjusted physical component summary scores 
36 vs 40, adjusted mean difference -4, p = .02). Physical 
component summary scores did not differ by intervention 
group at 12 months. Aside from an improvement in mental 
health-related quality of life in unadjusted analyses among 
nondependent intervention subjects at 12 months (mean SF-
12 mental component summary scores 51 vs 43, unadjusted 
mean difference 8, p = .02), mental component summary 
scores did not differ by intervention group in unadjusted 
or adjusted analyses at 3 or 12 months. In adjusted and 
unadjusted analyses stratifi ed by the presence or absence of 
dependence, intervention was not signifi cantly associated 
with alcohol problems or readiness to change. Aside from 
a greater number of days hospitalized in adjusted analyses 
(12.3 vs 5.0 days, IRR = 2.47, p = .01) and greater emer-
gency-department visits in unadjusted analyses (1.5 vs 1.0 
visits, IRR = 1.55, p = .03) at 3 months, health care use 
among dependent intervention subjects did not differ by 
intervention group in unadjusted or adjusted analyses at 3 
or 12 months.

Discussion

 We assessed brief intervention effects and the possible 
moderating effects of various demographic and health char-
acteristics among patients with the spectrum of unhealthy 
alcohol use who were identifi ed by screening on a hospital 
medicine service. As such, our study is unique. In this study, 
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the brief motivational intervention had both hypothesized 
and unanticipated effects. The intervention increased receipt 
of treatment in women and may be benefi cial in younger men 
but not older men with alcohol dependence. An alcohol-at-
tributable medical diagnosis and higher cognitive functioning 
moderated the effects of the intervention in women; these 
women in the intervention group were more likely than those 
in the control group to receive treatment. Of note, poorer 
mental health, homelessness, other drug use, and readiness 
to change did not impact the effects of brief intervention on 
receipt of treatment.
 Contrary to our hypothesis, brief intervention had little 
effect on alcohol consumption. Both intervention and con-
trol groups had lower consumption at follow-up than at 
study entry. Factors other than, or in addition to, the brief 
intervention may have played a role in decreasing consump-
tion, including subjects’ medical illnesses, hospitalization 
and related services, natural history, regression to the mean, 
and a detailed research assessment of alcohol use that may 
have motivated change. Among subjects with nondependent, 
unhealthy alcohol use, one adjusted comparison was signifi -
cant—brief intervention was associated with less consump-
tion (drinks/day) at 3 months. In subgroup analyses, the 
effect of brief intervention on consumption was limited to 
younger people, and appeared to be larger among those who 
used drugs (an unexpected fi nding). Homelessness, mental 
health-related quality of life, cognitive impairment, and 
readiness to change did not appear to moderate the effects of 
brief intervention on drinking. However, the sample sizes of 
the subgroups were small and thus were likely underpowered 
to detect interactions.
 Brief intervention may also have led to improved physi-
cal and perhaps mental health-related quality of life among 
those with nondependent, unhealthy alcohol use. But we also 
found unexpected possible detrimental effects of brief inter-
vention among dependent subjects on physical health-related 
quality of life and hospital and emergency-department use. 
Although unexpected, these potential adverse effects of brief 
intervention should not be ignored in future studies because 
we should not expect all brief intervention effects to be 
favorable. Intervention did not signifi cantly affect the other 
nonconsumption outcomes we assessed.
 Studies of the effi cacy of brief intervention for unhealthy 
alcohol use in hospitalized patients have produced mixed 
results. In a systematic review of controlled studies of inpa-
tients on hospital services, brief intervention was associated 
with decreased alcohol-related problems but not changes in 
consumption (Emmen et al., 2004). Among studies specifi c 
to medical inpatients, results are also confl icting—some 
support brief intervention, and others do not (Chick et al., 
1985; Freyer-Adam et al., 2008; Kuchipudi et al., 1990; 
Saitz et al., 2007). Studies of inpatients who are hospitalized 
on nonmedical services (e.g., trauma, orthopedic surgery), 

however, have more consistently demonstrated the effi cacy 
of brief intervention for decreasing alcohol consumption 
(Antti-Poika et al., 1988; Blondell et al., 2001; Elvy et al., 
1988; Gentilello et al., 1999) and increasing alcohol-treat-
ment entry and mutual-help group use (Antti-Poika et al., 
1988; Blondell et al., 2001; Dunn and Ries, 1997; Elvy et 
al., 1988).
 Several limitations should be considered when interpret-
ing these results. First, this is a secondary data analysis as-
sessing multiple associations; the results should be viewed 
only as exploratory and hypothesis-generating rather than 
confi rmatory (Lagakos, 2006). Second, the sample size pre-
cluded adjustment for all confounding factors in subgroup 
analyses and also limited the detection of both moderators 
and intervention effects in subgroups, particularly in women 
and subjects without dependence. Despite these limitations, 
this study suggests that although universal screening and 
brief intervention on a medicine service may not be effective 
across a wide spectrum of patients, certain groups may ben-
efi t from such efforts. Brief intervention shows promise for 
(1) increasing receipt of treatment among alcohol-dependent 
women (particularly those with higher cognitive functioning 
or an alcohol-attributable diagnosis) and younger men, and 
(2) decreasing consumption among those with nondependent, 
unhealthy alcohol use. But in this setting, brief intervention’s 
effects on a wide range of clinically important outcomes 
were not robust (regardless of dependence status). Still, there 
is some reason for optimism given that factors hypothesized 
to impede the success of brief intervention (e.g., poorer 
mental health, drug use, homelessness) do not appear to be 
responsible for the lack of overall effects on consumption.
 The evidence from controlled trials in primary care set-
tings is clear: Brief intervention for patients with nonde-
pendent, unhealthy alcohol use identifi ed by screening has 
modest effi cacy for decreasing consumption. Evidence from 
studies in other populations, however, remains confl icting. 
Regardless, screening and brief intervention programs for 
unhealthy alcohol and other drug use are being disseminated 
worldwide (e.g., by large federal efforts in the United States 
and by the World Health Organization) in diverse medical 
settings in which patients may differ greatly in circumstance 
and severity from those deemed most likely, according to 
the best evidence, to benefi t from brief intervention. As 
such, attention should return to issues of effi cacy as well as 
to effectiveness. Further, it should be clear that the targets 
of screening and brief intervention—unhealthy alcohol and 
other drug use—are not monolithic and amenable to single, 
simple solutions. Therefore, research should begin to ad-
dress when, for whom, and under what circumstances these 
procedures are and are not effective (O’Connor, 2007), and 
clinical implementation efforts should consider these com-
plexities as dissemination of screening and brief intervention 
programs proceeds.
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Integrated Assessment of Diastolic and
Systolic Ventricular Function Using Diagnostic
Cardiac Magnetic Resonance Catheterization
Validation in Pigs and Application in a Clinical Pilot Study
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O B J E C T I V E S This study sought to develop and validate a method for the integrated analysis of

systolic and diastolic ventricular function.

B A C K G R O U N D An integrated approach to assess ventricular pump function, myocontractility

(end-systolic pressure–volume relationship [ESPVR]), and diastolic compliance (end-diastolic pressure–

volume relation [EDPVR]) is of high clinical value. Cardiac magnetic resonance (CMR) is well established

for measuring global pump function, and catheterization-combined CMR was previously shown to

accurately measure ESPVR, but not yet the EDPVR.

M E T H O D S In 8 pigs, the CMR technique was compared with conductance catheter methods (gold

standard) for measuring the EDPVR in the left and right ventricle. Measurements were performed at rest and

during dobutamine administration. For CMR, the ESPVR was estimated with a single-beat approach by

synchronizing invasive ventricular pressures with cine CMR–derived ventricular volumes. The EDPVR was

determined during pre-load reduction from additional volume data that were obtained from real-time

velocity-encoded CMR pulmonary/aortic blood flow measurements. Pre-load reduction was achieved by

transient balloon occlusion of the inferior vena cava. The stiffness coefficient � was calculated by an

exponential fit from the EDPVR. After validation in the animal experiments, the EDPVR was assessed in a pilot

study of 3 patients with a single ventricle using identical CMR and conductance catheter techniques.

R E S U L T S Bland-Altman tests showed good agreement between conductance catheter–derived and

CMR-derived EDPVR. In both ventricles of the pigs, dobutamine enhanced myocontractility (p � 0.01),

increased stroke volume (p � 0.01), and improved diastolic function. The latter was evidenced by shorter

early relaxation (p � 0.05), a downward shift of the EDPVR, and a decreased stiffness coefficient � (p �

0.05). In contrast, in the patients, early relaxation was inconspicuous but the EDPVR shifted left-upward

and the stiffness constant remained unchanged. The observed changes in diastolic function were not

significantly different when measured with conductance catheter and CMR.

C O N C L U S I O N S This novel CMR method provides differential information about diastolic function in

conjunction with parameters of systolic contractility and global pump function. (J Am Coll Cardiol Img

2009;2:1271–81) © 2009 by the American College of Cardiology Foundation
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eart failure is a common cause of mortality
and death. In pathophysiology, different
forms of systolic and diastolic heart failure
can be defined (1–3). In many patients,

ombined forms of systolic and diastolic dysfunc-
ion coexist and are difficult to differentiate. Sub-
tantiated knowledge about the predominant form
f heart failure is essential for optimizing treat-
ents. Thus, an integrated approach for evaluating

ystolic contractility in conjunction with diastolic
elaxation and compliance would be of high clinical
alue.

See page 1282

Recent innovations in imaging provided a variety
f new methods for the noninvasive assessment of

cardiac function. These methods allow
determination of stress–strain relation or
inflow profiles of the ventricles, for exam-
ple. However, many of these parameters
are pre-load–dependent and/or afterload-
dependent or only reflect regional myocar-
dial function. Therefore, analysis of pres-
sure–volume relations is still regarded as the
most reliable way to obtain load indepen-
dent parameters of contractility and diastolic
compliance (1,2).

Advances in fast imaging techniques
made diagnostic cardiac magnetic reso-
nance (CMR) catheterization a realistic
option (4–8). It was shown to provide
accurate estimates of the end-systolic pres-
sure–volume relationship (ESPVR) by
combining invasive ventricular pressures
with cine CMR derived ventricular vol-

mes. The ESPVR is widely considered the optimal
uantification of systolic contractile function (6,8).
In the current study, we propose a novel CMR

pproach that combines real-time–derived ventric-
lar volumes with invasively measured ventricular
ressures for assessment of the end-diastolic pres-
ure–volume relationship (EDPVR). The EDPVR
haracterizes ventricular chamber stiffness in a rel-
tively load-independent fashion and showed prac-
ical importance for the assessment of patients with
iastolic dysfunction (1,2,9,10).
The aim of this experimental study was to

evelop a CMR method for assessment of the
DPVR and to validate this method in the pig

ight and left ventricle using conductance cathe-
er techniques as a gold standard reference. Sub-

tolic

re–

lic
equently, the applicability of this method in a m
linical context was evaluated in a pilot study
nvolving patients with a single ventricle after
ontan operation. In these patients, diastolic
ysfunction has been reported by several investi-
ators (11,12).

E T H O D S A N D S T U D Y D E S I G N

nimal experiments. The animal experiments were
uthorized by the responsible animal care authori-
ies. The validation study was conducted in 8 pigs
31 � 5 kg). The animals were pre-medicated with

mg/kg azaperone and 10 mg/kg ketamine intra-
uscularly. Anesthesia was maintained with 1.5%

soflurane inhalation. All CMR and conductance
atheter measurements were performed at end ex-
iratory breath-hold and during muscle relaxation
ith 0.01 mg/kg vecuronium bromide intrave-
ously. After completion of measurements, animals
ere euthanized.
The timeline and brief description of the proto-

ol are shown in Figure 1. Right and left ventricular
ressure–volume relations were first assessed by
onductance catheter (gold standard). Thereafter,
he animals were transferred to the neighboring
MR laboratory. All measurements were per-

ormed at rest and repeated during continuous
nfusion of dobutamine at 10 �g/kg/min with at
east a 10-min interval between inotropic stimula-
ion and repeated measurements at rest.
easured parameters. Parameters of ventricular

lobal, myocontractile, and diastolic function were
btained using conductance catheter and/or CMR
echniques.

LOBAL PUMP FUNCTION (BY CINE CMR). This pa-
ameter is composed of ventricular end-diastolic, end-
ystolic, and stroke volume assessed by cine CMR.

YOCONTRACTILE FUNCTION (BY CONDUCTANCE

ND CMR CATHETERIZATION). The slope of the
SPVR (Emax) was defined as a measure of con-

ractility and was derived from the pressure–volume
oops as determined with conductance catheter and
MR techniques. The Emax was indexed to 100 mg
yocardial muscle mass (Emax,i).

IASTOLIC FUNCTION (BY CONDUCTANCE AND

MR CATHETERIZATION). From pressure measure-
ents, we derived � as a parameter of early diastolic

elaxation. The stiffness constant (�) was deter-
ined from a set of EDPVR and was defined as a
B B R E V I A T I O N S

N D A C R O N YM S

� stiffness constant

MR � cardiac magnetic

esonance

DPVR � end-diastolic

ressure–volume relation

max � slope of the end-sys

ressure–volume relation

max,i � slope of the end-

ystolic pressure–volume

elation indexed to 100 mg

yocardial muscle mass

SPVR � end systolic pressu

olume relation

� parameter of early diasto

elaxation
easure of diastolic compliance. The � value was
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alculated from the EDPVR with an exponential
egression: EDP � Ae� · EDV where EDP � end-
iastolic pressure, EDV � end-diastolic volume,
nd A � curve-fitting constant. The � value was
ndexed to ventricular volumes for creating a di-

ensionless index where appropriate.
oncept of CMR-derived EDPVR. Because of its inher-
nt nonlinearity, the assessment of the EDPVR
deally requires pressure–volume data acquired at

ultiple loading conditions. Therefore, ventricular
oading was gradually altered by vena cava balloon
cclusion. Beat-to-beat alteration in volume load
nd pressure were measured simultaneously with
eal-time CMR and liquid-filled catheters. The
oncept for measuring EDPVR using CMR-
atheterization is based on working steps that are
hown in Figures 2 to 4.

TEP A: CINE CMR. Biventricular phasic absolute
olumes were acquired over several cardiac cycles
ith multislice-multiphase cine CMR. During
MR, ventricular pressures were measured contin-
ously, averaged, and synchronized with the cine

Figure 1. Time Line of the Study

The animals were first assessed at rest and during dobutamine adm
moved to the neighboring CMR laboratory and investigated again a
tion of the catheters in the left and right ventricle and the inferior
axial plane (shaded box in A) and by VEC CMR measurements in th
magnetic resonance; EDPVR � end-diastolic pressure–volume relati
cle; RV � right ventricle; VEC � velocity-encoded cine.
MR derived volumes to construct a baseline v
ressure–volume loop under steady-state condi-
ions. Synchronization of pressures and volumes
as achieved by a trigger signal (Fig. 2, left). The
SPVR was estimated from the baseline loop using
single-beat approach as previously described

7,13).

TEP B: REAL-TIME CMR. Instantaneous blood
ows were measured using real-time velocity-
ncoded cine (VEC) CMR in the pulmonary trunk
nd ascending aorta. Recording of ventricular pres-
ures was started with the beginning of CMR and
ynchronized with the flow using the trigger signal.
t steady state and in the absence of atrioventric-
lar valve insufficiency, effective right or left ven-
ricular stroke volumes are considered being equiv-
lent to the effective antegrade pulmonary or aortic
lood flow volumes. Therefore, ventricular chamber
olumes can be computed by subtracting the effec-
ive stroke volumes from the end-diastolic volume
f the cine CMR measurements (marked baseline
DPV in Fig. 3). After 3 to 4 heartbeats, pre-load
as lowered by transient balloon occlusion of the

tration using a conductance catheter technique. Then they were
st and during dobutamine application. The figure shows the posi-
cava. The CMR was performed using a cine CMR method in the

orta and the pulmonary truncus (arrow in B). CMR � cardiac
SPVR � end-systolic pressure–volume relation; LV � left ventri-
inis
t re
vena
e a
on; E
ena cava. Importantly, for these unloaded beats
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entricular filling is unknown, thus the absolute
olume (horizontal position of the pressure–volume
oop) is undetermined. Initially, end-diastolic vol-
mes of all unloaded loops were arbitrarily arranged
o show diminishment in stroke volume.

TEP C: POST-PROCESSING. To calibrate the abso-
ute volume of the flow-derived real-time pressure–
olume loops, we matched the end-systolic volume
f each unloaded beat with the ESPVR volume
ntercept at the measured corresponding end-
ystolic pressure. The resulting end-diastolic pres-
ure–volume points were used to determine the
DPVR and to calculate �.

Figure 2. Baseline Pressure–Volume Loop at Steady-State Cond

The baseline loop (right) was constructed by synchronizing ventricu
ESPVR was estimated from a single-beat approach. Pmax was calcu
Further details are provided in the text. EDP � end-diastolic pressu
volume; ESPV � end-systolic pressure–volume point; Pmax � maxim
abbreviations as in Figure 1.

Figure 3. Composition of the Real-Time Pressure–Volume Loops
Real-Time Velocity-Encoded Cine CMR–Derived Volume Data

Note that initially, end-diastolic volumes of all loops are unknown a

decrease in end-diastolic pressure during unloading. Abbreviations as in
onductance catheter. The conductance catheter
tudy was performed using a Leycom signal proces-
or (CD-Leycom, Zoetermeer, the Netherlands)
nd 6-F to 7-F dual-field catheters (Millar, Hous-
on, Texas). Catheter tips were positioned in the
eft or right ventricular apex, and measurements
ere performed during transient pre-load reduction
y vena cava balloon occlusion using a 36-mm
izing balloon inflated with isotonic saline solution
AGA Medical, Plymouth, Minnesota). Parallel
onductance was determined by the saline dilution
ethod (14). The calibration factor alpha was

alculated from CMR-derived stroke volumes.

pressures with cine CMR–derived absolute volume data. The
by a sinus wave extrapolation of the ventricular pressure curve.
DPV � end-diastolic pressure–volume point; EDV � end-diastolic
isovolumic ventricular pressure; Pv � pressure-volume; other

m Simultaneously Measured Ventricular Pressure and

were arbitrarily drawn equally spaced to better show the gradual
ition

lar
lated
re; E
um
Fro

nd

Figures 1 and 2.



D
V
(
C
T

C

c
d
d
T
k
p
t
N
P
I
c
m
h
C
w
b
a
V
u
p
(
C
a
V
s
2

t
d
s
t
r
n
m
a
A
(
e
p
w
P
t
m
e
E
s
P
b
C
d
i
p
t
r
�
m
c
e

in t

J A C C : C A R D I O V A S C U L A R I M A G I N G , V O L . 2 , N O . 1 1 , 2 0 0 9

N O V E M B E R 2 0 0 9 : 1 2 7 1 – 8 1

Schmitt et al.

Integrated Myocardial Function Analysis by CMR

1275
ata were post-processed using Conduct NT-
2.0.1 (CD-Leycom) and a MATLAB platform

The MathWorks, Natick, Massachusetts).
MR catheterization. CMR ACQUISITION OF VEN-

RICULAR PRESSURES AND VISUALIZATION OF

ATHETERS. After completion of conductance
atheter measurements, catheters were replaced un-
er X-ray angiography by 4-F fluid-filled pigtail
iagnostic catheters (Cordis, Warren, New Jersey).
he balloon catheter for vena cava occlusions was
ept unchanged in the inferior vena cava. The
ressure catheters were connected to a pressure
ransducer (Becton-Dickinson, Franklin Lakes,
ew Jersey) amplified, recorded, and analyzed with
onemah software (all DSI, St. Paul, Minnesota).
nitial pressure recordings were obtained in the
atheter laboratory. Thereafter the animals were
oved to the CMR laboratory, where steady state

emodynamic conditions were confirmed. In the
MR laboratory, an additional pressure transducer
as placed together with the animal within the
ore. Radiofrequency pulses induced pressure signal
rtifacts on this transducer at the beginning of each
EC CMR measurement. These artifacts were
sed as a trigger signal for synchronizing measured
ressures with acquired volume and flow signals
Figs. 2 and 3). Correct catheter position during
MR was confirmed on interactive real-time CMR

s previously described (15).
entricular volumes and myocardial mass. All CMR
tudies were performed on a 1.5-T scanner (release
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Figure 4. Stepwise Arrangement of Baseline and Real-Time Pres

The horizontal position of the real-time pressure–volume loops (low
sure–volume points with the ESPVR determined from the baseline p
were shifted to match to the intercept of the ESPVR at the correspo
tial fit through the resulting EDPVs (right). Further details are given
.6.1, Philips Intera, Best, the Netherlands). Ven- t
ricular chamber volumes and myocardial mass were
etermined from a stack of multislice-multiphase
teady-state free-precession cine CMRs covering
he entire heart (16). Sequence parameters were:
epetition time/echo time 3.4/1.7 ms, slice thick-
ess 6 mm, no gap, in-plane resolution 1.9 � 1.3
m, 45 phases per cardiac cycle, number of aver-

ges 1, sensitivity encoding reduction factor 2.
nalysis was performed using View Forum software

Release 6.1, Philips). Biventricular endocardial and
picardial borders were manually traced for com-
uting ventricular volumes and myocardial mass
here the septum was accounted left ventricular.
apillary muscles and prominent right ventricular

rabeculation were excluded for volume measure-
ents. Stroke volume was calculated as the differ-

nce between the diastolic and systolic volumes.
jection fraction was calculated as the ratio of

troke volume to end-diastolic volumes.
ulmonary and aortic blood flow. Quantitative
lood flow was measured using real-time VEC
MR (17) orthogonal to the dominating flow
irection in the pulmonary trunk and the ascend-

ng aorta. For the measurements, we corrected for
otential phase errors arising from the concomi-
ant magnetic field. Sequence parameters were:
epetition time/echo time 23/6.5 ms, matrix 128

256, field of view 400 mm, slice thickness 8
m, encoding velocity 150 cm/s, sensitivity en-

oding reduction factor 3, half-scan factor 0.6,
cho planar imaging factor 41. This resulted in
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ng pressure (middle). The EDPVR was determined by an exponen-
he text. Abbreviations as in Figures 1 and 2.
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ion of 1 phase-contrast image, thus an average of
5 acquisitions per heartbeat depending on heart
ate. Data analysis was performed with View
orum software. Antegrade and retrograde flows
ere measured as described elsewhere (18). For
alidation purposes, we compared left and right
entricular stroke volumes at baseline (without
re-load reduction) as measured with cine CMR
nd real-time VEC CMR each at rest and during
obutamine administration.
linical pilot study. The clinical study was per-
ormed in 3 patients with total cavopulmonary
onnection (Fontan). The patients were referred to
ur institution for cardiac catheterization and CMR
ecause of decreasing exercise capacity and there-
ore to determine ventricular systolic and diastolic
unction and cardiovascular anatomy. After cathe-
erization, the conscious patients were transferred
o the CMR laboratory. Measurements were per-
ormed during breath-hold at end expiration. All
ave informed consent for the study, which was
pproved by the responsible institutional review
ommittee (reference number 47/04). Except for
inor variation in size of the catheters, the conduc-

ance and CMR procedures were performed exactly
s described in the animal experiments.
tatistical analysis. Agreements between conduc-
ance catheter- and CMR-derived � were deter-
ined using Bland-Altman tests. Differences be-

ween conductance catheter- and CMR-derived
arameters as well as measurements at rest and

riments, Parameters of Cardiac Function by Cine CMR and VEC
d)

At Rest
During Dobutamine

Administration

30.3 � 6.8 NA

27.8 � 6.3 NA

83.9 � 7.2 NA

p function

me (ml) 45.6 � 9.3 43.6 � 8.4

me (ml) 15.1 � 4.1 8.6 � 3.2*

l) 30.6 � 4.5 35.3 � 6.3*

VEC CMR (ml) 29.6 � 3.1 34.9 � 6.5*

me (ml) 46.5 � 9.6 45.8 � 7.4

me (ml) 16.7 � 6.3 10.1 � 4.9*

l) 29.7 � 4.1 35.7 � 5.7*

VEC CMR (ml) 29.1 � 4.4 36.4 � 5.3*

n) 4.0 � 1.2 6.4 � 1.4*

0.05) between measurements at rest versus during dobutamine administration.
not assessed; RV � right ventricular; VEC CMR � velocity-encoded cine cardiac
uring dobutamine administration were analyzed c
ith a paired Student t test and Bonferroni
orrection for multiple comparisons where appro-
riate. Data are expressed as mean � SD.

E S U L T S

alidation study. COMPARISON OF CINE CMR AND

EC CMR STROKE VOLUMES. The data are shown in
able 1. At rest and during dobutamine adminis-

ration, there was no significant difference between
hese methods.
MR versus conductance catheter–derived diastolic
ompliance. Sequential conductance catheter and
MR measurements were realized at similar
emodynamic conditions, evidenced by the fact
hat right and left ventricular pressures as well as
eart rates were not significantly different be-
ween the 2 experimental stages (Table 2). The
emodynamic responses to dobutamine also were
imilar (Table 2).

The Bland-Altman test showed good agreement
etween � values determined with the 2 methods at
est and during dobutamine administration (Fig. 5).
mportantly, conductance catheter– derived and
MR-derived pressure–volume loops showed par-

llel changes for measurements of � at rest and
uring stress (Table 2, Fig. 6). The relative changes
f Emax,i were also at similar levels (Table 2).
esponse to dobutamine. GLOBAL PUMP FUNCTION

BASED ON CINE CMR). As expected, in response to
obutamine, the right and left ventricle showed a
ignificant increase in stroke volume and cardiac
utput (p � 0.01) (Table 1).

YOCONTRACTILITY (BASED ON CONDUCTANCE

ND CMR CATHETERIZATION). Inotropic stimula-
ion with dobutamine increased Emax,i significantly
n both ventricles (p � 0.01). The response to dobut-
mine was more pronounced in the left compared
ith the right ventricle (Table 2). The noted changes
f Emax,i were similar for the conductance catheter
nd CMR measurements (Table 2).

IASTOLIC FUNCTION (BASED ON CONDUCTANCE

ND CMR CATHETERIZATION). Active early relax-
tion, as indicated by smaller �, improved significantly
uring dobutamine administration in both ventricles
p � 0.01) (Table 1). In addition, in all animals and both
entricles, the EDPVR shifted toward the bottom right
f the pressure–volume diagram (Fig. 6). There was also
slight but significant decrease of � (p � 0.05) (Table 2,
ig. 5). The noted changes were again similar for the
Table 1. Animal Expe
CMR (Where Indicate

General characteristics

Body weight (kg)

RV muscle mass (g)

LV muscle mass (g)

Global ventricular pum

RV end-diastolic volu

RV end-systolic volu

RV stroke volume (m

RV stroke volume by

LV end-diastolic volu

LV end-systolic volu

LV stroke volume (m

LV stroke volume by

Cardiac output (l/mi

*Significant differences (p �
LV � left ventricular; NA �
onductance catheter and CMR measurements.
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linical experiments. Oxygen saturation was above
5%, also unaltered during dobutamine administra-
ion. All Fontan circuits were free from obstruc-

S
ti

ff
n

es
s 

C
o

n
st

an
t 

(1
/m

l)
D

if
fe

re
n

ce
 (

C
C

-C
M

R
)

Stiffness 
Mean

Left Ventricle

0.010

0.010

0.005

0.000
0.02 0.03 0

-0.005

-0.010

-0.015

-0.020

Rest

0.010

0.010

0.005

0.000
0.02 0.03 0

-0.005

-0.010

-0.015

-0.020

Dobutamine

Figure 5. Comparison of Ventricular Stiffness Constant Measure

Bland-Altman plots show the difference between the results from c
and right ventricular stiffness constant (left, right). Measurements w
arate plots. In all plots there is a negative bias, which indicates a sl

Table 2. Animal Experiments, Parameters of Cardiac Function b

At Rest

Hemodynamic data

Heart rate 93 � 16

RV ESP/EDP pressures (mm Hg) 25.2 � 7.7/5.1 � 2.4

LV ESP/EDP pressures (mm Hg) 66.5 � 10.1/4.6 � 2.2

Myocardial contractility

RV Emax,i (mm Hg/ml/100 g MM) 3.1 � 1.9

LV Emax,i (mm Hg/ml/100 g MM) 1.6 � 0.6

Diastolic relaxation

RV � (ms) 36.1 � 9.2

LV � (ms) 31.8 � 8.2

Diastolic compliance

RV � (1/ml) 0.024 � 0.007

RV �,i (1/ml/100 ml EDV) 0.011 � 0.004

LV � (1/ml) 0.027 � 0.004

LV �,i (1/ml/100 ml EDV) 0.012 � 0.002

*Significant differences (p � 0.05) between measurements at rest versus dob
dobutamine for conductance catheter measurements.
� � stiffness constant; �,i � stiffness constant indexed to 100 ml end-diastolic
volume relation indexed to 100 g muscle mass; ESP � end-systolic pressure; M
right ventricle. Abbreviations as in Figure 1.
ions. Concordantly during dobutamine adminis-
ration there was a decrease of end-diastolic and
systolic volumes (Table 3). Contractility, stroke

stant (1/ml)
-CMR)

Right Ventricle

0.010

0.010

0.005

0.000
0.02 0.03 0.04

-0.005

-0.010

-0.015

-0.020

Rest

0.010

0.010

0.005

0.000
0.02 0.03 0.04

-0.005

-0.010

-0.015

-0.020

Dobutamine

y CC and by CMR

uctance catheter (CC) and CMR measurements in 8 pigs for left
performed at rest and during dobutamine and are shown in sep-
but consistent overestimation by CMR in both the left and the

R and Conductance Catheter

MR Conductance Ca

During Dobutamine
Administration At Rest

D

133 � 12* 89 � 14

39.5 � 5.7*/4.6 � 1.4 24.2 � 6.8/4.8 � 2.8

109.2 � 11.9*/4.2 � 1.5 63.4 � 10.1/4.4 � 2.1 1

5.2 � 3.1* 3.6 � 0.6

3.3 � 1.6* 1.8 � 0.7

27.2 � 8.1* 39.4 � 6.1

25.5 � 7.3* 33.5 � 6.6

0.011 � 0.008* 0.021 � 0.005 0

0.004 � 0.002* 0.010 � 0.002 0

0.016 � 0.006* 0.023 � 0.009 0

0.007 � 0.003* 0.010 � 0.003 0

ine for magnetic resonance. †Significant differences (p � 0.05) between mea

me; EDP � end-diastolic pressure; EDV � end-diastolic volume; Emax,i � slope of
muscle mass; � � parameter of early diastolic relaxation; other abbreviations as
Con
 (CC

.04

.04

d b

ond
ere
ight
y CM

C theter

uring Dobutamine
Administration

141 � 14†

41.2 � 6.7†/4.4 � 1.7

03.2 � 13.1†/4.1 � 2.2

5.7 � 1.5†

3.6 � 1.1†

31.6 � 5.4†

22.9 � 5.6†

.010 � 0.008†

.007 � 0.003†

.015 � 0.007†

.004 � 0.003†

utam surements at rest versus

volu the end-systolic pressure
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olumes, and heart rate increased slightly, resulting
n elevated cardiac outputs (Table 3). Active early
elaxation was slightly enhanced. In contrast, the
DPVR shifted toward the left in the pressure–

0
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MRI
CC

Pig LV Pig RV

*
*
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Rest
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0.02
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0.04

Figure 6. Changes in Stiffness Constant During Dobutamine Ad

Ventricular stiffness constants as measured with CMR and CC techniqu
tricle. There are no statistically significant differences between the CC a
in the stiffness constant in CMR and CC measurements during dobuta
patients. A value of p � 0.05 was considered significant. Abbreviations

y Data for Patients #1 to #3

At Rest
During Dobutamine

Administration

19 � 0.8 NA

tion (yrs) 3 � 0 NA

kg/m2) 1.3 � 0.1 NA

n) 81 � 3.3 113 � 5

(ml/BSA) 97 � 6.5 92.3 � 7

(ml/BSA) 53.7 � 5 46.7 � 4

SA) 43.3 � 1.9 45.7 � 3.3

44.8 � 1.7 49.5 � 1.2

3.7 � 0.5 5.1 � 0.5

e (mm Hg) 5.1 � 0.4 5.8 � 0.4

(mm Hg) 90.3 � 4.9 103.7 � 5.4

00 g muscle mass) 3.5 � 0.4 4.4 � 0.4

nd relaxation

2.3 � 0.6 2.3 � 0.8

) � 100 1.4 � 0.3 1.4 � 0.3

36 � 0.8 29.3 � 1.2

data are based on measurements during CMR. Individual data from each patient
erived and CMR-derived stiffness constant are shown in Figure 7.
w; other abbreviations as in Table 2.
olume diagram and � remained nearly unchanged
Table 3, Figs. 6 and 7). Similar observations were
ade with conductance catheter and CMR tech-

iques (Fig. 6).

I S C U S S I O N

e developed and validated a novel method for
stimating the EDPVR, an index of ventricular cham-
er stiffness, by combining invasive pressure measure-
ents with noninvasive real-time CMR volume and

ow data. Our results indicate that the proposed
ethod is suited to determine left and right ventric-

lar chamber stiffness in conjunction with parameters
f contractility and global pump function.
echnical consideration. The ESPVR and EDPVR
re widely used in physiological studies because they
eflect intrinsic systolic and diastolic myocardial
unction in a relatively load-independent fashion.
linical application is still limited, mainly because
f technical difficulties in performing the required
easurements. The proposed CMR method might

otentially expand clinical application because it is
echnically straightforward, and once the small and
ser-friendly catheters are in place, a complete set
f right and left ventricular pressure–volume acqui-
itions can be obtained in �10 min.

Ideally, ESPVR and the EDPVR are determined
rom a family of pressure–volume loops during tran-
ient pre-load reduction (9,10). Previously, methods

0

0.01

Patient Single Ventricle

Rest

Dobutam
ine

Rest

Dobutam
ine

0.02

0.03

0.04

MRI
Patient 1-3

CC
Patient 1-3

istration

the pig left and right ventricle and in 3 patients with a single ven-
CMR measurements. In addition, this figure shows parallel decreases
administration in pigs but no significant changes in Fontan

in Figure 5.
min

es in
nd
mine
Table 3. Clinical Stud

Global parameters

Age (yrs)

Age at Fontan opera

Body surface index (

Heart rate (beats/mi

Ventricular volumes

End-diastolic volume

End-systolic volume

Stroke volume (ml/B

Ejection fraction (%)

Blood flow volumes

Aorta (l/min)

Ventricular pressures

End-diastolic pressur

End-systolic pressure

Contractility

Emax,i (mm Hg/ml/1

Diastolic compliance a

� (1/ml) � 100

�,i (1/ml/100 ml EDV

� (ms)

Values are mean � SD. All
for conductance catheter-d
ere introduced to estimate the ESPVR by single-
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eat approaches (7,8,13,19). However, similar simpli-
ed approaches to estimate the EDPVR are compli-
ated by its inherent nonlinearity. Therefore, load
nterventions, which are commonly performed by
alloon occlusion of the vena cava, are needed for
etermining profiles of ventricular chamber stiffness.
The conductance catheterization is an established
ethod for measuring ventricular pressure–volume

elations in animal experiments and human studies.
owever, by theory it requires a symmetrically shaped

entricle, and derived volumes need calibration with
olumes obtained by a valid reference method, such as
MR (20). Consequently, conductance measure-
ents in the nonsymmetrically shaped right ventricle

r in a variety of congenitally malformed hearts can be
roblematic. Particularly these patients often need a
ifferential analysis of ventricular systolic and diastolic
unction to determine optimal treatments.

To date, CMR is considered the gold standard in
erms of accuracy and reproducibility for quantifica-
ion of ventricular volumes (4,5). As mentioned, this
easurement accuracy is crucial for the assessment of

ressure–volume relations, particularly in asymmetri-
ally shaped ventricles. Measurement errors by cali-
rating issues or by geometric assumptions are avoided
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Figure 7. Ventricular Stiffness in the Healthy Animal Heart and

Representative CMR-derived pressure–volume loops of a pig right a
pressure–volume relation (ESPVR) and end-diastolic pressure–volum
shown (left, dashed lines). The EDPVRs are shown more detailed (r
the right-bottom shift in the pig’s right and left ventricle during do
14,21). Similar to the conductance catheter, the t
MR method proposed in this study requires invasive
easurement of pressures. The fluid-filled CMR

atheters used were, however, substantially smaller in
ize (4-F vs. 7-F) and easily positionable. To avoid
usceptibility artifacts or radiofrequency pulse-induced
eating during CMR, the application of metallic
igh-fidelity pressure-tipped catheters was excluded,
nd consequently materials without metallic compo-
ents were used (15). A potential down side of
uid-filled catheters is the attenuation of pressure
mplitudes. To minimize this effect, we limited the
otal length of the catheter and the connecting pres-
ure line to �1 m.

In the current study, we determined the ESPVR
sing a single-beat approach as previously reported
7,8,13,19). This approach implies that ventricular
olumes are measured by cine CMR over several beats
nd are synchronized with pressures averaged for the
ame time period. To minimize beat-to-beat variabil-
ty, keep the hemodynamic condition and state of
entilation at identical levels during data acquisition.
hysiologic aspects. In the animal study, during
obutamine administration, diastolic function im-
roved by faster early relaxation in conjunction with
slight bottom-right shift of the EDPVR. Similar
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mine administration. Abbreviations as in Figure 1.
in F

nd l
e re
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o observations in previous studies (20,22), we also
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oted a decrease of �. In contrast, in the patients,
he EDPVR shifted during dobutamine adminis-
ration toward the upper left in the pressure–volume
iagram. Early relaxation improved slightly, and �
id not change substantially.
Several reasons can account for the noted abnor-
al diastolic function in Fontan patients. The

ingle ventricle, no matter of left/right type, is
ostly of abnormal geometric shape with a direct

mpact on the mechanical properties of the ventricle
nd thus on systolic and diastolic function (12).

oreover, a recent pathohistological study showed
bnormal myoarchitecture of the connective tissue
atrix (23). During infancy these ventricles are

xposed to prolonged cyanosis and volume load,
hich may induce fibrosis and thus have an impact
n diastolic stiffness (24).
Accordance exists that the EDPVR reflects

hamber capacity and compliance. Similar to the
SPVR, this relation is influenced by ventricular

onfiguration, including size, and heart rate. There-
ore, the impact of volume and heart rate changes
uring dobutamine administration must be consid-
red when interpreting these data. The tendency
oward a smaller � in the animal study and an
nvariable � in the patients was, however, also noted
hen � was indexed to ventricular chamber size

Tables 2 and 3).
In our study, parameters of contractility and

hamber stiffness were measured with conductance
atheter and CMR techniques nonsimultaneously.
s mentioned earlier, alteration in volume load and
eart rate, which can be induced among other
actors by prolonged sedation, may have an impact
n the ESPVR and EDPVR. We were able to keep
aseline hemodynamic parameters, including heart
ate, stable with changes of �10% between the
equential measurements (Table 2). We recom-
end measuring the EDPVR with the proposed
MR catheterization technique at heart rates of no
ore than 150 beats/min. This is for purely phys-

ological reasons and for allowing reasonable tem-
oral resolution in the real-time CMR flow mea-
urements. The development of faster real-time CMR
pplications should be subject to future research.

Normalization of contractile and stiffness indexes
ay be required when comparing different study

opulations. Concerning the diastolic �, Burkhoff
t al. (9) suggested the use of a dimensionless index
y multiplying � by the myocardial wall volume,
hich can be directly obtained from the acquired

ine CMR scans. The variability of wall volume

easurements, particularly for the right ventricle, is t
nown to be substantial (25). As an alternative, �
ight be normalized to chamber volume. This

mportant issue must be systematically investigated
n future research.
tudy limitations. The CMR and conductance cath-
ter measurements cannot be performed simulta-
eously. For comparison of measured data, we
imed for keeping the animals’ physiological con-
itions, such as heart rate and blood pressure
onstant. Care must be taken when comparing
hysical exercise with dobutamine stress (26).
herefore, it would be inappropriate to directly

ranslate our findings regarding chamber stiffness
uring dobutamine administration to exercise con-
itions. Some technical limitations should be men-
ioned. In the CMR setting, we measured ventric-
lar pressures with fluid-filled catheters to avoid
etallic components, in contrast with the high-

delity, solid-state sensors incorporated in the con-
uctance catheter. A fluid-filled catheter manome-
er system acts as a low-pass filter, thus high-
requency components are attenuated. However, by
sing relatively stiff and short catheters and carefully
emoving trapped air bubbles, adequate recordings
f cardiac and arterial pressure signals can be
btained and the impact on derived indexes is
xpected to be very limited (27). For indexes that
equire high-frequency components, such as relax-
tion time constants, CMR-compatible pressure
atheters or sophisticated signal processing may
eed to be considered (28,29). VEC CMR mea-
urements are susceptible to several potential
ources of error, which include turbulent flow and
oving valve planes. The CMR method was intro-

uced to the clinical scenario in a small, well-
ontrolled pilot study. Future studies must include a
uch larger number of patients.

O N C L U S I O N S

his work presents an CMR catheterization method
or the assessment of diastolic and systolic pressure–
olume relation in the left and right ventricle. The
pplied method combines cine CMR ventricular vol-
mes, real-time VEC CMR blood flow, and invasive
entricular pressure measurements. Our results indi-
ate that the proposed CMR method provides, in
ddition to parameters of systolic contractile and
lobal pump function, accurate load-independent in-
exes of biventricular diastolic function. The proposed
MR method might potentially expand the applica-
ion of pressure–volume relation in the clinical con-



t
C
m
u

R
G
e

R

1

1

J A C C : C A R D I O V A S C U L A R I M A G I N G , V O L . 2 , N O . 1 1 , 2 0 0 9

N O V E M B E R 2 0 0 9 : 1 2 7 1 – 8 1

Schmitt et al.

Integrated Myocardial Function Analysis by CMR

1281
ext. Because ventricular volumes are measured by
MR without geometric assumptions, the technique
ight also be suitable for assessment of right ventric-
1. Cheung YF, Penny DJ, Redington
AN. Serial assessment of left ventric-

rameter of overall
function. Jpn Circ
eprint requests and correspondence: Dr. Boris Schmitt,
erman Heart Institute Berlin, Congenital Heart Dis-

ase and Pediatric Cardiology, Augustenburger Platz 1,

lar disorders or congenitally malformed hearts. Berlin 13353, Germany. E-mail: schmitt@dhzb.de.
2

2

2

2

2

2

2

2

2

K
r
c
p

E F E R E N C E S

1. Westermann D, Kasner M, Steendijk
P, et al. Role of left ventricular stiffness in
heart failure with normal ejection fraction.
Circulation 2008;117:2051–60.

2. Zile MR, Baicu CF, Gaasch WH.
Diastolic heart failure—abnormalities
in active relaxation and passive stiff-
ness of the left ventricle. N Engl
J Med 2004;350:1953–9.

3. Jessup M, Brozena S. Heart failure.
N Engl J Med 2003;348:2007–18.

4. Bellenger NG, Davies LC, Francis JM,
Coats AJ, Pennell DJ. Reduction in
sample size for studies of remodeling in
heart failure by the use of cardiovascular
magnetic resonance. J Cardiovasc Magn
Reson 2000;2:271–8.

5. Danilouchkine MG, Westenberg JJ,
de Roos A, Reiber JH, Lelieveldt BP.
Operator induced variability in cardio-
vascular MR: left ventricular measure-
ments and their reproducibility. J Car-
diovasc Magn Reson 2005;7:447–57.

6. Muthurangu V, Razavi RS. The value
of magnetic resonance guided cardiac
catheterisation. Heart 2005;91:995–6.

7. Kuehne T, Yilmaz S, Steendijk P, et
al. Magnetic resonance imaging anal-
ysis of right ventricular pressure-
volume loops: in vivo validation and
clinical application in patients with
pulmonary hypertension. Circulation
2004;110:2010–6.

8. Kuehne T, Yilmaz S, Schulze-Neick
I, et al. Magnetic resonance imaging
guided catheterisation for assessment
of pulmonary vascular resistance: in
vivo validation and clinical application
in patients with pulmonary hyperten-
sion. Heart 2005;91:1064–9.

9. Burkhoff D, Mirsky I, Suga H. Assess-
ment of systolic and diastolic ventricular
properties via pressure-volume analysis:
a guide for clinical, translational, and
basic researchers. Am J Physiol Heart
Circ Physiol 2005;289:H501–12.

0. Mandinov L, Eberli FR, Seiler C,
Hess OM. Diastolic heart failure.
Cardiovasc Res 2000;45:813–25.
ular diastolic function after Fontan
procedure. Heart 2000;83:420–4.

12. Akagi T, Benson LN, Gilday DL, et
al. Influence of ventricular morphol-
ogy on diastolic filling performance in
double-inlet ventricle after the Fontan
procedure. J Am Coll Cardiol 1993;
22:1948–52.

13. Brimioulle S, Wauthy P, Ewalenko P,
et al. Single-beat estimation of right
ventricular end-systolic pressure-volume
relationship. Am J Physiol Heart Circ
Physiol 2003;284:H1625–30.

14. Steendijk P, Staal E, Jukema JW,
Baan J. Hypertonic saline method ac-
curately determines parallel conduc-
tance for dual-field conductance cath-
eter. Am J Physiol Heart Circ Physiol
2001;281:H755–63.

15. Krueger JJ, Ewert P, Yilmaz S, et al.
Magnetic resonance imaging-guided
balloon angioplasty of coarctation of
the aorta: a pilot study. Circulation
2006;113:1093–100.

16. Bodhey NK, Beerbaum P, Sarikouch
S, et al. Functional analysis of the
components of the right ventricle in
the setting of tetralogy of Fallot. Circ
Cardiovasc Imaging 2008;1:141–7.

17. Korperich H, Gieseke J, Barth P, et al.
Flow volume and shunt quantification
in pediatric congenital heart disease by
real-time magnetic resonance velocity
mapping: a validation study. Circula-
tion 2004;109:1987–93.

18. Kuehne T, Saeed M, Reddy G, et al.
Sequential magnetic resonance moni-
toring of pulmonary flow with endo-
vascular stents placed across the pul-
monary valve in growing Swine.
Circulation 2001;104:2363–8.

19. Steendijk P, Meliga E, Valgimigli M,
Ten Cate FJ, Serruys PW. Acute ef-
fects of alcohol septal ablation on sys-
tolic and diastolic left ventricular
function in patients with hypertrophic
obstructive cardiomyopathy. Heart
2008;94:1318–22.

20. Morita S, Kormos RL, Astbury JC,
Shaub RD, Kawai A, Griffith BP.
Standardized ejection fraction as a pa-
ventricular pump
J 2000;64:510–5. d
1. Karamanoglu M, Bennett TD. A
right ventricular pressure waveform
based pulse contour cardiac output
algorithm in canines. Cardiovasc Eng
2006;6:83–92.

2. Machii T, Yokota M, Nagata K, Ishi-
hara H, Iwase M, Sobue T. Effect of
dobutamine and OPC-18790 on diastolic
chamber stiffness in patients with idio-
pathic dilated cardiomyopathy. J Cardio-
vasc Pharmacol 1997;29:265–72.

3. Sanchez-Quintana D, Climent V, Ho
SY, Anderson RH. Myoarchitecture
and connective tissue in hearts with
tricuspid atresia. Heart 1999;81:182–91.

4. Gewillig M. The Fontan circulation.
Heart 2005;91:839–46.

5. Mooij CF, de Wit CJ, Graham DA,
Powell AJ, Geva T. Reproducibility of
MRI measurements of right ventricu-
lar size and function in patients with
normal and dilated ventricles. J Magn
Reson Imaging 2008;28:67–73.

6. Oosterhof T, Tulevski, II, Roest AA,
et al. Disparity between dobutamine
stress and physical exercise magnetic
resonance imaging in patients with an
intra-atrial correction for transposi-
tion of the great arteries. J Cardiovasc
Magn Reson 2005;7:383–9.

7. Shinozaki T, Deane RS, Mazuzan JE.
The dynamic responses of liquid-filled
catheter systems for direct measure-
ments of blood pressure. Anesthesiol-
ogy 1980;53:498–504.

8. Konings MK, Bartels LW, Bakker CJ.
Development of an MR-compatible,
rotation-insensitive, annular pressure
sensor. Phys Med Biol 2001;46:245–59.

9. Lambermont B, Gerard P, Detry O,
et al. Correction of pressure wave-
forms recorded by fluid-filled catheter
recording systems: a new method us-
ing a transfer equation. Acta Anaes-
thesiol Scand 1998;42:717–20.

ey Words: cardiac magnetic
esonance y diagnostic
atheterization y

ressure–volume loops y
iastolic function.

mailto:schmitt@dhzb.de


Clinical Trials 2009; 6: 597–609RECRUITMENT AND RETENTION

A cost-effectiveness analysis of subject
recruitment strategies in the HIPAA era: results
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Background Changes in regulatory standards that restrict use of identifiable health
information can reduce patient recruitment to clinical trials and increase
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Purpose To compare subject accrual rates and costs of three recruitment strategies
that comply with new regulatory standards within the context of a clinical trial
evaluating the impact of shared decision-making on colorectal cancer screening
adherence.
Methods Sequential cohorts of English-speaking, average-risk patients due for
colorectal cancer screening were allocated to one of three recruitment strategies:
(1) a provider-initiated electronic ‘opt-in’ referral (Click) method; (2) a provider-
mediated ‘opt-in’ referral letter (Letter) method; and (3) an investigator-initiated
direct contact ‘opt-out’ (Call) method.
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April 2006, 100 potential subjects were identified using the Click method, 847 by
the Letter method, and 758 by the Call method. After excluding ineligible
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Introduction

Randomized clinical trials (RCTs) serve as the gold
standard for evaluating new screening, diagnostic,
and therapeutic interventions. Regardless of the
outcome of interest, successful completion of a RCT
is contingent upon its ability to recruit a predeter-
mined number of eligible patients within a planned
time frame. Failure to enroll the projected sample
in a timely manner not only results in costly delays
but also compromises a trial’s statistical power and
scientific validity. Despite its importance, low
patient accrual is one of the main reasons for the
RCT failure [1–4].

Recent changes in regulatory standards under the
Health Insurance Portability and Accountability Act
(HIPAA) Privacy Rule [5] have been identified as a
major barrier to patient recruitment in clinical
research. Although the Privacy Rule does not
directly regulate human studies research, it limits
the ability of ‘covered entities’ (e.g., healthcare
providers and hospitals) to disclose ‘protected
health information’ (e.g., names and contact infor-
mation) to investigators without a patient’s written
permission (‘authorization’) or, in select circum-
stances, a waiver that permits access without written
authorization [6,7]. Consequently, common recruit-
ment strategies employed in the past, such as
medical record reviews and use of clinical databases
or registries, are no longer permitted in the absence
of written authorization, a waiver or use of de-
identified data; instead, investigators are now
required to identify research patients from within
their own clinical practices, obtain referrals from
other physicians or recruitment centers, or locate
potential patients through advertising [8], all of
which pose serious logistical constraints to recruit-
ment and human studies research in general [9–14].

To further protect the rights and welfare of
research patients under the Common Rule (U.S.
Code of Federal Regulations 45CFR Part 46), many
institutional review boards (IRBs) have imposed
additional restrictions on recruitment due to con-
cerns about intrusion and coercion. A prevailing
sentiment is that the ‘opt-out’ strategy commonly
used in the past is intrusive and possibly unethical,
since a nonresponse infers that potential patients
can still be contacted regardless of their interest in
the study. Instead, many IRBs now mandate an
‘opt-in’ strategy, whereby potential patients must
actively grant permission to be contacted by the
research team about a particular study and a
nonresponse prohibits further communication.
Like the Privacy Rule, use of the opt-in recruitment
strategy has been shown to reduce patient enroll-
ment in clinical research and increase the potential
for selection bias [15–17].

Researchers outside the United States have
encountered similar obstacles to subject recruit-
ment. In the United Kingdom, for example, legis-
lation in the form of the Data Protection Act 1998
and Health and Social Care Act 2001 has imposed
strict regulations regarding the use of identifiable
health information for the purpose of human
studies research [18–21]. Moreover, because of
similar concerns about intrusion and coercion,
most ethics committees in the United Kingdom
have also mandated opt-in recruitment methods,
despite evidence suggesting that public concern
about an opt-out approach is minimal [22].

Besides compromising patient recruitment and
potentially introducing threats to study validity,
compliance with these new regulatory standards
has been shown to increase personnel costs and
resource expenditures [9,11,12,21]. Investigators of
federally sponsored RCTs are ill-prepared to com-
pensate for these increases in light of recent
declines in National Institutes of Health (NIH)
funding. Although a flat NIH budget ($29.5 billion)
has again been proposed for fiscal year 2009 [23],
actual funding will continue to decrease after
adjustment for inflation. Consequently, investiga-
tors are placed in the untenable position of trying
to optimize patient recruitment without the neces-
sary funds to insure success. Insight into cost-
effectiveness of different strategies for overcoming
this dilemma would be invaluable. Hence, the
primary objective of this study was to evaluate the
cost-effectiveness of three different recruitment
strategies that comply with new regulatory stan-
dards within the context of a clinical trial aimed at
assessing the impact of shared decision-making on
colorectal cancer screening (CRC) adherence.

Methods

Study objective and design

The overall objective of our RCT is to evaluate the
impact of a computer-based decision aid on shared
decision-making and patient adherence to CRC
screening recommendations. Eligible patients are
instructed to arrive one hour before a prearranged
office visit with their primary care provider (PCP).
After obtaining informed consent and completing a
brief pretest, patients are randomized to one of two
intervention arms (decision aid plus personalized
risk assessment tool with feedback or decision aid
alone) and a control arm, each of which involves an
interactive computer session. Patients then meet
with their providers to discuss screening and iden-
tify a preferred screening strategy. Before leaving
the clinic, patients are asked to complete a posttest,
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which in part assesses screening intentions, knowl-
edge, and satisfaction with the decision-making
process. The entire process takes between 30 and
60 min to complete. The target sample size was 900
patients.

Study sites

The study commenced in March 2005 at two urban
ambulatory care sites. The first, Boston Medical
Center (BMC), is a private, nonprofit academic
medical center affiliated with the Boston University
School of Medicine, which serves a mostly minority
patient population (28% White, non-Hispanic).
The second, the South Boston Community Health
Center (SBCHC), is a community health center
affiliated with BMC, which serves a mostly White,
non-Hispanic patient population. Both institutions
utilize the same electronic medical record
(CentricityTM (formerly Logician)). The study proto-
col and recruitment process were approved by the
Boston University Medical Campus Institutional
Review Board, which is responsible for overseeing
human studies research at both participating
institutions.

Patients

The study sample consists of asymptomatic, aver-
age-risk patients attending one of the primary care
clinics at BMC or SBCHC. Patients are deemed
eligible if they are 50–75 years of age, due for CRC
screening, and under the care of one the PCPs
(physicians or nurse practitioners) who had
expressed interest in participating at one of the
target sites. Potential subjects meeting any of the
following criteria are excluded: (1) prior CRC
screening by any method other than fecal occult
blood testing; (2) fecal occult blood testing within
the past year; (3) high-risk condition (personal
history of colorectal cancer or polyps, family
history of colorectal cancer or polyps involving
one or more first-degree relatives, or chronic
inflammatory bowel disease); (4) lack of fluency
in written and spoken English; or (5) comorbidities
that preclude CRC screening by any recommended
method.

Patient identification

A CRC screening module was created within the
electronic medical record (EMR) used by primary
care clinicians at both participating sites. The
module appears in the ‘Impression’ window of the

EMR, which providers generally review in real-time
during the clinic visit to prescribe medications,
order diagnostic studies, and arrange follow-up.
The module itself contains data entry fields that
display the dates and results of completed screening
tests (fecal occult blood testing, flexible sigmoido-
scopy, colonoscopy, or barium enema), which are
either downloaded directly from an electronic
clinical data repository if performed at BMC begin-
ning in 2002 or entered by the PCP. The module
also generates a highly visible ‘DUE’ flag for patient
in need of first-time or follow-up screening.

Patient recruitment

Sequential patient cohorts were allocated to one of
three recruitment methods between March 2005
and April 2006: (1) a provider-initiated electronic
referral opt-in (Click) method; (2) a provider-
mediated referral letter opt-in (Letter) method; and
(3) an investigator-initiated coordinator-mediated
direct contact opt-out (Call) method.

Click method (March through September 2005)

Potential patients due for screening were initially
identified using the EMR’s ‘DUE’ flag at the time of
a clinic visit by their provider. To comply with an
opt-in recruitment strategy, the CRC screening
module was built to include a check-box reminder
for providers prompting them to briefly describe
the study and obtain ‘consent to contact’ from
interested patients; if checked, the patient’s name
and medical record number were transmitted elec-
tronically to the research team, who would then
contact patients by telephone and invite them to
participate after verifying eligibility and providing a
more detailed overview of the study. Those who
agree would then formally enroll in person at their
next scheduled appointment with their PCP. To
optimize recruitment, a pretrial seminar was con-
ducted with providers to notify them about the
study and elicit support. Participating providers
were also sent monthly e-mails reminders encoura-
ging them to refer eligible patients.

Letter method (April through October 2005)

Because many potential subjects who expressed int-
erest in participating after being recruited through
the 2-visit Click method did not have scheduled
follow-up appointments at the time of recruitment
due to the use of an open access scheduling system,
actual enrollment was severely compromised.
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To circumvent this problem, the research team was
granted approval by the IRB to generate provider-
specific lists of patients due for screening with
scheduled appointments during the upcoming
month. If the treating provider felt that the patient
was an appropriate candidate, a standardized refer-
ral letter briefly describing the study was prepared by
the research team, signed by the provider and
mailed to the patient along with an enclosed opt-
in return postcard. Upon receipt of the postcard, the
research team contacted patients by telephone and
invited them to participate after verifying eligibility
and providing an overview of the study.

Call method (November 2005 through April 2006)

The Letter method also proved to be ineffective due
to feasibility issues related to the narrow time
interval (1–4 weeks) between patient identification,
receipt of the letter, return of an enclosed postcard,
and follow-up phone call. To circumvent these
issues, approval to use a verbal substitute for the
referral letter was requested and granted by the IRB.
As with the letter format, individual providers were
given a list of their patients due for screening with
scheduled appointments for the upcoming month.
If deemed appropriate by the PCP, the research
team contacted the patients directly by telephone
and explored their interest in participating after
verifying eligibility and providing an overview of
the study. The telephone script explicitly stated
that patients were being called to invite them to
participate in an educational research study at the
recommendation of their primary care provider.
Contacted patients had the opportunity to opt-in
or -out early in the interview process. Each patient
was called up to five times at varying times of the
day (morning, afternoon, evening, and weekends);
those who could not be contacted were deemed
nonenrollees.

Beginning in the fall of 2006, an IRB-approved
automated patient identification process was
initiated, whereby provider-specific lists of sched-
uled patients due for screening were generated by
an independent senior database analyst at the
beginning of each month and provided to the
research team (BMC site only). This process elimi-
nated the need for individual electronic medical
record reviews by the research team. As with the
Letter and Call methods, the lists were then
disseminated to the individual providers for their
review and approval. Even though this so-called
information technology-assisted (IT)-Call method
was identical to the Call method with respect to
interactions between the research team and pre-
screened eligible patients, we felt compelled to
incorporate it as a separate recruitment strategy in

our cost analyses only to enhance the general-
izability of our findings to research settings with
well-integrated EMR systems.

Primary and secondary analyses

Accrual rates

The primary outcome was subject accrual rate,
defined as the percent of subjects enrolled during
the 6-month recruitment period based out of the
number of prescreened eligible (i.e., due for screen-
ing) patients targeted minus known ineligible sub-
jects. Given this definition, targeted subjects whose
eligibility is unknown due to nonresponse were
included in the denominator of the accrual rate.

Pairwise comparisons of accrual rates for the
three recruitment methods were tested through
chi-square analysis. Similar analyses were also
performed to compare the demographic character-
istics of the targeted samples (excluding known
ineligibles) and to compare the demographic
characteristics of patients enrolled through the
three recruitment methods, acknowledging that
the latter comparison lacks adequate power due to
the small number of enrolled patients for the Click
and Letter methods. Associations between demo-
graphic characteristics and enrollment were exam-
ined for the Call method only using multiple
logistic regression to detect potential recruitment
biases. Significance was defined at the p�0.05
level. All statistical analyses were performed using
SAS (version 8.2, Cary, North Carolina).

Cost

To estimate costs, a detailed bottom-up microcost-
ing approach was applied to each recruitment
method. Personnel costs were determined by first
identifying the various activities performed by
different staff (study coordinators, computer pro-
grammer, and database analyst) necessary for each
method and then estimating the mean amount of
time required for completion of these activities
based on a minimum of 10 measurements; mean
and high/low cost estimates were then calculated
by multiplying the mean and range of time to
complete each activity by average hourly staff
salaries. The costs of consumable items (mailings,
calls) were derived by multiplying per item costs by
item number. To extrapolate results, costs were
divided into one-time fixed development costs and
variable costs, i.e., costs that directly increase with
higher volume. Examples of one-time costs include
developing patient or physician contact materials,
such as letters, programming, and database costs for
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linking electronic medical records with endoscopy
reports. Examples of variable costs include the
medical record review, phone calls, letters, or
monthly computer reports. Personnel costs related
to updating screening data in the EMR, primary
care provider time and ancillary costs for develop-
ing and maintaining the hospital-based EMR, clin-
ical data repository, and endoscopy database were
excluded. Relevant cost estimates are provided in

the Table 1. Using beta distributions for individuals
contacted and enrolled and normal distributions
for costs, the extrapolations transformed 6-month
accruals into constant 1-month event rates
and costs and extrapolated accruals for alternative
time horizons. Monte Carlo bootstrap samples
involving 10,000 simulations were performed with
Decision Maker (Physicians of Tufts Medical
Center, Boston, MA).

Table 1 Cost estimates for each recruitment method

Method Item Type Mean (range) Time, ha Item Cost

Click Personnel time

Meetings to develop EMR CRC screening moduleb One-time fixed 6.0 (5.0–7.0) $19.18/hc

Computer programming One-time fixed 12 (10–14) $38.00/h
Generate monthly e-mail reminders to providers Variable 1.50 (1.25–1.75) $19.18/hc

Generate bi-monthly reports of consenting patients Variable 0.07 (0.05–0.08)

Review bi-monthly reports of consenting patients Variable 1.0 (0.5–1.5)

Telephone calls: pitch and explain study Variable 0.10 (0.08–0.17)
Telephone calls: no answer (no voicemail) Variable 0.02 (0.01–0.02)

Telephone calls: leave message Variable 0.05 (0.03–0.07)

Telephone calls: documentation Variable 0.01 (0.01–0.01)

S
Telephone calls Variable $0.015

Letter Personnel time

Draft and revise letter One-time fixed 3.0 (1.5–4.5) $19.18/hc

Draft postcard One-time fixed 0.75 (0.5–1.0)

Perform weekly chart reviews Variable 60 (45–75)

Generate each letter Variable 0.01 (0.01–0.02)

Obtain provider signatures (weekly) Variable 6.0 (4.0–8.0)
Telephone calls: pitch and explain study Variable 0.1 (0.08–0.17)

Telephone calls: no answer (no voicemail) Variable 0.02 (0.01–0.02)

Telephone calls: leave message if no answer Variable 0.05 (0.03–0.07)

Telephone calls: documentation Variable 0.01 (0.01–0.01)
S

Letterhead, envelope, and postcard with postage Variable $0.79

Telephone calls Variable $0.015
Call Personnel time

Perform weekly chart reviews Variable 60 (45–75) $19.18/hc

Telephone calls: pitch and explain study Variable 0.1 (0.08–0.17)

Telephone calls: no answer (no voicemail) Variable 0.02 (0.01–0.02)
Telephone calls: leave message if no answer Variable 0.05 (0.03–0.07)

Telephone calls: documentation Variable 0.01 (0.01–0.01)

S

Telephone calls Variable $0.015
IT-Call Personnel time

Meetings to developing advanced chart auditb One-time fixed 40 (30–60) $19.18/hc

Computer programming One-time fixed 80 (60–100) $38.00/h

Generate monthly reports of ‘due’ patients Variable 0.8 (0.07–0.10) $38.00h
Review monthly reports and e-mail providers Variable 24 (18–30) $19.18/hc

Telephone calls: pitch and explain study Variable 0.1(0.08–0.17)

Telephone calls: no answer (no voicemail) Variable 0.02 (0.01–0.02)
Telephone calls: leave message if no answer Variable 0.05 (0.03–0.07)

Telephone calls: documentation Variable 0.01 (0.01–0.01)

S

Telephone calls Variable $0.015

EMR, electronic medical record; CRC, colorectal cancer.aValues, expressed in hours rounded to second decimal place, reflect total time
for fixed one-time costs and per item time for variable costs.bStudy coordinator time; computer analyst time included in estimate of

computer programming time.cMean hourly salary for the three study coordinators (range, $17.43/h to $22.60/h).
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Results

Patient recruitment

Figure 1 summarizes patient flow for each
recruitment method. During the defined 6-month
recruitment periods, 100 potential subjects (i.e.,
patients due for CRC screening’’) were identified
using the Click method, 847 by the Letter method,
and 758 by the Call method. After excluding
ineligible prescreened patients, accrual rates were
higher for the Call method (188 of 531 [35.4%])
than either the Click (12 of 72 [16.7%]; p¼0.002) or
Letter (17 of 816 [2.1%]; p<0.001) methods. The
actual proportion of potential subjects who were
successfully contacted, deemed eligible, and
enrolled was relatively high for all three methods
(12 of 18 [67%] for the Click method; 17 of 17
[100%] for the Letter method; 188 of 238 [79%] for
the Call method), suggesting that direct contact
with the patient was the critical determinant
of successful recruitment and not the acquisition
of more effective recruiting skills by the research
team over time.

Characteristics of enrolled and nonenrolled
patients for each recruitment method

Table 2 depicts the baseline characteristics of
eligible patients for each recruitment method.
Despite the use of a nonrandomized patient allo-
cation scheme, there were no significant differences
between the three groups with respect to age, race/
ethnicity, sex, marital status, and employment
status. There was, however, a difference with
respect to insurance coverage. The target samples
were predominantly older (�age 65), non-White,
and female with public or private medical insur-
ance; a relative minority were married or employed.
These demographic characteristics are similar to
those of the participating sites, except for the
relative predominance of older individuals (data
not shown).

Table 3 depicts the demographic characteristics
of enrolled patients for each recruitment method.
No significant differences were observed between
the three groups with respect to age, race/ethnicity,
gender, marital status, insurance coverage, or
employment status.

100 patients identified as “due” for
screening by MD and referred   

 12 enrolled

28 ineligible 

25 prior screening

1 non-english-speaking

2 inappropriate

60 not enrolled 

39 lacked of a follow-up office visit

15 unable to contact

6 refused participation

72 eligible

(a) Click Method

Figure 1 Flow of trial participants for each recruitment strategy. (a) Click method; (b) Letter method; (c) Call method. ‘Due’
indicates that a patient was not current with any colorectal cancer screening recommendations based on review of institutional

electronic data repositories
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847 letters sent

17 enrolled
(postcards returned) 

31 ineligible (postcards returned)
21 prior/pending screening

6 age < 50
4 high-risk

1551 patients prescreened for   
eligibility by research team

968 patients identified as “due”
for screening

816 eligible

121 excluded 
no MD permission to contact

799 not enrolled 
(no postcard returned)

(b) Letter Method 

227 ineligible
153 prior/pending screening

41 non-english-speaking
17 inappropriate
15 high-risk
1 age<50

3252 patients prescreened for
eligibility by research team

21 excluded 
no MD permission to contact

343 not enrolled
293 unable to contact

35 not interested
15 no show for study visit

779 identified as “due” for
screening

531 eligible

758 called

188 enrolled

(c) Call Method 

Figure 1 Continued
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Table 4 depicts the results of univariate and
multivariate analyses comparing enrolled and
nonenrolled patients for the Call method only.
The two groups were similar with respect to age,
race/ethnicity, sex, insurance coverage, and
employment status but differed with respect to
marital status. Married patients were significantly
less likely to enroll than single patients (unadjusted
and adjusted O.R. [95%CI], 0.50 [0.32–0.76], and
0.53 [0.34–0.82], respectively). No significant dif-
ferences were observed between enrolled and none-
nrolled patients for both the Click and Letter
methods, but the relatively small number of
enrolled patients for each method precludes mean-
ingful statistical analyses (data not shown).

Cost versus yield of different recruitment methods

Table 5 displays the cost and accrual rates for the
different recruitment methods for three alternative
time frames: 6, 12, and 24 months. For the purpose

of these analyses, the Call method was subdivided
into Call and information technology (IT)-assisted
Call (IT-Call) methods to account for the different
costs associated with the laborious electronic med-
ical record review approach used by the study
coordinators to identify potential subjects com-
pared with the more efficient, automated method
employed by the data analyst. Because of amortiza-
tion, strategies with higher one-time costs (Click
and IT-Call methods) have more dramatic reduc-
tions in average per-patient costs to screen for
eligibility, contact (successfully or unsuccessfully)
and enroll when the time period of interest
increases from 6 to 24 months. The other strategies
with relatively low one-time development costs
have stable average per-patient costs to screen,
contact and enroll, regardless of the time period of
interest. During the initial 6-month period, the
most labor-intensive recruitment strategy, the Letter
method, had the highest overall cost ($31,480) yet
lowest yield and hence the highest average cost per
patient screened ($20), contacted ($37), and
enrolled ($1967). The Click method, on the other
hand, had the lowest overall cost ($1423) but only

Table 2 Comparison of characteristics of targeted samples

(enrolled and nonenrolled patients) for each recruitment
methoda

Characteristic Click

(n ¼ 72)

Letter

(n ¼ 816)

Call

(n ¼ 531)

P-Valueb

Age 0.06
<65y 73.6 69.3 75.1

�65y 26.4 30.8 24.9

Race/Ethnicity 0.49

Black 65.3 69.3 54.2
White 20.8 35.8 29.9

Hispanic 4.2 6.4 7.5

Other 9.7 10.7 8.3

Sex 0.45
Female 54.2 58.8 55.7

Male 45.8 41.2 44.3

Marital status 0.22
Single 40.3 36.0 42.4

Married 31.9 36.5 33.2

Other 27.8 27.5 24.5

Insurance 0.02
Private 44.4 40.1 37.7

Medicare 33.3 33.6 27.9

Medicaid 16.7 17.8 21.9

Free care 4.2 7.8 10.2
No coverage 1.4 0.7 2.5

Employment 0.43

Full-time 19.7 19.2 19.9

Part-time 8.5 7.1 9.4
Unemployed 36.6 34.4 38.2

Disabled 9.9 12.6 10.3

Retired 23.9 22.3 16.6
Other 1.4 2.6 3.4

aData expressed as percent of each group.bChi-square analysis.

Table 3 Comparison of characteristics of enrolled samples for

each recruitment methoda

Characteristic Click

(n ¼ 12)

Letter

(n ¼ 17)

Call

(n ¼ 188)

P-Valueb

Age 0.98

<65y 75.0 76.5 77.7
�65y 25.0 24.5 22.3

Race/Ethnicity 0.12

Black 58.3 35.3 58.0

White 25.0 58.8 29.3
Hispanic 0.0 5.9 6.9

Other 16.7 0.0 5.9

Sex 0.84

Female 58.3 52.9 60.1
Male 41.7 47.1 39.9

Marital status 0.39

Single 33.3 47.1 50.5
Married 33.3 11.8 25.0

Other 33.3 41.2 24.5

Insurance 0.89

Private 33.3 41.2 37.2
Medicare 50.0 41.2 32.5

Medicaid 16.7 11.8 19.7

Free care 0.0 5.9 9.6

No coverage 0.0 0.0 1.1
Employment 0.10

Full-time 0.0 6.2 19.7

Part-time 8.3 0.0 12.2

Unemployed 33.3 37.5 33.5
Disabled 8.3 18.7 12.2

Retired 50.0 25.0 14.9

Other 0.0 12.5 4.3

aData expressed as percent of each group.bChi-square analysis.

604 PC Schroy et al.

Clinical Trials 2009; 6: 597–609 http://ctj.sagepub.com

 at BOSTON UNIV on August 11, 2011ctj.sagepub.comDownloaded from 

http://ctj.sagepub.com/


the second lowest average cost per patient con-
tacted ($14) and enrolled ($129) due to its low
yield. The Call method was the second most
personnel intensive recruitment strategy and as
such had the second highest overall cost ($29,288);
however, because of its superior yield, the average
cost per patient screened ($9), contacted ($39), and
enrolled ($156) was only marginally higher than
the Click method. Finally, the IT-Call method had
the second lowest overall cost ($9548) but lowest
average cost per patient screened ($0.93), contacted
($7), and enrolled ($99), due to a higher absolute
albeit lower proportional yield compared to the
Click method. It is noteworthy that the target
population for the IT-Call method was comprised
of a much higher proportion of patients who
had been unsuccessfully recruited using the
Call method in the past mostly due to ‘failure to
contact,’ thus suggesting that differences in
patient mix rather than methodological differences
were responsible for the lower enrollment rates
(data not shown).

Typically, clinical trials must recruit a pre-speci-
fied number of patients based on power analysis.

Table 6 displays the recruitment time and costs
associated with the four alternative strategies
to recruit 100, 300, 500 and our target sample of
900 patients, assuming a stable pool of eligible
patients and a steady rate of enrollment. The Click
method always has the lowest cost but always takes
the longest to fulfill targeted patient recruitment
goals. The Letter method is always the most expen-
sive and requires nearly many years as the
Click method. The Call method has higher costs
than either the Click or IT-Call method (provided
electronic health records are available) but takes
the least time to fulfill recruitment. Thus, the
higher recruitment cost may be offset by a
shorter time to study completion because of higher
proportion enrollment. We estimate that it would
take 2.4 years at an overall cost of $138,518 to recruit
our target sample of 900 patients by the
Call method, 4.6 years at a cost of $56,520 for the
IT-Call method, 40.5 years at a cost of $62,419 for
the Click method, and 27.9 years at a cost of
$1,737,757 for the Letter method. For previously
cited reasons, however, we speculate that the
recruitment time for the IT-Call method would

Table 4 Characteristics associated with enrollment, Call method (n ¼ 531)

Characteristic % patients enrolled Unadjusted Adjusted

OR 95% CI OR 95% CI

Age

<65y 36.6 1.00 – 1.00 –

�65y 31.8 0.82 0.54, 1.25 0.71 0.40, 1.2
Race/Ethnicity

Black 37.9 1.14 0.76, 1.72 1.10 0.72, 1.70

White 34.6 1.00 – 1.00 –

Hispanic 32.5 0.92 0.44, 1.93 0.90 0.41, 1.96
Other 25.0 0.61 0.29, 1.31 0.63 0.28, 1.43

Sex

Female 31.9 1.00 – 1.00 –

Male 38.2 1.33 0.93, 1.91 1.41 0.96, 2.07
Marital status

Single 42.2 1.00 – 1.00 –

Married 26.7 0.50 0.32, 0.76 0.53 0.34, 0.82
Other 35.4 0.76 0.49, 1.19 0.75 0.47, 1.21

Insurance

Private 35.0 1.00 1.00 –

Medicare 41.2 1.31 – 1.84 0.96, 3.51
Medicaid 31.9 0.84 0.84, 2.03 0.96 0.54, 1.73

Free care 33.3 0.93 0.52, 1.37 0.86 0.42, 1.74

No coverage 15.4 0.33 0.49, 1.75 0.31 0.06, 1.48

Employment
Full-time 35.6 1.00 – 1.00 –

Part-time 46.9 1.60 0.80, 3.19 1.47 0.70, 3.09

Unemployed 31.5 0.83 0.50, 1.37 0.74 0.40, 1.35

Disabled 42.6 1.34 0.67, 2.63 0.79 0.33, 1.88
Retired 32.2 0.86 0.47, 1.57 0.70 0.31, 1.58

Other 44.4 1.45 0.53, 3.99 1.76 0.60, 5.19

OR, odds ratio; CI, confidence intervals. Multiple logistic regression controlling for other factors listed

in the table.
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have been similar to that of the Call method if the
same patient population has been targeted.

Discussion

The primary objective of this study was to evaluate
the effectiveness, as defined by patient accrual
rates, and costs associated with three different
recruitment methods. We found that the investi-
gator-initiated direct contact opt-out (Call) method
yields substantially higher accrual rates than either
the provider-initiated electronic referral (Click) or
provider-mediated referral letter (Letter) opt-in
methods. We also found that the average cost per
enrolled patient associated with the Call method
was competitive with the Click method and sub-
stantially lower than the Letter method; the Call
method was actually the least expensive if com-
bined with an automated EMR-based patient iden-
tification strategy (IT-Call). Moreover, as
recruitment demand and duration of the study
increased from 6 to 24 months, the initial upfront
cost investment in IT-Call resulted in substantial
long-term savings when compared with Letter or
Call.

Our findings corroborate those of prior studies
demonstrating higher recruitment rates with direct
investigator-mediated opt-out strategies compared
with provider-mediated opt-in strategies [19, 20,
24, 25]. The relative success of the Call method may
be attributable to a number of factors, most notably
the ability to deliver a more intense and persona-
lized recruitment message, answer questions, and
dissuade any fears or concerns. Of the 426 patients
contacted directly, none expressed concerns about
a violation of privacy. Moreover, the refusal rates
were similar for eligible patients contacted either
after granting consent to contact by the Click
method or contacted directly by investigators by
the Call method (11% vs. 15%, respectively;
p¼0.37). Thus, our study provides additional evi-
dence that most patients do not perceive the
investigator-initiated direct contact approach to
be a violation of privacy or result in a loss of
personal autonomy [26–29].

Apart from our findings related to the effective-
ness of the different recruitment strategies, our
cost-effectiveness analyses provide a critical per-
spective on the feasibility of each strategy. The
Letter method remains economically the least effi-
cient and suffers from low enrollment, presumably
due to both logistical constraints imposed by our
open access scheduling system and patient factors
(e.g., lack of understanding about the study,
disinterest, and distrust). While the Click method
is comparatively inexpensive per patient enrolled,T
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accrual relies on PCP activation and would have
necessitated an estimated 37.5 years to reach the
enrollment target. Efforts to increase PCP activation
through monthly e-mail reminders were ineffec-
tive. The extent to which incentive-laden entice-
ments may have been more successful, however, is
unknown. The Call method is clearly the most
feasible recruitment strategy, requiring only 2.4
years to accrue the enrollment target, at a cost that
compares favorably with that of the Click method if
combined with IT support. Even in the absence of
IT support, the Call method is more cost-effective
due to substantially higher accrual rates.

Another important observation of our study was
that the Call method afforded minimal selection
bias. Prior studies have clearly demonstrated that
both the Privacy Rule and mandatory opt-in
recruitment policies not only challenge the feasi-
bility of recruiting patients to clinical research, but
also introduce so-called ‘consent bias’ or ‘author-
ization bias’ that compromises external validity
[15–17]. By circumventing these requirements, we
found that eligible patients enrolled in our study
using the Call method were similar to those who
did not enroll, with respect to all characteristics
examined, except marital status. Although we also
found no evidence of selection bias for either the
Click or Letter methods, too few patients were
enrolled to assess accurately their impact on selec-
tion bias.

The extent to which each of the three recruit-
ment strategies employed in this study complied
with current regulatory requirements is of para-
mount importance to the overall objectives of the
study. The Click method was in strict compliance
with both the Privacy Rule and the Common Rule,
because it utilized treating providers to both iden-
tify potential patients from within their own

practices and obtain a ‘consent to contact’ via an
opt-in approach. Although abandoned primarily
because of logistical constraints imposed by an
open access scheduling system, this approach was
largely ineffective as a recruitment strategy, thus
corroborating a prior observation that the use of
PCPs to recruit patients to clinical trials during a
routine office visit is feasible but relatively ineffec-
tive, time-consuming, and impractical [30]. The
Letter method was also acceptable to the extent that
treating providers rather than the research team
contacted potential subjects and facilitated recruit-
ment using an opt-in referral letter process.
Although less disruptive and less time-consuming
than the Click method, this passive provider-
mediated approach was also ineffective. The Call
method was the most contentious strategy, requir-
ing approval from the IRB to contact potential
subjects directly using an opt-out approach.
Approval was sought and granted on grounds that
the phone call served as a verbal substitute for the
letter because the treating provider was identified
as the referral source in the introductory statement,
the risk to loss of privacy was minimal, the benefits
of the study far outweighed the risks, and patient
recruitment using both the Click and Letter meth-
ods was sufficiently low to suggest that the research
could not otherwise be practically conducted. The
degree to which other IRBs or Privacy Boards would
act similarly and approve an investigator-initiated
direct contact opt-out approach under these cir-
cumstances is unknown [31].

Our study has several notable strengths. First, we
systematically compared the relative costs and
effectiveness of three different recruitment strate-
gies targeting the same patient population. Second,
the target population was comprised of a large
minority population, thus enhancing the external

Table 6 Time and cost to reach recruitment targets

Recruitment target Letter Click Call IT-Call

N ¼ 100
Years to reach (95% CI) 3.1 (1.8–5.0) 4.5 (2.5–8.1) 0.23 (0.17–0.25) 0.47 (0.42–0.58)

Cost (95% CI) $192,204

(107,837–327,898)

$8162

(4544–14,743)

$13,639

(8342–18,121)

$9218

(6404–12,345)
N ¼ 250
Years to reach (95% CI) 7.7 (4.8–12.4) 11.2 (6.3–19.9) 0.62 (0.50–0.75) 1.2 (1.0–1.5)

Cost (95% CI) $483,886

(271,083–820,818)

$19,687

(10,593–35,702)

$36,664

(26,267–48,459)

$18,016

(12,592–24,146)
N ¼ 500
Years to reach (95% CI) 15.5 (9.6–25.1) 22.4 (12.6–39.4) 1.3 (1.1–1.5) 2.5 (2.1–3.1)

Cost (95% CI) $969,133

(545,280–1,639,591)

$38,707

(20,514–70,570)

$75,648

(54,691–99,596)

$32,694

(22,351–44,249)
N ¼ 900
Years to reach (95% CI) 27.9 (17.3–44.4) 40.5 (22.5–72.1) 2.4 (2.0–2.8) 4.6 (3.8–5.6)

Cost (95% CI) $1,737,757
(985,818–2,894,467)

$62,419
(36,268–127,543)

$138,518
(100,298–181,098)

$56,520
(38,263–77,060)
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validity of our findings and potentially assisting
other researchers attempting to bolster recruitment
of this hard to reach group. Third, our study
highlights the utility of electronic medical records
for facilitating patient identification, recruitment
and communication between treating providers
and the research team [32].

Our study also has several noteworthy limita-
tions. The first relates to the generalizability of our
findings to other settings that may vary with
respect to the availability of an EMR for identifying
eligible patients, the level of motivation by primary
care providers to assist in patient identification
and/or recruitment, use of an open access system
for patient scheduling, personnel salaries and the
policies and procedures of other IRBs or Privacy
Boards regarding opt-in versus opt-out recruitment
strategies. It also remains unclear whether our
findings have external validity with respect to
other types of clinical trials where the relative
risks and benefits of participation may strongly
influence patient and provider interest, as well as
IRB considerations. The second major limitation
relates to our study’s nonrandomized design.
Although we demonstrate that the majority of
baseline characteristics of eligible patients in each
of the three groups were similar, it remains possible
that the three groups may have differed with
respect to unmeasured patient factors. A third
limitation relates to use of the telephone to contact
directly potential patients. Although our response
rate was relatively high (63%), the widespread use
of answering machines and caller ID have been
shown to compromise participation rates and
increase costs in other research settings [33].
Lastly, given our study design, it is possible that
differential exposure to heightened publicity
related to CRC screening during one of the time
intervals may have influenced our results.

In conclusion, our study provides compelling
evidence supporting the superior cost-effectiveness
of the investigator-initiated direct contact opt-out
approach over provider-initiated or provider-
mediated opt-in strategies for patient recruitment
to clinical trials. Moreover, our study finds little
evidence supporting the widespread belief that
patients perceive the direct contact opt-out
approach to be a violation of privacy or result in a
loss of personal autonomy. Future studies are
needed to better define the generalizability of our
findings to other types of clinical trials targeting
distinct patient populations in diverse health care
settings. In the interim, however, we encourage
other IRBs or Privacy Boards to adopt more lenient
policies regarding use of investigator-initiated
direct contact opt-in recruitment strategies for
low-risk clinical trials where the potential benefits

of the research far exceed the risks of loss of
confidentiality.
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Family studies of exceptional longevity can potentially identify genetic and other factors contributing to long life
and healthy aging. Although such studies seek families that are exceptionally long lived, they also need living
members who can provide DNA and phenotype information. On the basis of these considerations, the authors
developed a metric to rank families for selection into a family study of longevity. Their measure, the family longevity
selection score (FLoSS), is the sum of 2 components: 1) an estimated family longevity score built from birth-,
gender-, and nation-specific cohort survival probabilities and 2) a bonus for older living siblings. The authors
examined properties of FLoSS-based family rankings by using data from 3 ongoing studies: the New England
Centenarian Study, the Framingham Heart Study, and screenees for the Long Life Family Study. FLoSS-based
selection yields families with exceptional longevity, satisfactory sibship sizes and numbers of living siblings, and
high ages. Parameters in the FLoSS formula can be tailored for studies of specific populations or age ranges or
with different conditions. The first component of the FLoSS also provides a conceptually sound survival measure to
characterize exceptional longevity in individuals or families in various types of studies and correlates well with later-
observed longevity.

aged, 80 and over; family data; longevity; Shannon information

Abbreviations: FLoSS, family longevity selection score; FRS, family risk score.

Exceptional longevity strongly aggregates in families
(1–4). Thus, studies of exceptionally long-lived
families have the potential to identify genetic variants and
other factors contributing to longevity, particularly
factors that are too rare to detect in a population-based study
(5, 6). Both a family’s exceptionality of survival and its
number of living siblings contribute to its value for a genetic
study of longevity. A challenge in selecting families for such
studies is that the most long-lived individuals may have few
or no living siblings to provide DNA and other
biologic material. To select families for a study of environ-
mental and genetic factors contributing to longevity, we
developed the family longevity selection score (FLoSS).
The FLoSS combines a measure of the exceptionality of
a family’s survival with a bonus for the presence of living

old members; it is computed from information that can be
collected relatively easily from an immediate family
member.

We compare the FLoSS with an alternative scoring
method, the family risk score (FRS). The FRS generalizes
the family history score (7) to quantitative phenotypes, creating
an average score among family members adjusted for the
distribution of the phenotype in the general population (8, 9).
We compare the FLoSS and FRS with regard to charac-
teristics of sibships that would be selected by choosing the
highest scoring sibships according to the following: sibship
size, numbers of living siblings, mean age, and exceptionality
of sibship survival. We compare these characteristics in 2 US
populations selected for longevity (the Long Life Family
Study and the New England Centenarian Study) and in 1
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not selected for longevity (the Framingham Heart Study),
a geographically based US cohort.

MATERIALS AND METHODS

Metric of estimated survival exceptionality for a family

We define both a family measure of survival exception-
ality that requires knowing the age at death of all members
and a method for estimating this measure when all family
members have not yet died.

We characterize an individual’s ‘‘exceptionality of
longevity’’ at age A via p(A), the probability that a random
person in the same birth cohort survives to at least age A. We
use �lnðpðAÞÞ, the information content of the rarity of sur-
vival measured by ‘‘Shannon information’’ (10), as the basis
for an individual’s exceptionality score. The increment in
this function for each additional year of survival rises with
age. For example, the increase in its value for survival past
age 96 years versus 95 years is far greater than the increase
for survival past age 71 years versus age 70 years.

The probability of survival past age A varies by cohort as
specified by year, country of birth, and gender. For example,
on the basis of the US Social Security Administration cohort
life tables (http://www.ssa.gov/OACT/NOTES/as116/
as116LOT.html), the same age can produce very different
exceptionality scores: 2.7 ¼ –ln(0.065) for a woman aged
95 years born in 1910 versus 4.2 ¼ –ln(0.015) for a man
aged 95 years born in 1900. Specifically, an individual’s
exceptionality score at age A is –ln(p(A|C)), where p(A|C)
is the probability of survival past age A for those born into
that person’s country-, birth year-, and gender-specific
cohort C. Of course, exceptionality of longevity is fully
observed only at death.

We next wished to measure the family’s survival excep-
tionality. Note that simply summing the –ln(p) values for
individuals cannot be correct, because these are always pos-
itive; thus, each additional family member, even one who dies
at a young age, would increase the score. Clearly, a family of
2, both living at age 95, is more exceptional than a family of
3, with 2 still living at age 95 plus one who died at age 65.
This suggests that each person’s score should be of the form,
–ln(p)� k, where k is chosen so that the expected value of the
score for a randomly selected person is 0. In that case, a fam-
ily member for whom –ln(p) exceeds k increases the family’s
longevity exceptionality, while one who dies younger sub-
tracts. The desired value of k is 1 because, for each cohort,
the probabilities p in a life table are uniformly distributed
on the interval from 0 to 1, and the integral (i.e., mean value)
of –ln(p) over this interval is 1. Thus, we choose
�lnðpðAjCÞÞ � 1 to measure each member’s survival excep-
tionality for including in a family score, defined as follows:

SEf ¼
X

all family members
ð�lnðpðAjCÞÞ � 1Þ;

in which all A’s are ages at death.
For a living person of age A, we can calculate A*, an

expected age at death calculated from life tables.
Specifically, A* is a cohort-specific expected age at death,
conditional on survival to age A; then, –ln(p(A*|C)) is an

estimated measure of the person’s exceptionality of survival.
Because exceptional longevity is strongly familial (1, 2,
4–6), those with long-lived siblings are likely to live
longer than life-table calculations suggest. (In this
sense, �ln(p(A*|C)) is a conservative estimate of expected
exceptionality in families of interest in longevity studies.)
This leads to the following estimated survival exceptionality
for a family f, in which each member’s contribution increases
the family score only if �lnðpðAjCÞÞ for dead members or
�lnðpðA*jCÞÞ for living members exceeds 1:

estðSEÞf ¼
X

dead family members
ð�lnðpðAjCÞÞ � 1Þ

þ
X

living family members

�
�ln

�
p
�
A*jC

��
� 1

�
:

Metric incorporating the added value of old living family
members

The score ‘‘estðSEÞf ’’ can be computed with any mix of
living and dead family members. For families with
living members, it is a plausible current estimate of SEf ,
the family’s (ultimate) survival exceptionality. When all have
died, it equals SEf . Although estðSEÞf should be useful for
many purposes, it may not be ideal for selecting families into
a study of familial longevity, because it does not particularly
value additional older living siblings, who provide
more biologic and phenotypic data. Thus, we add a living
siblings’ bonus score that satisfies the following principles:

1. Living family members whose age A is already some-
what exceptional, in the sense that �lnðpðAjCÞÞ � 1 is
greater than 0, should add to the family’s value
for genetic studies on exceptional survival beyond
the value already captured in their contribution to
estðSEÞf .

2. The amount of added value conferred by these living
family members should be a function of
�lnðpðAj CÞÞ � 1, where A is their current age, rather
than their expected age at death (A*), since only survival
through age A is certain.

3. Living family members who are still so young that
�lnðpðAj CÞÞ � 1 is negative should neither add to nor
subtract from the bonus.

This leads us to define the following living sibling bonus:

LBf ¼
X

living family members
maxf0; ½ �lnðpðAjCÞÞ � 1�g:

Adding this to estðSEÞf produces our family longevity selec-
tion score, or FLoSS:

FLoSSf ¼
P

dead family members ð�lnðpðAjCÞÞ � 1Þ
þ
P

living family members

��
�ln

�
p
�
A*jC

��
� 1

�

þmaxf0;�lnðpðAjCÞÞ � 1g�:

To illustrate the FloSS calculation, consider a sibship with
an oldest brother born in 1920 and died (at age 88) in 2008,
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while 2 other siblings remain living at the end of 2008:
a brother born in 1921 (aged 87 years) and a sister in
1930 (aged 78 years). The US Social Security Administra-
tion cohort life tables indicate that only about 12.2% of the
brothers’ cohort (males born between 1916 and 1925) lives
past 88 and 14.3% lives past 87, while 57.4% of the females
of the sister’s cohort (born between 1926 and 1935) lives
past 78. Furthermore, the living brother is expected to
achieve age A* ¼ 91, while the sister’s A* is 88. The FLoSS
is the sum of their 3 scores. Note that �ln(0.122) � 1 ¼
2.104� 1¼ 1.104 is the score for the dead sibling, while for
each of the 2 living siblings the score is computed as
�lnðpðA*jCÞÞ � 1 þ maxf0;�lnðpðAjCÞÞ � 1g. From the
US cohort tables, �lnðpðA* ¼ 91j1920;mÞÞ � 1 ¼ 1:685,
while �lnðpðA ¼ 87j1920;mÞÞ � 1 ¼ 0:942; so that
6 ¼ maxf0;�lnðpðA ¼ 87j1920;mÞÞ � 1g ¼ 0:942 . Simi-
larly, �lnðpðA* ¼ 88j1930; f ÞÞ � 1 ¼ 1:253� 1 ¼ 0:253,
while 6 ¼ �lnðpðA ¼ 78j1930; f ÞÞ � 1 ¼ �0:445 and
maxf0;�lnðpðA ¼ 78j1930; f ÞÞ � 1g ¼ 0. These values
lead to an est(SE) for the sibship of 3.042 ¼ 1.104 þ
1.685 þ 0.253, a living siblings’ bonus of 0.942 þ 0, and
a FLoSS of 3.984. Additional sibships with various survival
patterns and high FLoSS scores are described and illus-
trated in supplementary material (Web Figure 1). (This
information is posted on the Journal’s website (http://
aje.oxfordjournals.org/).)

An additional consideration is whether to exclude from
scoring those family members who died before some age A0

and, if so, what age. Factors to consider include the quality
of data on deaths in infancy and the survival phenotype of
principal interest, for example, survival from birth, survival
conditional on reaching maturity, or survival conditional on
reaching a specified older age. In the Long Life Family
Study, given our focus on exceptional familial survival over
the life span, we calculated survival conditional on reaching
age 40 (rather than a younger age), on the basis of several
considerations. First, in the early 20th century, deaths below
age 2 were often not recorded. Furthermore, in our study
cohorts, infectious disease epidemics and wars were prom-
inent contributors to mortality in infancy, adolescence, and
early maturity. Moreover, the role of familial factors in
survival below age 40 is unclear (2). Hence, we calculated
pðAjCÞ in our analyses as the ‘‘probability of survival to age
A, conditional upon survival to age A0¼ 40.’’ We computed
this from population birth cohort life tables, using only the
subjects alive at age 40 as the referent population. We provide
gender- and US birth cohort-specific scores for those who
survived to at least age 40 in the online supplementary ma-
terial (Web Table 1; refer to the Journal’s website) and on the
Long Life Family Study website (https://longlifefamilystudy.
wustl.edu/FLoSS).

Regarding the actual or expected ages at death required
for individuals to make a positive contribution to this score,
we note that�1 � lnð0:37Þ, so that�lnðpðAjCÞÞ � 1 is only
greater than 0 when p is smaller than 0.37, so that a positive
score is achieved only when longevity exceeds the 63rd
percentile for members of the same gender/birth year cohort
who survived until at least age 40. In the 1900 birth cohort,
for example, this corresponds to 77 years for males and 87
for females.

Comparing the FLoSS and the FRS

A FRS can be generated for quantitative phenotypes, ad-
justing for family size and the distribution of the phenotype
in the general population (8, 9). When applied to longevity
in sibships, the FRS is the average over all siblings in a fam-
ily of their individual scores, S, where:

Figure 1. Characteristics of Long Life Family Study sibships in 2007
as ranked by the family longevity selection score (FLoSS) (A) and the
family risk score (FRS) (B). These plots show the relation between the
percentile ranking of the sibships screened for the Long Life Family
Study based on the estimated survival exceptionality, est(SE), on the
y axis and the percentile ranking based on the family longevity
selection score on the x axis of part A and the family risk score on
the x axis of part B. Diagonal lines represent least-square regression
lines and 95% confidence bounds. Note that the 3 lines essentially
overlap in the plot of part A.
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S ¼ ðA� ÃÞffiffiffĩ
A
p ; if the sibling is dead; and

¼ maxð0; ðA� ÃÞffiffiffĩ
A
p Þ; if the sibling is alive;

where A denotes the current age (or age at death) of the
sibling, and Ã is the sex/birth year cohort-adjusted life ex-
pectancy of that sibling. Note that, in long-lived sibships,
each still-living but younger-than-average sibling pulls the
FRS toward 0. In addition, the FRS scores a family with 2
exceptional siblings identically to a family with 4 or 8 sib-
lings, each pair of which is just as exceptional as the 2.

Characteristics of populations used to compare FLoSS
and FRS

We calculated these scores in 3 sibship samples. Only the
first 2 are enriched for longevity.

Sample 1: 660 sibships from the New England Centenar-
ian Study—a nationwide-based sample of centenarians,
their siblings, and offspring. In all selected sibships, the
proband was aged �100 years. In 2005, 49% of all sib-
lings were still living, 33% of the sibships contained at

least 1 living member, and the average attained age was
91 years.

Sample 2: 1,671 US sibships from the screening pilot
phase of the Long Life Family Study—a US–Danish
study of long-lived sibships and their offspring (https://
longlifefamilystudy.wustl.edu/). Sibships of living pro-
bands who were at least 80 years of age were screened in
the US component of the Long Life Family Study. In 2007,
58% of all siblings were still living, all sibships contained at
least 1 living member (the proband who provided data on
the other siblings), and the average age was 83 years.

Sample 3: 766 sibships from the Framingham Heart Study
(11)—a sample of longitudinally followed subjects and
their families. The Framington Heart Study has enrolled
subjects born from 1888 onward; all our sibships had at
least 1 sibling born before 1925. In 2004, 13% of all sib-
lings were still living, 21% of the sibships contained at
least 1 living member, and the average attained age was
74 years.

Cohort, survivorship, and sibship data

For the New England Centenarian Study, Framington
Heart Study, and Long Life Family Study sibships, we esti-
mated gender/birth-year survival functions and calculated the

Table 1. Age and Size Distributions of Low- and High-ranked Sibship Cohorts in the Long Life

Family Study, by Ranking Method, in 2007a

Siblings Included and
Ranking Method

Sibship Age, years

Lowest Ranked 40% Highest Ranked 5%

Mean Median % >90 Years Mean Median % >90 Years

All

FLoSS 80.6 81.0 6 92.8 92.5 67

FRS 78.9 79.5 0 99.9 99.0 100

Living only

FLoSS 85.0 85.0 16 95.8 95.8 87

FRS 84.8 84.5 13 100.0 100.0 100

Sibship Size, no.

Lowest Ranked 40% Highest Ranked 5%

Mean Median % >1 Sibling Mean Median % >1 Sibling

All

FLoSS 3.0 3.0 75 5.3 5.0 95

FRS 4.0 4.0 91 1.3 1.0 20

Living only

FLoSS 1.7 1.0 44 3.0 3.0 79

FRS 2.4 2.0 64 1.0 1.0 3

Abbreviations: FLoSS, family longevity selection score; FRS, family risk score.
a Summary statistics of size and age of sibships ranked in the lowest 40% and the top 5% by the

FLoSS or the FRS in the Long Life Family Study. In each of the 4 pairs of rows, the first describes

sibships as ranked by the FLoSS and the second, by the FRS. Age statistics describe the average

achieved ages (either age at death or current age), for either all siblings or only living ones, as

indicated, in the included sibships. All differences in sibship age and size for the FRS versus

FLoSS top groups were significant (P < 0.001; Wilcoxon test).

1558 Sebastiani et al.

Am J Epidemiol 2009;170:1555–1562

https://longlifefamilystudy.wustl.edu/
https://longlifefamilystudy.wustl.edu/


expected age at death (A*) using the Social Security Admin-
istration cohort life tables for successive birth decades, with
the 1900 tables for births from 1895 through 1904, the 1910
tables for births from 1905 through 1914, and so on. These
tables are available at http://www.ssa.gov/OACT/NOTES/
as116/as116LOT.html. In the Long Life Family Study data,
siblings with unknown vital status were considered to be
dead, with the age at death given (conservatively) as the
age at last contact. For an unknown birth year, we used the
youngest sibling’s birth year. Both siblings and half-siblings
were included in FLoSS score calculations.

Statistical analysis

We estimated Spearman correlations between the percen-
tile ranking based on estðSEÞf and the FLoSS and FRS. We
used summary statistics to illustrate differences between
sibships in the lowest 40 percentile groups and in the top
5%, as defined by each score, and Wilcoxon and t statistics
to test for their significance. Reported P values are 2 sided.

RESULTS

As shown in Figure 1, the percentile ranking of families
screened for the Long Life Family Study based on estðSEÞf ,

the estimated ‘‘survival exceptionality,’’ is more strongly
correlated with the rankings based on the FLoSS (r ¼
0.98) (Figure 1A) than with those based on the FRS (r ¼
0.71) (Figure 1B). As seen in Table 1, the sibships ranked in
the top 5% by the FLoSS and FRS have quite different
characteristics. Sibships ranked in the top 5% by the FRS
average between 4 and 7 years older but are far smaller than
those ranked in the top 5% by the FLoSS. Note that 79% of
the sibships ranked in the top 5% by the FLoSS have more
than 1 living sibling compared with only 3% of the sibships
ranked in the top 5% by the FRS.

Figure 2 shows the distribution of the FLoSS and FRS in
the sibships of the Framington Heart Study (left), the Long
Life Family Study (middle), and the New England Cente-
narian Study (right). For comparability, the FLoSS and FRS
scores in the Long Life Family Study and the New England
Centenarian Study are each standardized to their distribu-
tions in the Framington Heart Study, a sample that is not
enriched for longevity. In contrast, the New England Cen-
tenarian Study recruited families with centenarians, result-
ing in a strongly shifted distribution of the standardized
FLoSS scores. The FLoSS distribution for the Long Life
Family Study screening population is intermediate, because
it includes families with some evidence of longevity. The
standardized FRS score distributions also shift to the right in
the Long Life Family Study and New England Centenarian

Figure 2. Distribution of the standardized family longevity selection score (S-FLoSS) and the standardized family risk score (S-FRS) for sibships
from the Framingham Heart Study (FHS), the Long Life Family Study (LLFS) screenees, and the New England Centenarian Study (NECS).
S-FLoSS is defined as (FLoSS�M )/S, whereM ¼ �0.24 and S ¼ 1.47 are, respectively, the mean and standard deviation of FLoSS scores in the
FHS cohort. S-FRS is defined analogously (i.e., as a z score in the same cohort, with M ¼ 1.98 and S ¼ 1.30). Parameters l and r in each panel
are the mean and standard deviation of standardized scores. Dashed lines represent the standard normal density, and dotted lines represent the
normal density with mean and standard deviation of the S-FLoSS and S-FRS. The S-FLoSS values for the LLFS and NECS sibships are
significantly different from the S-FLoSS values for the FHS sibships (P < 0.0000; Wilcoxon test). Similarly, the S-FRS values for the LLFS and
NECS sibships are significantly different from the S-FRS values for the FHS sibships (P < 0.0000; Wilcoxon test).
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Study. Indeed, all 3 cohort pairs differ in score distributions
(all P < 0.001; Wilcoxon test). However, the FLoSS distin-
guishes the populations far more sharply. Note that less than
1% of Framington Heart Study sibships have a FLoSS of>7
(standardized FLoSS, >4.95). To focus on unusually long-
lived families, the Long Life Family Study enrolled only
families with a FLoSS of 7 or more.

We also examined the degree to which the FLoSS and
estimated survival exceptionality score predict actual sur-
vival exceptionality (SEf), observed only after all have died.
For those 442 sibships of the New England Centenarian
Study in which at least 1 sibling was alive in 1995 but all
had died by 2004, we computed the FLoSS using data
known in 1995 and the (fully observed) SEf in 2004. The
scatterplot in Figure 3 shows the relation between the
sibships’ rankings based on the 2004 SEf (y axis) and those
based on the FLoSS and on the estimated survival excep-
tionality longevity score, estðSEÞf , in 1995. The ranking
based on the FLoSS and on estðSEÞf in 1995 correlates
equally strongly with the ranking based on the SEf measured
a decade later (both r ¼ 0.90).

DISCUSSION

A sibship’s FLoSS is a good predictor of its true (not yet
fully known) exceptionality of survival. Thus, it is useful for

selecting long-lived families for studies of genetic and non-
genetic factors contributing to longevity. In particular, the
FLoSS can identify desirable sibships among families being
screened for genetic epidemiologic studies of exceptional
longevity. Sibships with a high FLoSS have high ages of the
total sibship and of living siblings, as well as high numbers
of total and living members.

A high FLoSS can be achieved by the presence of a single
individual with extremely long survival (if the other siblings
are not short lived) or by the presence of many long (but not
extremely)-lived siblings. The modes of transmission of
longevity (if any) associated with these types of patterns
may differ. For example, the former might reflect a recessive
trait; the latter, a dominant. The fact that a high FLoSS value
captures both of these patterns is one of its strengths, be-
cause it does not exclude longevous families who might not
be ascertained by other methods (e.g., setting a single ex-
tremely exceptional age for inclusion of individuals or sib-
lings). However, the additional potential heterogeneity of
genetic factors captured in high-FLoSS families implies
a need for attention to potential differences among sub-
groups in genetic transmission.

We used the FLoSS to score families defined as members
of a single sibship. Although it could be used to score multi-
generational groups of relatives, gathering complete infor-
mation on the parents of old siblings or on widely dispersed
groups of near relatives could be challenging. Furthermore,
young people contribute little information regarding
ultimate survival.

In the Long Life Family Study, we set the minimum
FLoSS for a family to be eligible at 7. This threshold was
chosen by observing that only 0.2% of the FLoSS sibships
of the Framington Heart Study meet this threshold, in con-
trast to over 30% of the Long Life Family Study screening
families and over 40% of families enrolled in the New
England Centenarian Study. Thus, families with a FloSS as
large as 7 are extremely rare but findable. Calculation of
FLoSS scores in families from additional population-based
samples can provide further guidance about appropriate
selection thresholds.

The FLoSS is the sum of estðSEÞf and LBf (the living
bonus). Its first component is a current estimate of a family’s
ultimate, ‘‘fully observed,’’ survival exceptionality, SEf. Al-
though the living bonus enables the FLoSS to select families
that are more desirable for genetic epidemiologic studies of
exceptional longevity, estðSEÞf may be a better intrinsic
measure of family longevity. As such, estðSEÞf may be par-
ticularly useful for examining relations of genotypes and
other risk factors to phenotypes of family members and their
family’s exceptionality of survival, or for finding subsets of
populations that are similar with respect to the exception-
ality of their families. Although in our comparison the
FLoSS and estðSEÞf correlated equally well with the ob-
served SEf 10 years later, this may not apply over longer
intervals. Note that, when all family members have died, all
3 measures coincide.

The FLoSS as used in the Long Life Family Study can be
viewed as a member of a class of family scores that combine
an estimated exceptionality of survival with a bonus for
living siblings, as in the following:

Figure 3. Rankings for survival exceptionality versus family longevity
selection score (FLoSS) and estimated survival exceptionality (est(SE))
among 442 New England Centenarian Study sibships with final
survivors’ deaths within 10 years after 1995. For each of the 442
New England Centenarian Study sibships with at least 1 living member
in 1995 and none in 2004, an open circle relates its percentile ranking
based on observed survival exceptionality in 2004 on the y axis to its
1995 family longevity selection score percentile ranking on the x axis.
Stars show the same relation for a sibship’s percentile ranking based
on survival exceptionality in 2004 (on the y axis) and percentile ranking
based on its 1995 estimated survival exceptionality on the x axis.
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Longevity selection score ¼ estðSEÞf þ w 3 LBf ;

where estðSEÞf is of the form,
X

dead family members
ð�lnðpðAjCðaÞÞÞ � kÞ

þ
X

living family members

�
�ln

�
p
�
A*jC

�
a
���
� k

�
:

Here, w and k are nonnegative constants, C(a) is a person-
specific reference cohort of those born around the same time
who survived to some minimum age, a, and LBf is a non-
negative bonus for older living siblings. Each parameter can
be tailored to the particular needs of other studies.

For the FLoSS, we chose w ¼ 1, C(a) ¼ all people in the
same birth-year, gender, and national cohort who survived to
at least age 40, k ¼ 1, and

LBf ¼
X

living family members maxf0; ½ � lnðpðAjCðaÞÞÞ � 1�g:

An age threshold other than 40 years could be chosen
depending on a study’s focus (e.g., age 70 to study factors
influencing survival only in advanced age). Choosing
w ¼ 1 weights the estimated survival exceptionality and
living bonus equally; w ¼ 0 yields estðSEÞf , a measure of
family survival exceptionality alone. Note that the ex-
pected value of estðSEÞf for a ‘‘pseudofamily’’ constructed
by grouping N randomly selected individuals from the
US population is N 3 (1 – k). Choosing k ¼ 1 makes
estðSEÞf neutral to sibship size, because its expected value
should be 0 for randomly selected (not particularly long-
lived) people. The ‘‘neutrality’’ of the FLoSS was vali-
dated by the fact that its average in the geography-based
Framingham Heart Study cohort was quite close to 0.
Because –ln(0.37) is approximately equal to 1, only ages
in the top 37th percentile add to estðSEÞf . More generally,
values of k smaller than 1 favor larger families (because
each ‘‘typical’’ person’s expected score is positive), while
choosing k larger than 1 favors smaller ones. If greater
exceptionality is sought, a larger cutoff for the FLoSS
could be used.

We chose w ¼ 1, giving equal weight to the estimated
exceptionality score and the ‘‘bonus’’ for living older family
members. This reflected our interest in both survival excep-
tionality and the availability of old living study subjects.
With this choice, the FLoSS still correlates strongly with
estðSEÞf as we wanted. Larger w’s will give more weight to
the living bonus and reduce the correlation with estðSEÞf .

In summary, we have introduced and examined the
consequences of a conceptually attractive framework for
family longevity studies. These include 1) a measure of an
individual’s exceptionality of survival, 2) a feasible way to
estimate that exceptionality for those still alive, 3) a size-
neutral way to combine individual scores into a family
score, 4) a plausible bonus measure for the additional value
of already exceptional living family members, and 5) a way
to balance interest in older living relatives and family sur-
vival exceptionality in a single score such as the FLoSS.
This framework should be useful in many settings. We also
note that formulas for the FLoSS and estðSEÞf could be

adapted to measure exceptionality of survival until other
events besides death. Thus, we could quantify family risk
for the onset of conditions (such as stroke or onset of
diabetes or disability) whose incidence rises with age. We
are investigating this idea.
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Comparing Safety Climate between
Two Populations of Hospitals in the
United States
Sara J. Singer, Christine W. Hartmann, Amresh Hanchate,
Shibei Zhao, Mark Meterko, Priti Shokeen, Shoutzu Lin,
David M. Gaba, and Amy K. Rosen

Objective. To compare safety climate between diverse U.S. hospitals and Veterans
Health Administration (VA) hospitals, and to explore the factors influencing climate in
each setting.
Data Sources. Primary data from surveys of hospital personnel; secondary data from
the American Hospital Association’s 2004 Annual Survey of Hospitals.
Study Design. Cross-sectional study of 69 U.S. and 30 VA hospitals.
Data Collection. For each sample, hierarchical linear models used safety-climate
scores as the dependent variable and respondent and facility characteristics as indepen-
dent variables. Regression-based Oaxaca–Blinder decomposition examined differences
in effects of model characteristics on safety climate between the U.S. and VA samples.
Principal Findings. The range in safety climate among U.S. and VA hospitals over-
lapped substantially. Characteristics of individuals influenced safety climate consistently
across settings. Working in southern and urban facilities corresponded with worse safety
climate among VA employees and better safety climate in the U.S. sample. Decom-
position results predicted 1.4 percentage points better safety climate in U.S. than in VA
hospitals: � 0.77 attributable to sample-characteristic differences and 2.2 due to differ-
ential effects of sample characteristics.
Conclusions. Results suggest that safety climate is linked more to efforts of individual
hospitals than to participation in a nationally integrated system or measured charac-
teristics of workers and facilities.

Key Words. Safety culture, safety climate, survey research, hospitals, integrated
hospital networks, decomposition

Based on mounting evidence that better safety climate is related to lower
incidence (Naveh, Katz-Navon, and Stern 2005; Hofmann and Mark 2006;
Neal and Griffin 2006; Vogus and Sutcliffe 2007; Singer et al. 2008b) and
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greater reporting (Cohen et al. 2004; Weingart et al. 2004; Gandhi et al. 2005)
of adverse events and to increased communication among managers and staff
(Hofmann and Morgeson 1999), considerable effort among hospitals is being
focused on improving safety climate. Along with hospitals’ own efforts, several
voluntary, collaborative initiatives that could improve safety climate (e.g.,
Leapfrog Group’s patient safety leaps, and Institute for Healthcare Improve-
ment’s 5 Million Lives campaign) have garnered substantial participation
among both public and private hospitals. ‘‘Benchmarking’’ of safety-climate
survey results through participation in such collaborative initiatives is an
effective way for hospitals to target quality improvement efforts. Benchmark-
ing enables a hospital to compare its survey results with those of other hos-
pitals, thereby facilitating identification of relative strength and weakness. It is
being encouraged by numerous organizations. Since 2002, the Joint Com-
mission’s performance improvement standard (PI.01.01.01) has encouraged
hospitals to collect data on staff perceptions of safety risks and improvement
opportunities and to compare data with external sources ( Joint Commission
on Accreditation of Health Care Organizations 2002). The Agency for
Healthcare Research and Quality (AHRQ) established the Hospital Survey on
Patient Safety Culture Comparative Database for this purpose in 2006. Its 2009
database included safety-climate results from 622 hospitals (Sorra et al. 2009).
Independent investigators engaged in benchmarking safety climate have also
identified systematic differences in safety climate within and among hospitals,
which provide clues to improving safety climate more generally (Singer
et al. 2003; Thomas, Sexton, and Helmreich 2003; Makary et al. 2006; Sexton
et al. 2006a, b, c; Vogus and Sutcliffe 2007; Hartmann et al. 2008; Singer et al.
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2008a, 2009). Benchmarking safety-climate survey results across health care
systems is difficult due to coordination challenges.

Our own effort to measure and benchmark safety climate is unique in
that we used essentially the same survey instrument and sampling and ad-
ministration procedures at approximately the same time in two discrete pop-
ulations of hospitals in the United States: the Veterans Health Administration
(VA) health care system and a national sample, excluding VA hospitals. This
provided a novel opportunity to compare safety climate across two popula-
tions encompassing great diversity in both individual hospital characteristics
and overall organizational structure, and potentially to identify any hospital
features systematically related to safer care.

Differences in safety climate between VA and other U.S. hospitals may
inherently exist because the VA is a nationally integrated network, while few U.S.
hospitals come from large, integrated systems and none come from nationally
integrated systems. As a system, the VA enjoys distinct advantages in broadly
implementing and enforcing compliance with standardized safety activities. The
VA conducts several initiatives with potential to improve safety climate. For
example, the VA National Center for Patient Safety was established specifically
to promote a systems approach to preventing and reducing harm to patients and
to encourage hospitals to conduct root cause analyses after safety incidents
(http://www.va.gov/ncps/vision.html, accessed on August 26, 2008, for NCPS).

In this paper, we examine differences in safety climate between 69 diverse
U.S. hospitals and 30 VA hospitals using cross-sectional employee surveys.
Given potential advantages in promoting strong safety climate in a nationally
integrated network, we hypothesized that safety climate among VA hospitals
would be stronger than among U.S. hospitals.

Differences in safety climate between U.S. and VA samples may arise
from multiple sources. First, there may be variation between the two samples
in measured characteristics associated with safety climate——for instance, one
sample may contain more large hospitals than the other. The residual differ-
ence in safety climate between the two samples would be attributable to
differential effects of the sample characteristics between the two health care
systems (e.g., hospital size may impact VA hospitals differently than U.S.
hospitals). We performed comparisons of safety climate in these two settings
that allowed us to discern the relative impact of these potential sources of
difference. We hypothesized that variance in observed sample characteris-
tics would explain more of the difference in safety climate between U.S. and
VA hospitals than would differential effects of sample characteristics on the
two groups.
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METHODS

Data Sources

We used the Patient Safety Climate in Healthcare Organizations (PSCHO)
survey to collect data on employees’ perceptions of safety climate. While
various instruments exist to measure hospital safety climate (Colla et al.
2005; Flin et al. 2006), the PSCHO instrument is the only one with estab-
lished reliability and validity in both U.S. and VA hospital settings (Singer et
al. 2007; Hartmann et al. 2008). PSCHO survey items use a five-point, Likert
scale ranging from ‘‘strongly agree’’ to ‘‘strongly disagree,’’ with a neutral
midpoint. Items reflect 12 dimensions that capture various aspects of safety
climate. We divided these dimensions into three categories, based on the
extent to which they described hospital (e.g., ‘‘Organizational Resources for
Safety’’), work-unit (e.g., ‘‘Unit Safety Norms’’), and interpersonal (e.g.,
‘‘Fear of Blame and Punishment’’) contributions to safety climate (Singer
et al. 2007).

Because of modifications resulting from psychometric testing, two
slightly different versions of the PSCHO survey were used in this study. In
U.S. hospitals we used a 45-item instrument, while in the VA we used a 42-
item instrument. The two versions have 41 common items, 39 of which map
onto the 12 safety-climate dimensions. Both versions of the PSCHO also
contained six close-ended demographic items.

Because the development of a strong safety climate necessitates a ho-
mogenous focus on preventing safety failures, the PSCHO instrument is
scored to highlight responses opposed to safety, which we refer to as ‘‘prob-
lematic responses.’’ We generated scores for items, dimensions, and safety
climate overall. First, we calculated the mean percent problematic response
(‘‘PPR’’) for a given item across all respondents. We then calculated the mean
of all item means in a dimension and the mean of all item means in the
survey. A lower mean indicates a better perception of safety climate. This
method of scoring identifies areas of nonuniformity in safety focus that are of
potential concern and that might benefit from interventions to improve the
safety climate.

Data for characteristics of respondents’ jobs were obtained from the 2004
American Hospital Association (AHA) Annual Survey of Hospitals. Using these
data, we determined hospitals’ nurse staffing ratios, bed size, teaching status,
national census region, and urban or nonurban location (see Table 1).

Approval from relevant Institutional Review Boards was granted before
conducting the studies.
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Table 1: Respondents’ Individual and Facility Characteristics

Variables

U.S. (N 5 13,841) VA (N 5 4,581)

N % N %

Individual characteristics
Age category (years)

18–30 1,249 9.3 180 4.1
31–50 6,973 52.0 2,066 46.7
450 5,197 38.7 2,179 49.3

Time at facility
� 10 years 7,817 57.6 2,319 51.8
410 years 5,749 42.4 2,154 48.2

Male
Yes 4,708 35.8 2,150 49.8
No 8,451 64.2 2,170 50.2

Nurse
Yes 3,444 25.5 1,016 22.7
No 10,050 74.5 3,461 77.3

Senior manager
Yes 2,267 17.8 544 12.6
No 10,455 82.2 3,778 87.4

Employment in high hazard unit (OR, ER, ICU, PACU)
Yes 2,716 22.6 731 17.5
No 9,308 77.4 3,454 82.5

Facility characteristicsn

Region
East 3,891 28.1 1,344 29.3
Midwest 2,628 19.0 1,234 27.0
South 3,663 26.5 1,201 26.2
West 3,659 26.4 802 17.5

Teaching statusw

Major teaching 4,900 35.4 3,155 68.9
Minor teaching 3,176 23.0 1,045 22.8
Non-teaching 5,765 41.6 381 8.3

Urbanz

Yes 11,643 84.1 4,452 97.2
No 2,198 15.9 129 2.8

Bedsize
Small (� 99) 1,483 10.7 525 11.5
Medium (100–249) 2,166 15.7 981 21.4
Large (� 250) 10,192 73.6 3,075 67.1

Nurse staffing ratio§

Mean (SD) 12.1 (4.2) 9.7 (4.1)

Note. T-test (nursing staffing ratio) or w2 tests (all other variables) were conducted to test for differences between
non-VA and VA respondents. p-values were significant (o.001) for all comparisons.
nFacility characteristic variables were created using American Hospital Association Annual Survey Database FY’04.
w‘‘Major teaching’’ hospital category includes members of the Council of Teaching Hospitals of the Association
of American Medical Colleges; ‘‘minor teaching’’ hospitals have residency training programs approved by the
Accreditation Council for Graduate Medical Education or by the American Osteopathic Association; and ‘‘non-
teaching’’ hospitals are neither of the above.
zAHA CBSA (Core-Based Statistical Area) type is ‘‘division’’ or ‘‘metropolitan.’’
§Full-time equivalent registered nurse hours per total facility inpatient days.

ER, emergency room; ICU, intensive care unit; OR, operating room; PACU, postanesthesia care unit; SD,
standard deviation; VA, Veterans Health Administration.
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Samples

We used stratified random sampling strategies in both populations. The U.S.
hospital sample represented non-VA public and private acute-care hospitals,
approximately equally divided among U.S. census regions and size categories.
The VA sample represented a balanced geographic distribution of VA
hospitals in four performance strata based on AHRQ’s Patient Safety
Indicators (PSIs) (low, medium, high, and other), to minimize selection bias.
Details of the sampling strategies have been summarized elsewhere (Hartmann
et al. 2008; Singer et al. 2009).

Although we did not stratify the U.S. sample based on performance, the
sample included 69 hospitals whose PSI rates were similar to those of all U.S.
hospitals. Our recruitment strategy, however, dictated that average size and
related characteristics would differ from the U.S. average (Singer et al. 2009).
In addition, despite recruitment efforts, hospitals from the Midwest were un-
derrepresented in our sample compared with the U.S. average.

The VA sample included 30 hospitals, including eight facilities each from
the high, medium, and other PSI rate strata, and six from the low stratum. The VA
facilities represented a balanced geographic distribution within each PSI stratum,
with the exception of no low PSI hospitals in the West (Rosen et al. 2008).

Administration of Surveys

U.S. hospital survey administration took place from July 2006 to May 2007;
the VA administration was conducted from December 2005 to May 2006. In
both groups we sampled 100 percent of senior managers, defined as depart-
ment head or above; 100 percent of active hospital-based physicians; and a
random 10 percent of all other employees. Senior managers and physicians
were over-sampled because of their relatively small numbers and their po-
tentially low response rates, respectively.

For U.S. hospitals, we also sampled 100 percent of employees in three
work areas in 12 larger hospitals with relatively high response rates in a 2004
survey administration so as to permit work-area-level analyses while maintaining
respondent confidentiality. In these hospitals, we over-sampled employees in
work areas that in 2004 were least likely to meet our 10-respondent minimum
reporting requirement: laboratories (lab), operating rooms (ORs), and intensive
care units (ICUs). Budget constraints drove this selection approach.

In the VA, to allow for analysis of work areas in which employees
conduct work of intrinsically greater hazard, we also sampled 100 percent
of employees in certain work areas in 10 randomly selected hospitals.
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The specific work areas were the OR, postanesthesia care unit, ICU, and emer-
gency department. In this paper, we refer to these as ‘‘high hazard units’’ (HHUs).

The sampling frames in U.S. and VA hospitals consisted of 36,375 and
9,309 personnel, respectively. Both samples excluded individuals who no
longer worked at the facility and those who used a survey response postcard to
indicate that they did not wish to participate.

Analysis of Data

Weighting of Data. Two U.S. hospitals were excluded from analysis because
AHA data suggested improbably high nurse staffing ratios. One VA hospital
was dropped because it returned data for physicians only. For the remaining
hospitals, we employed weighting techniques to reflect the two sampling
frames accurately (Singer et al. 2003; Hartmann et al. 2008). Identical
weighting calculations were performed for each sample. First, we determined
separate sampling and nonresponse weights. Regarding the latter, for the U.S.
hospital sample we calculated a nonresponse weight for each workgroup
(senior managers, physicians, and other employees) within each hospital. In
VA hospitals, we calculated four nonresponse weights: for senior managers,
physicians, HHU employees, and regular staff for each hospital. Then, in
both samples, we multiplied the nonresponse and sampling weights and used
the resulting ‘‘combined weight’’ to calculate a proportional weight that
accounted for hospital size differences.

Statistical Analysis. For all analyses, the unit of analysis was the individual.
Initially, we compared sample characteristics of respondents in U.S. and VA
hospitals. We compared overall mean PPR in each hospital, graphically
distinguishing hospitals from the U.S. and VA samples. We assessed internal
consistency reliability for the 12 dimensions of the PSCHO instrument by
calculating Cronbach’s a coefficients for proposed dimensions for each
sample. We compared average PPR among U.S. and VA hospitals for each
item and dimension.

The dependent variable for all statistical models was PPR for each
individual across all 39 PSCHO survey items, a summary measure we call
‘‘safety climate overall.’’ All models included variables describing individual
respondents (i.e., gender, age, length of time at institution, job type, management
category, and employment in HHU) and the facilities in which they worked (i.e.,
geographic region, hospital size, urban location, and nurse staffing ratio).
Teaching status was not included in the models because major teaching status
was correlated with large hospital size (r 5 0.5, po.001) in both samples.
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We examined the relationship between PPR and respondent character-
istics in the United States and VA by estimating a separate hierarchical linear
model (HLM) for each sample. To test the appropriateness of using two-level
HLM to account for nesting of individuals within hospitals, we first ran random
effects ANOVA ‘‘empty’’ models that included no independent variables
(Snijders and Bosker 1999). Comparison of the two-level models with the linear
regressions revealed significant differences at the hospital level in both samples
(w2 5 449 and 21 for U.S. and VA hospitals, respectively; both po.001),
indicating that there were meaningful differences in PPR among staff from
different hospitals and that two-level random intercept models were preferred.
The models did not assume that PPR was uniformly represented within a facility;
rather, they allowed for variation within and across facilities at the individual
level. We did not use three-level HLMs to account for work-area variance due to
limitations of the work-area data.

To examine variance in observed sample characteristics between the
U.S. and VA hospitals and differential effects of sample characteristics on
PPR in the two groups, we conducted a regression-based decomposition
approach developed by Oaxaca and Blinder (Blinder 1973; Oaxaca 1973).
Oaxaca–Blinder decomposition has been broadly applied in the economics
literature and more recently in health services research (Kirby, Taliaferro,
and Zuvekas 2006; Shen and Long 2006; Hudson, Miller, and Kirby 2007).
We refer to systematic variance between the two samples in characteristics
associated with safety climate as the ‘‘sample-characteristics component’’
because it is explained by observable variation in sample characteristics. We
estimated the sample-characteristics component by using the U.S. hospital
model estimates as the reference model. The residual difference in PPR
between the two samples is called the ‘‘unexplained component’’ and
includes (a) differential effects of the sample characteristics in the model
between the two health care systems, and (b) differences in unobserved
factors such as differences in characteristics of patients. Thus, the sample-
characteristics component in our Oaxaca–Blinder decomposition measures
the expected difference in PPR assuming that the same model is applicable to
both systems, and the unexplained component measures the extent to which
the effects of observed and unobserved characteristics in the models differ
between U.S. and VA hospitals. In other words, the unexplained component
indicates how the U.S. and VA samples would differ if the distribution of the
sample characteristics were exactly the same.

Analyses were conducted using Stata (version 9.2), including the
Oaxaca module ( Jann 2008) for the Oaxaca–Blinder decomposition.
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RESULTS

Survey Response

Among the 67 U.S. hospitals studied, 13,841 individuals responded to the
survey (41 percent). Response rates for individual hospitals ranged from 13 to
100 percent. Response also varied by type of personnel, with 62 percent of
senior managers, 20 percent of physicians, and 50 percent of frontline em-
ployees responding.

For the 29 VA hospitals, we obtained an overall response rate of
50 percent (4,581 respondents). Response rates varied among hospitals (26–
73 percent) and among personnel (69 percent for senior managers, 38 percent
physicians, 38 percent HHU personnel, and 60 percent other staff).

Comparison of Sample Characteristics

All comparisons between the demographic characteristics of U.S. and VA
samples revealed statistically significant differences ( po.001; Table 1). Re-
spondents in U.S. hospitals were considerably younger than those in VA
hospitals. U.S. hospital personnel also worked less time at their facility and
were less likely to be male. They were more likely than VA personnel to work
in HHUs and to be nurses and senior managers. In the U.S. sample, respon-
dents more often worked in hospitals from the West, categorized as large, and
with higher nurse staffing ratios. They were less often in major teaching hos-
pitals and urban areas.

Safety-Climate Perceptions by Hospital

The graph displays the overall PPR and 95 percent confidence interval for
each of the 96 hospitals in our study, displayed from lowest PPR (best safety
climate) to highest (worst safety climate), differentiating between U.S. and VA
hospitals. The range in safety climate among U.S. hospitals is larger than
among VA hospitals, based on point estimates. In U.S. hospitals PPR varied
from 7.7 to 24.5 percent, and in VA hospitals the range was 11.6–23.3 percent.
More than twice as many VA hospitals fell in the bottom half of the distri-
bution (n 5 21) than in the top (n 5 8). The results, however, place individual
VA hospitals among both the top 10 and bottom 10 hospitals surveyed, and
uncertainty in the point estimates suggests few meaningful differences be-
tween U.S. and VA hospitals (Figure 1).
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Comparison of Safety-Climate Perceptions

Table 2 presents survey results by item and dimension. Cronbach’s a’s for all
dimensions were within an acceptable range (0.6–0.8) except for ‘‘Fear of
Shame’’ (0.4) and ‘‘Fear of Blame and Punishment’’ (0.5). The low reliabilities
for the latter two scales reflect the reduced number of common items remain-
ing after dropping those items that were not phrased identically in the U.S. and
VA surveys. Results for these dimensions are presented because the domains
represent potentially important aspects of safety climate; however, they
should be regarded as tentative and interpreted with caution.

0.0 5.0 10.0 15.0 20.0 25.0 30.0
1

V
A

 (
sh

ad
ed

) 
an

d
 o

th
er

 U
S

 h
o

sp
it

al
s 

(u
n

sh
ad

ed
) 

Overall percent problematic response with 95% confidence interval

Figure 1: Overall Percent Problematic Response (PPR) by Hospital, U.S. and
VA Hospitals 2006
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Table 2: Mean Percent Problematic Response (PPR) among All Respon-
dents by Item and Dimension: U.S. and VAn

Dimensionsw and Text of Item

Problematic Response Rate
(Cronbach’s a Coefficient)

U.S. VA

Hospital contributions to safety climate
Senior managers’ engagement 14.7(0.80) 18.6(0.82)

Senior management has a clear picture of the risks associated
with patient care.

14.2 17.7

Senior management has a good idea of the kinds of mistakes that
actually occur in this facility.

17.6 20.4

Senior management supports a climate that promotes patient
safety.

9.6 12.2

Senior management considers patient safety when program
changes are discussed.

10.8 14.6

Patient safety decisions are made by the most qualified people,
regardless of rank or hierarchy.

22.1 29.7

Good communication flow exists up and down the chain of
command regarding patient safety issues.

13.8 17.2

Organizational resources for safety 13.6(0.65) 16.4(0.63)
I have enough time to complete patient care tasks safely. 18.1 20.5
I am provided with adequate resources (personnel, budget, and

equipment) to provide safe patient care.
17.9 24.4

I have received sufficient training to enable me to address
patient safety problems.

6.9 8.1

This facility devotes sufficient resources to follow up on
identified safety problems.

11.4 12.5

Overall emphasis on patient safety 9.0(0.57) 9.7(0.57)
Compared with other facilities in the area, this facility cares

more about the quality of patient care it provides.
10.6 11.0

Overall, the level of patient safety at this facility is improving. 7.4 8.4

Work-unit contributions to safety climate
Unit managers’ support 18.8(0.59) 21.7(0.59)

Management in my unit helps me overcome problems that
make it hard for me to provide safe patient care.

19.4 25.1

In my unit, management puts safety at the same level of
importance as meeting the schedule and productivity.

19.8 19.6

Whenever pressure builds up, management in my unit wants us
to work faster, even if it means taking shortcuts that might
negatively affect patient safety.

17.2 20.5

Unit safety norms 9.9(0.57) 10.6(0.61)
My unit takes the time to identify and assess risks to ensure

patient safety.
6.7 7.9

continued
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Table 2. Continued

Dimensionsw and Text of Item

Problematic Response Rate
(Cronbach’s a Coefficient)

U.S. VA

My unit does a good job managing risks to ensure patient safety. 5.7 6.9
In my unit, there is significant peer pressure to discourage unsafe

patient care.
23.2 20.6

In my unit, anyone found to intentionally violate standards or
safety rules is corrected.

7.2 10.0

Deliberate violations of standard operating procedures are rare
in my unit.

6.6 7.5

Unit recognition and support for safety efforts 28.7(0.63) 31.0(0.64)
My unit recognizes safety achievement through rewards and

incentives.
47.8 48.3

I am rewarded for taking quick action to identify a serious
mistake.

34.8 39.1

My unit provides training on teamwork in order to improve
patient care performance and safety.

22.0 24.4

My performance is evaluated against defined safety standards. 10.8 12.0

Collective learning 8.9(0.69) 10.3(0.70)
Mistakes have led to positive changes in my unit. 9.8 11.7
On my unit, we identify and fix safety problems before an

incident actually occurs.
9.4 11.3

Our process of accident and incident investigation is
effective at identifying root causes.

9.6 10.7

In my unit, patient safety problems and errors are
communicated to the right people so that the problem can
be corrected.

6.9 7.4

Psychological safety 12.2(0.63) 14.4(0.65)
Staff feel comfortable questioning the actions of those with

more authority when patient safety is at risk.
19.0 22.1

Staff freely speak up if they see something that may
negatively affect patient care.

10.3 11.2

I am comfortable reporting safety concerns without fear of
being punished by management.

7.3 9.7

Problem responsiveness 12.5(0.69) 15.2(0.70)
Bringing patient safety concerns to management’s attention

usually results in the problem being addressed.
13.8 17.4

When I take the time to communicate about patient safety
problems there is appropriate follow-up.

11.1 13.0

Interpersonal contributions to safety climate
Fear of shame 4.8(0.44) 5.3(0.41)

Asking for help is a sign of incompetence. 5.9 6.1

continued
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The overall average PPR (i.e., mean of individual item means) was not
significantly different in U.S. (mean 5 15.9, SD 5 1.61) and VA hospitals
(mean 5 17.2, SD 5 1.56; p 5 .55). For 10 of the 12 individual dimensions,
mean PPR was lower in U.S. than in VA hospitals. However, a smaller per-
centage of VA than U.S. respondents indicated fear of blame or punishment
and that they witnessed or participated in unsafe care.

Relationship of Safety Climate and Sample Characteristics

All respondent characteristics, with the exception of time worked in the hos-
pital, related significantly and in the same direction to safety climate overall in
both samples (Table 3a). Being male and a nurse were positively related to
PPR (worse safety climate), while age 450, being a senior manager and
working in an HHU were negatively correlated with PPR (better safety cli-
mate). The magnitude of these correlations, however, differed somewhat by
sample. PPR among men was higher than among women by 0.8 and 2.6
percentage points in U.S. and VA hospitals, respectively. PPR among senior
managers was lower than among nonsenior managers by 4.6 percentage
points in U.S. hospitals and by 7.3 percentage points in the VA.

Table 2. Continued

Dimensionsw and Text of Item

Problematic Response Rate
(Cronbach’s a Coefficient)

U.S. VA

If I make a mistake that has significant consequences and
nobody notices, I do not tell anyone about it.

3.6 4.4

Fear of blame and punishment 32.2(0.54) 23.1(0.53)
If people find out that I made a mistake, I will be disciplined. 35.6 25.9
Clinicians who make serious mistakes are usually punished. 28.8 20.4

Other aspects of safety climate
Provision of safe care 36.4(0.67) 36.0(0.63)

In the last year, I have witnessed a coworker do something
that appeared to me to be unsafe for the patient.

31.1 29.7

I have never witnessed a coworker do something that
appeared to me to be unsafe patient care.

41.7 42.2

Overall averagez 15.9 17.2

nAll means were calculated using weights.
wMean of all items in dimension averaged to calculate dimension mean.
zOverall means for U.S. and VA not significantly different from each other (t-test, p 5 .83).

VA, Veterans Health Administration.
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In contrast, characteristics of the facilities in which respondents worked
related to safety climate in considerably different ways in the two samples. For
U.S. hospitals, all facility characteristics with the exception of urban location
related significantly to safety climate. For example, larger size was associated
with higher PPR while a higher nurse staffing ratio was associated with lower
PPR. In the VA, only working in the South and in an urban location were
significantly correlated with safety climate, and in both instances the direction
of correlation was opposite that of U.S. hospitals. VA employees working in
the South had higher PPR than VA employees in the West. However, em-
ployees in Western U.S. hospitals had higher PPR than all other regions. VA
employees working in urban hospitals had higher PPR than employees work-
ing in nonurban locations; the opposite was true for U.S. hospital employees.

Oaxaca–Blinder Decomposition of Safety-Climate Results

The Oaxaca–Blinder decomposition analysis allowed us to quantify the extent
to which the predicted difference in PPR between the U.S. and VA hospitals

Table 3a: Association of Individual Mean Percent Problematic Response
(PPR) with Individual and Facility Characteristics

Variable

Hierarchical Linear Models
Coefficient (SE)

U.S. VA

Individual characteristics
Male 0.843n � 0.37 2.628nn � 0.63
Age 450 years � 1.990nn � 0.34 � 1.724nn � 0.6
Time at facility 410 years 0.253 � 0.33 1.115 � 0.6
Being nurse 3.717nn � 0.34 4.616nn � 0.66
Being senior manager � 4.596nn � 0.87 � 7.250nn � 1.82
Employment in HHU 3.078nn � 0.38 2.739nn � 1.01

Facility characteristics
Region South � 0.947n � 0.42 2.970nn � 0.93
Region Midwest � 2.596nn � 0.47 � 1.401 � 0.91
Region East � 1.547nn � 0.4 � 0.919 � 0.88
Bedsize (large) 1.731nn � 0.36 1.068 � 0.72
Urban location � 0.381 � 0.4 2.860nn � 1.08
Nurse staffing ratio � 0.119nn � 0.04 0.051 � 0.1
Intercept 15.71nn � 0.58 10.88nn � 1.94

nnpo.01, npo.05.

HHU, high hazard unit; SE, standard error; VA, Veterans Health Administration.
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was due to (a) variation in the two systems’ distributions of sample charac-
teristics (sample characteristics component) and (b) differences in the U.S.
and VA model characteristics as expressed by the values of the coefficients
(unexplained component). The model calculated the difference between
sample characteristics and unexplained components based on the coefficients
from the U.S. hospital model for each variable and the difference between the
distributions of each characteristic for each sample. That is, ŶVA � ŶU:S: ¼
b̂U:S:ðXVA � XU:S:Þ gives the effect of the difference in characteristic X between
U.S. and VA hospitals on the predicted PPR, using the U.S. hospital model
(i.e., b̂U:S:) as the reference.

The net difference in safety climate, based on the predicted means of the
U.S. and VA models, was 1.39 higher predicted PPR for the VA (Table 3b).
Some of this difference was attributable to observed sample characteristics.
For example, male respondents had higher PPR in VA than U.S. hospitals

Table 3b: Differences in U.S. and VA Safety Climate, Decomposition Results

Mean [95% CI]/(SE)

Predicted mean PPR for
Non-VA 15.3 [16.1–17.2]
VA 16.7 [14.9–15.6]

Total difference between U.S. and VA (based on
predicted means)

1.39nn � 0.33

Difference attributable to variation inw

Male 0.108n � 0.048
Age 450 years � 0.298nn � 0.054
Time at facility 410 years 0.036 � 0.046
Being nurse � 0.115nn � 0.034
Being senior manager 0.032n � 0.015
Employment in HHU � 0.373nn � 0.05
Region South 0.041n � 0.02
Region Midwest � 0.194nn � 0.04
Region East � 0.147nn � 0.041
Bedsize (large) � 0.028 � 0.017
Urban location � 0.066 � 0.07
Nurse staffing ratio 0.237nn � 0.07

Difference attributable to variation in sample characteristics � 0.766nn � 0.16
Difference attributable to differences in model coefficients

(differential effects of sample characteristics)
2.160nn � 0.35

nnpo.01, npo.05.
wThese use U.S. model estimates from Table 3a as reference.

CI, confidence interval; HHU, high hazard unit; PPR, percent problematic response; SE, standard
error; VA, Veterans Health Administration.
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(Table 3a). Because the VA also had more male respondents, the result was a
higher predicted PPR for the VA sample——on average by 0.108 percentage
points (Table 3b). On the other hand, the impact of the VA sample having
more respondents older than 50 than the U.S. sample was that the VA’s
predicted PPR for this factor was � 0.298, because this characteristic was
associated with lower PPR. The aggregate impact of variation between U.S.
and VA hospitals in the distribution of sample characteristics was � 0.766,
suggesting that the predicted VA PPR should be 0.77 percentage points lower
than that for U.S. hospitals (based on the U.S. hospital sample as the refer-
ence). However, the unexplained component accounted for a larger portion of
the difference in safety climate between U.S. and VA hospitals than the sample
characteristics component. The differential effects of observed characteristics
(i.e., differences in model coefficients) plus differences in unobserved char-
acteristics predicted average PPR in the VA to be 2.160 percentage points
higher than in U.S. hospitals.

DISCUSSION

This study is the first to compare hospital safety climate between two funda-
mentally different sets of hospitals: one a nationally integrated hospital net-
work, the other predominantly independent general acute-care hospitals. The
study summarizes safety climate in the VA and other U.S. hospitals and factors
influencing safety climate in each setting. Results also show how sample
characteristics contribute to differences in safety climate between settings.

Overall, we found no difference in safety climate between U.S. and VA
hospitals on average, based on descriptive statistics. Differences with respect
to specific dimensions were significant, generally favoring U.S. hospitals.
However, the range in safety-climate results among U.S. hospitals substan-
tially overlapped, suggesting that neither population has achieved superior
safety climate. In addition, relative to high reliability organizations, such as
naval aviation, which serve as the ‘‘gold standard’’ for safety achievement
despite hazardous and demanding conditions, safety climate in both U.S. and
VA settings was considerably worse (Gaba et al. 2003). This finding does not
support our first hypothesis, that participating in a nationally integrated hos-
pital network would be associated with stronger safety climate. It appears that
potential advantages associated with the system’s intense focus on safety im-
provement and its ability to implement uniformly its improvement program
may have been outweighed by local considerations. While institutional pro-
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grams may facilitate the ability of local managers to improve safety, they may
not be targeted closely enough to the actual challenges of the workplace to
make a difference alone.

We also found that characteristics of individuals influenced safety
climate consistently across settings when controlling for other factors. Older
age and more seniority corresponded to more positive perceptions of safety
climate, while working as a nurse or in an HHU were associated with more
negative perceptions. These findings are consistent with studies showing
perceptions of safety climate differ by workgroup and management level
(Pronovost et al. 2003; Sexton et al. 2006c; Singer et al. 2008a, 2009). In
contrast, facility characteristics influenced safety climate differently in U.S.
and VA samples. Working in southern and urban facilities corresponded with
higher PPR among VA employees and lower PPR in the U.S. sample. Other
studies have found similarly mixed results regarding effects of geographical
and structural characteristics within non-VA hospitals (Baldwin et al. 2004;
Coburn et al. 2004; Loux, Payne, and Knott 2005; Longo et al. 2007). Also
consistent with prior studies (Aiken et al. 2002; Stone et al. 2007; Weissman
et al. 2007), we found that higher nurse staffing ratios were associated with
lower PPR in U.S. hospitals.

Decomposition analysis examined the influence of (1) variation in the
distribution of observed sample characteristics among personnel in an inte-
grated network compared with other U.S. hospitals and (2) differential effects of
sample characteristics in each group. The overall difference between the sam-
ples, that is, the influence of (1) and (2) together, was a 1.4 percentage point
higher PPR for the VA. We hypothesized that variations in sample charac-
teristics between settings would explain more of this difference in safety climate
than would differences in effects of those sample characteristics. Our results do
not support this hypothesis. Instead, it was the differential effects of sample
characteristics that explained more of the difference in safety climate between
U.S. and VA hospitals. The difference based on the distribution of all the VA
sample characteristics compared with U.S. characteristics was negative, indi-
cating that the VA would be expected to have a 0.77 percentage point lower
PPR based on observed sample characteristics alone. The unexplained differ-
ence, indicating the differential effect of sample characteristics, was 2.2 per-
centage points higher PPR in VA than in U.S. hospitals. This second difference
was driven primarily by two factors: region and location, both of which act in
opposite directions on PPR in the U.S. and VA models, and by unobserved
characteristics. Decomposition of the residual suggests that our model
explained just 5.9 percent of the variation in the outcome measure. Future
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research should explore additional characteristics of hospitals and factors driv-
ing the effects of region and location in order to determine whether some
modifiable factors may be involved that could provide leverage for change.

Our results suggest that characteristics of respondents and their work
facilities influence safety-climate scores. Thus, in comparing safety climate
among hospitals or over time in hospitals whose respondent characteristics
may have changed, it is important to include known characteristics in ana-
lyses. Such longitudinal studies would also provide opportunity for research
on how the effects of respondent characteristics on PPR change over time.

Results should be interpreted within the context of several limitations.
This was a cross-sectional study; thus, we cannot make assertions about
causality. We cannot explain the mechanisms underlying effects of various
factors on safety climate. Nor can we differentiate the effect on safety climate
of observed from unobserved characteristics in the unexplained component
of the difference between samples. We cannot rule out nonresponse bias as a
factor in our results. The methodology in both settings aimed to maximize
response rates while maintaining the voluntary and anonymous nature of the
surveys. While the VA sample achieved a response rate that is similar to that
of other studies of this type (Asch, Jedrziewski, and Christakis 1997; Jepson
et al. 2005), the overall response rate in the U.S. sample was lower. We
adjusted for nonresponse and sampling bias through the use of weights in our
analysis; however, it is possible that results do not accurately represent the
facilities or populations intended. A related issue is the representativeness of
the hospitals in each sample. We conducted a stratified random sampling
strategy in both settings, but since participation was voluntary, sampled fa-
cilities may differ from facilities in their respective populations in unantic-
ipated ways. As noted, administration dates and recruitment and sampling
strategies also differed slightly between U.S. and VA samples. Although
recruited on the basis of size and region rather than PSI rates, those rates
among the U.S. hospital sample did not differ from those of U.S. hospitals
overall. In addition, within the U.S. hospital sample we found no difference
when we compared overall mean PPR between over-sampled hospitals and
the other hospitals in that sample. Finally, while our models included vari-
ables associated with safety climate in the literature, we were limited by
variables available in our datasets.

Nevertheless, the methodology employed in our study represents an
advance over prior research. In particular, the decomposition analysis pro-
vides information about systematic differences in sample characteristics and
the effects of specific characteristics on safety climate in different settings. By
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achieving a more thorough understanding of what is driving apparent differ-
ences in safety-climate survey results among hospitals we can proceed more
clearly toward developing effective improvement interventions.

The results presented suggest that continued efforts are needed to im-
prove safety climate in hospitals. While participation in systems can provide
some advantages in this regard, the large unexplained component of safety
climate from the regression estimates suggests that other factors, such as hos-
pitals’ emphasis on creativity and innovation and their leaders’ abilities to
motivate, implement, and sustain improvement, may matter more.
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BACKGROUND: Unhealthy alcohol use is prevalent but
under-diagnosed in primary care settings.

OBJECTIVE: To validate, in primary care, a single-item
screening test for unhealthy alcohol use recommended
by the National Institute on Alcohol Abuse and Alco-
holism (NIAAA).

DESIGN: Cross-sectional study.

PARTICIPANTS: Adult English-speaking patients
recruited from primary care waiting rooms.

MEASUREMENTS: Participants were asked the single
screening question, “How many times in the past year
have you had X or more drinks in a day?”, where X is 5
for men and 4 for women, and a response of >1 is
considered positive. Unhealthy alcohol use was defined
as the presence of an alcohol use disorder, as deter-
mined by a standardized diagnostic interview, or risky
consumption, as determined using a validated 30-day
calendar method.

MAIN RESULTS: Of 394 eligible primary care patients,
286 (73%) completed the interview. The single-question
screen was 81.8% sensitive (95% confidence interval
(CI) 72.5% to 88.5%) and 79.3% specific (95% CI 73.1%
to 84.4%) for the detection of unhealthy alcohol use. It
was slightly more sensitive (87.9%, 95% CI 72.7% to
95.2%) but was less specific (66.8%, 95% CI 60.8% to
72.3%) for the detection of a current alcohol use
disorder. Test characteristics were similar to that of a
commonly used three-item screen, and were affected
very little by subject demographic characteristics.

CONCLUSIONS: The single screening question recom-
mended by the NIAAA accurately identified unhealthy
alcohol use in this sample of primary care patients.
These findings support the use of this brief screen in
primary care.

KEY WORDS: alcohol screening test; alcoholics; primary care validation;

NIAAA.
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INTRODUCTION

Unhealthy alcohol use, the spectrum from risky consumption
to the alcohol use disorders, alcohol abuse and dependence, is
prevalent in the primary care setting and is under-diagnosed1.
Screening and brief intervention by primary care physicians
for those with unhealthy alcohol use reduces risky consump-
tion2. Because of this, practice guidelines recommend univer-
sal screening3. Time is limited, however, and commonly-used
alcohol screening instruments are comprised of multiple
questions, often do not cover the full spectrum of unhealthy
use, can be time consuming to administer and may require
scoring4,5. Consequently, many patients are not screened6,7.
Single-question screening tests for unhealthy alcohol use may
help to increase the frequency of screening in primary care.
The National Institute on Alcohol Abuse and Alcoholism
(NIAAA) recommends, in its clinician’s guide, one such single-
question screen for unhealthy alcohol use8. The recommended
question asks “How many times in the past year have you had
X or more drinks in a day?” (where X is 5 for men and 4 for
women, and a response of ≥ 1 is considered positive). While
similar single-question screens (which used different phrasing,
alcohol quantity and time cutoffs) have been validated in
various settings, the NIAAA recommended screening test has
not been validated in the primary care setting9–12. Because of
the wide dissemination of this guide and practice recommen-
dation, we attempted to validate this version of the screening
question in a sample of primary care patients.

SUBJECTS AND METHODS

Subjects

Subjects were selected by a research associate who systemat-
ically approached patients in the waiting room of a primary
care clinic in an urban safety net hospital. Prior to being
approached for eligibility screening patients saw no advertise-
ment or indication by the research associate as to what the
study was about. Patients who were under the age of 18 were
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excluded, as were those who, in the judgment of the research
associate, would be unable to complete the questionnaire
because of limited English, cognitive impairment or acute
illness. People in the waiting room accompanying patients
who reported not themselves being patients of the clinic were
also excluded. The Institutional Review Board of Boston
University Medical Center reviewed and approved all study
procedures.

Data Collection

Interviews were conducted by trained research staff in a
private setting and data were recorded anonymously, unac-
companied by any unique identifiers.

Screening Question. In accordance with the strategy recom-
mended in the NIAAA Clinician’s Guide, subjects were first
asked a pre-screening question, “Do you sometimes drink
alcoholic beverages?”, and then the single screening question,
“How many times in the past year have you had X or more
drinks in a day?” (where X is 5 for men and 4 for women, and a
response of ≥1 is considered positive). Subjects responding
negatively to the pre-screening question were still asked the
single screening question. If asked to clarify, the research
associate provided definitions of a standard drink (12 ounces
of beer, 5 ounces of wine, or 1.5 ounces of 80 proof spirits). For
comparison purposes, the three-item Alcohol Use Disorders
Identification Test-Consumption (AUDIT-C) was administered
following the single-question screen and before the other
assessments13. After this, alcohol consumption and the pres-
ence or absence of an alcohol use disorder were assessed using
reference standards.

Risky Alcohol Consumption Amounts. A validated calendar-
based method (the timeline followback) was used for the
measurement of alcohol consumption14. Using this method,
subjects estimated the amount of alcohol consumed on each of
the 30 days preceding the interview (summarized in analyses
using the same standard drink definitions that appear above).
Subjects were considered to have consumed risky amounts of
alcohol if their average weekly alcohol intake over the
preceding 30 days exceeded recommended limits (>14 drinks
per week for men and >7 drinks per week for women) or if they
reported exceeding recommended daily limits (>4 drinks per
occasion for men and >3 drinks per occasion for women) on
any of the 30 days15. Average weekly alcohol intake was
calculated by multiplying by 7 the average number of
standard drinks consumed per day during the 30 days.

Alcohol Related Problems. Subjects were then asked if they
had ever experienced any of a list of problems related to alcohol
use, from the Short Inventory of Problems (SIP)16. Subjects
were considered to have alcohol related problems if they
consumed risky amounts of alcohol and responded positively
to any of the 15 SIP questions.

Alcohol Use Disorders. The computerized version of the
Composite International Diagnostic Interview (CIDI) Substance
Abuse Module was used for the assessment of current
(12-month) alcohol use disorders (abuse and dependence)17.

This structured questionnaire was administered by the research
assistant, and subject responses were recorded electronically.
The responses were then analyzed, using an algorithm, to yield a
Diagnostic and Statistical Manual of Mental Disorders, Fourth
Edition (DSM-IV) diagnosis of alcohol abuse or dependence.
Subjects with alcohol abuse or dependence as determined by the
CIDI and who reported experiencing symptoms within the past
12 months were considered to have a current alcohol use
disorder.

Unhealthy Alcohol Use. Subjects with unhealthy alcohol use
either consumed risky amounts of alcohol (with or without
associated alcohol problems), or had a current alcohol use
disorder based on (as defined above) the timeline followback
and the CIDI, respectively.

STATITICAL ANALYSIS

We calculated the sensitivity (proportion of subjects with the
condition of interest who tested positive), specificity (propor-
tion of subjects without the condition of interest who tested
negative) and likelihood ratios for the single-question screen
for the detection of risky alcohol consumption amounts, risky
consumption associated with problems, a current alcohol use
disorder, or for unhealthy alcohol use in general (either the
consumption of risky amounts or a disorder, the usual target
for universal screening). A positive likelihood ratio is deter-
mined by dividing the sensitivity by (1 - specificity), while a
negative likelihood ratio is (1 - sensitivity) divided by the
specificity. The NIAAA clinician’s guide recommends a two-
step screening process: subjects are asked if they sometimes
drink alcoholic beverages, and only those who answer affirma-
tively are asked the screening question. In the main analysis
we determined the test characteristics of this approach. In a
sensitivity analysis we also determined the test characteristics
of the single-question alone, without regard to the response to
the pre-screening question. For comparison with the single-
question screen, we calculated the sensitivity, specificity and
likelihood ratios of the AUDIT-C for the detection of the same
conditions. The AUDIT-C, which consists of three items, each
with four possible responses, yields a score between 0 and 12.
A total of more than three points is considered a positive test18.
We calculated 95% confidence intervals using published
formulas19. Statistical analyses were performed using Version
9.1 of the SAS System (copyright SAS Institute Inc.).

RESULTS

Subject recruitment. Of the 1,781 people approached, 903
(51%) agreed to be screened for study eligibility (Fig. 1). Of
these, 509 (56%) were ineligible for the study: 302 (33%) did
not speak English, and 207 (23%) were not clinic patients. Of
the 394 patients who were eligible, 4 (1%) refused to
participate and 87 (22%) did not show up for the planned
interview after the visit with their physician. Of the 303
subjects who arrived and gave consent to participate, 3 (1%)
were unable to complete the interview. The data of 14 subjects
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(5%) were lost due to an electronic error, leaving 286 subjects
whose data were analyzed (73% of those eligible).

Subject Characteristics. Of the 286 subjects, 54% were women,
and the median age was 49 (range 21–86) (Table 1). The
majority of subjects (63%) identified themselves as black or
African-American, with whites (17%) and Hispanics (16%)
comprising most of the remainder. Most (78%) had completed
high school, but only 14% had completed college. Unhealthy
alcohol use was reported by 31% of subjects: 6% consumed
risky amounts but did not have alcohol-related problems or a
disorder; 13% consumed risky amounts and had problems but
no current disorder; and 12% had a current alcohol use
disorder (2% of subjects reported a past year alcohol use
disorder, but not past month risky consumption). The lifetime
prevalence of alcohol use disorders (44%) and drug use
disorders (47%) was high.

Test Characteristics. The single-question screen was 81.8%
sensitive (95% CI 72.5% to 88.5%) and 79.3% specific (95% CI
73.1% to 84.4%) for the detection of unhealthy alcohol use
(Table 2). It was slightly more sensitive (87.9%, 95% CI 72.7%
to 95.2%) and was less specific (66.8%, 95% CI 60.8%
to72.3%) for the detection of a current alcohol use disorder.
The longer AUDIT-C screen was slightly less sensitive (73.9%,
95% CI 63.8% to 81.9%) for the detection of unhealthy alcohol
use and slightly more specific (82.8%, 95% CI 77.0% to 87.4%)
for the detection of an alcohol use disorder, but overall its test
characteristics were similar to those of the single-question
screen. Subject gender, ethnicity, education and primary
language affected point estimates of the sensitivity and
specificity of the single item screen very little, though some
groups had small sample sizes and so larger differences could
not be excluded (Table 3). In a sensitivity analysis, disregarding

the pre-screening question response resulted in slightly
increased sensitivity (87.5%, 95% CI 79.0% to 92.9%), and
decreased specificity (73.7%, 95% CI 67.2% to 79.4%) for the
detection of unhealthy alcohol use, when compared to analysis
of responses to the single item screening question only when
the patient reported sometimes using alcohol.

CONCLUSION

A single-question screen was sensitive and specific for the
detection of unhealthy alcohol use in a sample of primary care
patients. Its test characteristics were similar to those of a

Table 1. Subject Characteristics

Characteristic (n = 286) (%, n)

Female 54.2 (155)
Age

Mean ± SD 49.0 ± 12.3
Median (Range) 49.0 (21–86)

Education
Some high school 28.3 (81)
High school graduate 37.4 (107)
Some college 20.6 (59)
College graduate 9.8 (28)
Post-graduate education 3.9 (11)

Race
American Indian/Alaskan Native 2.8 (8)
Asian 2.5 (7)
Black or African American 62.6 (179)
Native Hawaiian/PI 1.0 (3)
White 17.1 (49)
Unknown 14.0 (40)

Hispanic or Latino ethnicity 16.1 (46)
English is first language 78.0 (223)
Drug use

Past year drug use* 34.6 (99)
Past year drug use disorder† 12.2 (35)
Lifetime drug use disorder† 46.5 (133)

Alcohol use
Unhealthy alcohol use║ 30.8 (88)
Risky consumption amounts‡ 28.7 (82)
Without alcohol related problems
or current disorder†§

6.3 (18)

With alcohol related problem, but no disorder†§ 12.9 (37)
Problem use or a disorder†§ 24.5 (70)
Current (12 month) alcohol use disorder† 11.5 (33)
Current alcohol abuse† 2.8 (8)
Current alcohol dependence † 8.7 (25)
Any lifetime alcohol use disorder
(abuse or dependence)†

44.1 (126)

Any lifetime alcohol problems 50.0 (143)

*As part of the CIDI interview subjects are asked about their use, during
the past 12 months, of illicit drugs or of prescription drugs for non-
medical reasons
†Lifetime and current alcohol and drug use disorders as determined by
responses to the CIDI
‡For men, an average > 14 drinks per week over the past 30 days, or > 4
drinks on any one day during the past 30 days (for women, >7 drinks
per week, or >3 drinks per occasion)
§Subjects were considered to have alcohol related problems if they
consumed risky amounts of alcohol and responded positively to any of
the 15 Short Inventory of Problems (SIP) questions
║Hazardous consumption amounts, problem use, or current disorder.
Some subjects reported a current (past year) disorder but not (past
month) hazardous consumption amounts
¶A positive response to any of the questions from the SIP questionnaire

Approached (n=1781) 

Screened (n=903) 

Refused screening (n=878) 

Excluded (n=509) 

  No English (n=302) 

  Not clinic patient (n=207) 

  Cognitive impairment (n=0) 

Eligible (n=394) 

Not consented (n=91) 

  Refused participation (n=4) 

  No show for interview (n=87) 

Consented (n=303) 

Incomplete interview (n=17) 

    Lost data (n=14) 

    Patient unable to complete (n=3) 

Completed interview (n=286) 

Figure 1. Recruitment of subjects.
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longer screening tool in this sample, as well as in numerous
studies reported in the literature13,20–23.

Unhealthy alcohol use is prevalent in primary care, and
brief intervention in this setting effectively reduces consump-
tion among those without dependence, and improves patient
outcomes1,2. Lack of detection of unhealthy alcohol use,
however, stands as a barrier to such treatment6. Time
constraints in the primary care setting have been cited as a
reason for non-adherence to screening and prevention guide-
lines in general, and for the under-diagnosis of unhealthy
alcohol use specifically (according to one estimate, providing
all recommended preventive services to an average primary
care panel would require 7.4 hours out of each work day)24.
Among the best validated options for alcohol screening in
primary care settings are the CAGE questionnaire, the AUDIT,
and the MAST25–27. More recently, and therefore with fewer
validation studies in general care settings, researchers have
tested instruments as short as single items and as long as 80
items requiring scoring algorithms and keys for interpreta-
tion10,28. One widely known brief screening tool, the CAGE
questionnaire, while accurately identifying more severe un-
healthy alcohol use (i.e. dependence), was not developed to
detect risky consumption amounts or alcohol problems that
are more amenable to brief interventions in primary care29.
The MAST similarly identifies alcohol dependence and is less
well validated for detecting risky use and at 25 items (or 10
items for a briefer version) does not present advantages in
length25. The 10-item AUDIT, although well-validated for
detecting risky drinking, is less well known or used by primary
care physicians, likely in part because it requires scoring and it
is not easily memorized for incorporation into the medical
interview. The AUDIT and ASSIST may have promise as
electronic record systems with decision support become more

widespread (and as evidence for the validity of the ASSIST
accumulates). The ASSIST has one other major limitation — it
does not directly identify risky consumption amounts. The
single-question screen proposed by Williams et al. is not
identical to that recommended by the NIAAA but it too has
proven to be accurate for identifying unhealthy alcohol use
among emergency department patients, in primary care, and
among respondents to a household survey9,10,12. In summary,
in terms of brevity, ease of scoring, and validity for detecting
the conditions of interest in primary care, and therefore, likely
greater ease for widespread implementation as recommended
by practice guidelines, the single item recommended by NIAAA
appears to have favorable characteristics.

The results we report are similar to those from studies using
different populations and different formulations of the single-
question alcohol screen. This study adds to existing literature
by validating the version recommended by the NIAAA in a
sample of primary care patients — one of the main populations
in which it was intended to be used. This version of the single-
question screen was derived from a national household survey
on alcohol use, the results of which were reported by Dawson,
et al.15. While they did not report test characteristics, and
although the subjects were not primary care patients, analysis
of their published results yields a sensitivity of 89.8% and a
specificity of 68.3% for the detection of a current alcohol use
disorder, results which were very close to those reported in the
current study. In addition to being recommended for wide-
spread use by a health authority, the question phrasing
normalizes drinking of large amounts likely increasing honesty
in replies, and it directly queries amounts that are defined as
risky by national guidelines. The similar single-question
screen proposed by Williams et al. that used different cut-off
values (‘When was the last time you had more than X drinks in

Table 3. Single question Screen for the Detection of Unhealthy Alcohol Use, in Selected Subgroups

n Sensitivity (95% CI) Specificity (95% CI)

Male 131 82.5% (70.6%, 90.2%) 71.6% (60.5%, 80.6%)
Female 155 80.6% (63.7%, 90.8%) 83.9% (76.4%, 89.3%)
Non-Hispanic white 45 78.6% (52.4%, 92.4%) 87.1% (71.2%, 94.9%)
Non-Hispanic black 176 79.0% (66.7%, 87.5%) 79.0% (70.8%, 85.4%)
Hispanic 46 93.3% (70.2%, 98.8%) 71.0% (53.4%, 83.9%)
English primary language 223 80.0% (69.6%, 87.5%) 77.7% (70.3%, 83.7%)
English not primary language 63 92.3% (66.7%, 98.6%) 84.0% (71.5%, 91.7%)
High school graduate 205 78.7% (66.9%, 87.1%) 79.9% (72.6%, 85.6%)
Not high school graduate 81 88.9% (71.9%, 96.2%) 77.8% (65.1%, 86.8%)

Table 2. Sensitivity, Specificity and Likelihood Ratios for the Detection of Unhealthy Alcohol Use: Single Screening Question and AUDIT-C
(n=286)

For detection of: Sensitivity (95% CI) Specificity (95% CI)

Single Question AUDIT-C Single Question AUDIT-C

Risky consumption amounts 84% (75%, 91%) 74% (64%, 83%) 78% (72%, 84%) 81% (76%, 86%)
Alcohol related problems or disorder 84% (74%, 91%) 80% (69%, 88%) 75% (69%, 80%) 80% (74%, 85%)
Current alcohol use disorder 88% (73%, 95%) 88% (73%, 95%) 67% (61%, 72%) 72% (67%, 78%)
Unhealthy alcohol use (risky amounts or disorder) 82% (73%, 89%) 73.9% (64%, 82%) 79% (73%, 84%) 83% (77%, 87%)
For detection of: Positive LR (95% CI) Negative LR (95% CI)

Single Question AUDIT-C Single Question AUDIT-C
Risky consumption amounts 3.9 (3.0, 5.2) 4.0 (2.9, 5.5) 0.2 (0.1, 0.3) 0.3 (0.2, 0.4)
Alcohol related problems or disorder 3.4 (2.6, 4.3) 4.0 (3.0, 5.4) 0.2 (0.1, 0.4) 0.3 (0.2, 0.4)
Current alcohol use disorder 2.6 (2.1, 3.3) 3.2 (2.5, 4.0) 0.2 (0.1, 0.4) 0.2 (0.1, 0.4)
Unhealthy alcohol use (risky amounts or disorder) 4.0 (3.0, 5.3) 4.3 (3.1, 6.0) 0.2 (0.1, 0.4) 0.3 (0.2, 0.4)
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1 day,’ with X=4 for women and 5 for men, and a response of
less than 3 months ago considered a positive screen) yielded
sensitivities of between 80% and 85% and specificities of
between 70% and 77% for the detection of unhealthy alcohol
use, and was validated in a sample of primary care patients by
Seale, et al.10,12. A third formulation of the single-question
screen, using the third question of the AUDIT and its multiple
response options (‘How often in the last year have you had 6 or
more drinks on one occasion’ with a response other than
‘never’ considered a positive screen), had a sensitivity of 77%
and a specificity of 83% for the detection of unhealthy alcohol
use in a sample of male veteran primary care patients, though
the sensitivity was lower in a separate study of female
veterans (both findings confirmed in subsequent studies of
non-veterans)11,13,20,21. These comparisons suggest that using
slightly different cut-offs or changing the phrasing of the
question affects the test characteristics to only a small degree.

In order for a screening test for unhealthy alcohol use to be
useful, it must be applicable to the broad range of people seen
in primary care. The diversity of our subject sample allowed us
to examine the effect of gender, ethnicity, primary language
and education on the accuracy of the single-question screen.
While variations were seen in the sensitivity and specificity of
the test across these groups, the differences were small. The
single-question screen performed well in an urban, predomi-
nately minority population, a population different from those
in which single-question screens had been tested previously.
This, taken together with the results of the other studies,
conducted in a number of different settings, of the other single-
question screens that similarly ask about heavy drinking,
lends strong support to their use.

Our study has several limitations. Almost half of the
patients approached in the primary care waiting room refused
to be screened for eligibility in the study, and approximately
one fourth of eligible subjects did not complete the study. A
lack of information about those who did not participate raises
the possibility that those studied were not representative of
primary care patients, potentially limiting the generalizability
of our results. A higher than expected proportion of subjects
reported substance use disorders, likely reflecting the fact that
they were recruited from an urban safety-net hospital located
in a community where the prevalence of such problems is high,
but potentially also reflecting selection bias. The evaluation of
a test in an atypical population can result in spectrum bias if,
for instance, the unusual severity of the condition renders it
more or less easily detectable. While the very close approxima-
tion of our results to those of this question and similar
questions in other settings suggests that such bias, if present,
is small, further study of the question’s test characteristics in a
more affluent, lower-risk population may be justified. A
limitation of the NIAAA recommended question, and, as far
as we know, of the other single-question screens, is that they
have not yet been validated languages other than English. This
represents another potential future area of study. Subjects
were also assured anonymity, a condition which improves the
accuracy of the reference standard interview but which may
also serve to over-estimate the accuracy of the screening test
itself. This is consistent, however, with the methodology of
most other alcohol screening test studies.

The single-question screen accurately identified subjects
with unhealthy alcohol use. Some patients who screen positive
will have severe alcohol use disorders requiring referral to

substance abuse treatment, while those who consume exces-
sive amounts of alcohol but have not experienced severe health
or interpersonal problems would benefit from brief interven-
tion by the primary care provider. The lack of an efficient way
to distinguish these two groups (the NIAAA Clinician’s Guide
recommends following up a positive screening test with 13
questions about drinking amounts and alcohol problems), is a
challenge that must be addressed when implementing screen-
ing for unhealthy alcohol use. The AUDIT and ASSIST, in
providing scores, provide a measure of severity. Even though
they may be too long for universal screening in many settings,
they might be done as brief assessments after a single-item
screening question is answered in the affirmative. But this
approach has not been tested or validated. Vinson et al. found
that two follow-up questions (about drinking in hazardous
situations and drinking more or for longer than intended)
could identify alcohol use disorders among those with a
positive response to a single-question screen30. This approach,
if validated, might represent a more efficient solution than
applying a longer test to all patients.

The single-question screen recommended by the NIAAA
accurately identified unhealthy alcohol use in this sample of
primary care patients. The sensitivity and specificity of this
single question was comparable to that reported for longer
instruments in other studies. These findings of validity
support the use of this brief screen in primary care as
recommended by NIAAA, which should, in turn, help with the
implementation of universal screening for unhealthy alcohol
use as recommended by national practice guidelines.
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Abstract Asthma 1-2-3 is a newly-developed low-liter-

acy multimedia education tool designed to promote asthma

self-care concepts among African American adults. An

expert panel (n = 10) informed content development for

the tool. The video script and storyboard imagery were

shown to 30 African Americans recruited from the Amer-

ican Lung Association, whose reactions and comments

guided further revisions. The final version was pilot tested

in three diverse community settings in Chicago to deter-

mine the efficacy of Asthma 1-2-3 at improving patient

understanding of asthma and its symptoms. In all, 130

adults participated in the pilot test. Knowledge scores

significantly improved from pretest to posttest following

presentation of the developed tool for subjects across all

literacy levels (Pretest: Mean = 4.2 [SD = 1.6]; Posttest:

M = 6.8 [SD = 2.0], P \ 0.001). Symptom pathophysi-

ology concepts were the least understood. Individuals with

low literacy had less total knowledge score gains compared

to those with marginal and adequate literacy (1.8, 2.6, and

3.2 respectively; P = 0.002). The multimedia tool signifi-

cantly improved understanding of asthma. Individuals with

limited literacy may require additional instruction, repeated

viewing, or added tangible cues (i.e. supplementary print

materials) to support knowledge retention. In general,

feedback from the target population was particularly

helpful in the development of the tool and its initial eval-

uation, and should be considered as a necessary step in the

creation of other patient education materials.

Keywords Asthma � Education � Knowledge �
Multimedia � Health literacy

Introduction

African American men and women in the United States are

disproportionately likely to be living with asthma when

compared to other groups [1, 2]. Several studies have

documented this racial disparity, such as Centers for Dis-

ease Control and Prevention (CDC) data that has shown

that between 1998 and 2006 African Americans suffered

from higher rates of asthma than nearly any other popu-

lation [3]. Suggested causes for this disparity include poor

living conditions, presence of known triggers such as dust

and environmental pollutants, and inadequate disease self-

management [1].

Recent studies have found limited ‘health literacy’—

one’s capacity to obtain, process, and understand health

information in order to make appropriate decisions—to be

associated with poorer patient understanding of and

inadequate self-care for chronic diseases, including

asthma [4–7]. In these and other health literacy studies,

African American race has been linked to less education

and inadequate literacy skills [8]. Recent evidence further
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suggests that certain noted racial disparities in health

outcomes are mediated by patients’ literacy abilities

[9–11].

Many presently available asthma education programs

target children and young adults through the use of tech-

nology such as multimedia education tools [12–14]. While

this style of intervention has generally been proven effec-

tive for this age group, such studies focusing on adults,

particularly African Americans, are lacking. We sought to

develop and pilot test a novel education tool called Asthma

1-2-3, that incorporates best practices derived from adult

literacy and cognitive factors research and is culturally

tailored to the African American community [15, 16]. The

goal of the tool is to simplify and standardize asthma

education with the aim of assuring that patients have a

functional understanding of the disease and how to prevent

and manage symptoms. Partnered with a clinic-based dis-

semination strategy, the long-term goal for tools such as

Asthma 1-2-3 is to support sustained improvement in

health promoting behaviors and aid larger efforts targeting

noted disparities between the African American population

and other non-minority populations. In this paper, we (1)

review the patient-centered development process of

Asthma 1-2-3, and (2) report preliminary evidence of its

efficacy based on pilot testing of the tool among commu-

nity-dwelling African American adults with and without

asthma.

Methods

Conceptual Framework

Asthma 1-2-3 was developed based on the belief that

proper communication of asthma-related concepts is a

necessary precondition for maintaining appropriate health

behaviors [17]. Even with information acquisition as a

precursor, it is understood that knowledge alone does not

always directly link to recommended actions. Asthma 1-2-

3 utilizes a ‘health literacy perspective’, which includes

adult learning and education principles as well as cognitive

factors ‘best practices’ to increase comprehension among

patients, regardless of literacy skills [18–23]. Doak et al.

[16] provided early guidance through their Suitability

Assessment of Materials (SAM) criteria in an effort to offer

an objective means for effectively presenting medical

information to patients with limited literacy. Criteria are

specific to content, literacy demand, graphics, layout and

typography, learning stimulation/motivation, and the cul-

tural appropriateness of materials. Furthermore, our mul-

timedia tool utilizes aspects from cognitive factors

research, which recommends reducing the cognitive load

placed on working memory by minimizing the number of

new concepts introduced simultaneously, and by avoiding

distracting, ‘off-message’ information [18, 23–29].

Development of Asthma 1-2-3

Asthma 1-2-3 is a multimedia curriculum designed to

parsimoniously deliver actionable patient information

promoting recommended asthma self-care behaviors. It is

designed to be versatile, for use either by clinic staff in a

primary care setting or by workers and nurses in the

healthcare community at-large. The video is not interac-

tive, but rather it introduces a limited number of asthma

concepts at a time to be followed by the clinic staff or a

community worker leading a ‘teach-to-goal’ strategy to

reinforce learning. As a research tool there are many pos-

sibilities for its use: the internet, clinic kiosks, a link within

an electronic medical record for physician administration,

or even as a DVD available for patients to take home.

Working with an asthma expert panel (N = 10; general

internist, family practitioner, allergist, pharmacist, health

literacy expert, two asthma nurses, and three African

American adults living with asthma), content was gener-

ated and categorized into three chapters, ranging from 1�
to 5 minute in length each. Agreed upon chapter titles

were: (1) What is Asthma, (2a) Manage Your Asthma:

Triggers, (2b) Manage Your Asthma: Medication, and (3)

Monitor Your Asthma. Together, these chapters were

viewed as a core curriculum for patients, although addi-

tional topics (e.g. Talking with Your Doctor, Your Action

Plan) will be developed in the near future.

Cognitive Interviews

A preliminary video script with sample storyboard imagery

was generated by the research team and reviewed by the

expert panel. The research team revised each chapter’s

script based on panel feedback, and early video prototypes

of the chapters were then developed. African American

adult caregivers of children with asthma (N = 13) were

recruited through the American Lung Association to pro-

vide comment on the language used in the video and

chapter storyboards. Segments of the prototype video were

shown to each participant, followed by a series of probes to

ascertain their functional understanding of the conveyed

messages and their perspective on the language, narration,

and visual imagery used. Comments were audio-recorded

and reviewed by the research team to support specific

revisions.

All proposed revisions to the video were presented for

approval to the expert panel. Once a version was approved

by the research team and panel members, a second wave of

cognitive interviews was conducted. Seventeen African

Americans recruited from one adult basic education
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program course were interviewed individually for approx-

imately 20 min after viewing the latest version of Asthma

1-2-3. Once the individual cognitive interviews were

complete, a 45 min targeted discussion group was held.

The group discussion addressed participants’ general

feedback of the tool, its effectiveness, and recommended

changes. Comments were audio-taped for later transcrip-

tion. Following the research teams’ consideration of all

participants’ suggestions, the program went through a final

revision.

Pilot Test

The final version of the introductory chapter of the Asthma

1-2-3 curriculum was pilot tested among 130 African

American adults, with and without asthma and with vary-

ing literacy skills, in three diverse settings in the Chicago

area to ascertain this chapter of the tool’s efficacy for basic

knowledge dissemination. A single-group, pretest–posttest

design was implemented for this initial evaluation.

Sample

Subjects were African American adults recruited from

three unique study sites in the Chicago area; a faith-based

organization, an adult basic education center, and a general

internal medicine ambulatory care clinic. Recruitment took

place from August 2007 to January 2008. Participants were

ineligible if they met any of the following exclusion cri-

teria: (1) blindness or severely impaired vision not cor-

rectable with eyeglasses; (2) deafness or hearing problems

uncorrectable with a hearing aid; (3) too ill to participate;

(4) non-English speaking. Approval for human subjects

research was obtained from the Institutional Review Board

at Northwestern University prior to consenting participants

to the study.

Measurement

A structured interview protocol was developed to assess

functional understanding of basic asthma concepts pre-

sented in the first chapter of Asthma 1-2-3. Participants

were questioned regarding their understanding of asthma as

a disease, body parts affected, identification of asthma

symptoms, recognition of the link between symptoms and

disease control, comprehension of the pathophysiology of

asthma symptoms, and perception of the seriousness of the

disease. Identical questionnaires were administered both

before and after the viewing of Asthma 1-2-3 for use in the

pretest/posttest comparison. A total knowledge score was

generated based on these assessments, with a range of 0 to

12 for possible scores (each distinct concept worth one

point). Classifying asthma as a disease, identifying the

body parts affected, and recognizing the link between

asthma symptoms and disease control were worth one point

each. Comprehension of the pathophysiology of asthma

symptoms provided up to three points; one each for

swelling, mucus, and airway tightness. Identification of

asthma symptoms was worth up to six points, one point per

symptom recognized in the video (Table 2).

Participant literacy was assessed using the Rapid Esti-

mate of Adult Literacy in Medicine (REALM), a health

word recognition test used most frequently to assess adult

health literacy in medical settings [30]. Participants were

asked to read aloud 66 medical terms. Scores were deter-

mined based on the total number of words pronounced

correctly, with dictionary pronunciation being the scoring

standard. Raw scores were then converted into one of four

reading grade levels: 3rd grade or less (0–18), 4th–6th

grade (19–44), 7th–8th grade (45–60), and 9th grade and

above (61–66). In health care studies, such as this one,

where participants need only to be categorized as low

(scores 0–44), marginal (scores 45–60) or adequate (scores

61–66) readers, the information provided by the REALM is

generally sufficient. The REALM is highly correlated with

standardized reading tests and the Test of Functional

Health Literacy in Adults (TOFHLA) [31].

Procedure

A total of 239 African American adults were approached

between August 2007 and January 2008. In all, 130 par-

ticipants were eligible and consented to the study among

the three study sites (n = 27 [faith based organization];

n = 26 [adult basic education center]; n = 78 [general

internal medicine clinic]). Once consented, demographic

data was collected and a pretest measure of basic asthma

concepts and a health literacy assessment (REALM) were

administered. Participants then viewed the first chapter of

Asthma 1-2-3 using a PC laptop computer equipped with

Windows Media Player and an individual headset. After

viewing the program, an immediate posttest measure of

understanding and recall, with questions identical to those

presented in the pretest assessment, was conducted and

participants received $10 for their participation.

Analysis Plan

The mean and standard deviation were calculated for par-

ticipant age, and descriptive statistics were determined for

all other categorical data. A McNemar’s test for categorical

or dichotomous (i.e. correct/incorrect) data, or a paired

t-test for continuous data was conducted to examine dif-

ferences in knowledge before and after viewing chapter 1

of Asthma 1-2-3 (as assessed through pre and posttest

scores) and in participant characteristics (age, gender,

J Community Health (2009) 34:321–327 323
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education, literacy level, asthma diagnosis). Multivariate

linear regression was used to examine the association

between literacy and posttest knowledge score, while

adjusting for pretest score, age, gender, education, and

asthma diagnosis (self and/or relative). All statistical

analyses were performed using STATA, version 9.0 (Col-

lege Station, TX, USA).

Results

Sample Characteristics

The mean age of participants was 50.2 years and 76.2%

were female (Table 1). Nearly one-fourth (22.3%) of par-

ticipants had been diagnosed with asthma, and 63.8% had

family members who suffered from the disease. More than

50% of participants reported having at least some college

education. More than half of participants had limited lit-

eracy skills; 26.2% read at or below a 6th grade level (low

literacy) and one-third (33.0%) read at a 7th to 8th grade

level (marginal literacy).

Asthma Knowledge

Baseline functional understanding was assessed among

participants, and overall comprehension of asthma and its

symptoms was relatively low prior to viewing the video

tool (Table 2). Approximately one quarter (26%) of par-

ticipants did not perceive asthma to be a disease, and one-

third (38%) could not accurately identify the body parts

affected. Asthma pathophysiology of what happens to

lungs and airways when symptoms occur was the least

understood set of concepts. Despite this lack of knowledge

among subjects, baseline perceived seriousness of asthma

was relatively high [M = 4.5 (SD = 0.6) on a 5-point

scale]. Participants with low literacy skills were less able to

identify body parts affected compared to those with mar-

ginal and adequate literacy skills (41.2%, 58.1%, 77.4%

respectively; P = 0.003). In addition, individuals with low

literacy were less able to identify asthma symptoms com-

pared to those who had adequate literacy (M = 1.2

(SD = 1.0) symptoms versus M = 2.0 (SD = 1.0) symp-

toms; P = 0.001). Participants most often recognized dif-

ficulty breathing (71%) and wheezing (43%) as asthma

symptoms. No significant differences in baseline under-

standing were noted by presence or absence of asthma in

either participants or their relatives.

Intervention

Participants’ understanding of asthma significantly

improved after watching Asthma 1-2-3. The total knowl-

edge score (range 0–12) improved more than 60%, from

M = 4.2 (SD = 1.6) at pretest to M = 6.8 (SD = 2.0) at

posttest (P \ 0.001). Although improvement in under-

standing of one concept—that asthma symptoms are rela-

ted to disease control—did not reach significance, it did

show a strong trend (P = 0.06, Table 2). Furthermore,

while overall understanding from pretest to posttest sig-

nificantly improved across all literacy levels, individuals

with low literacy had smaller total knowledge gains

Table 1 Demographic information (N = 130)

Variable Summary value

Age, mean (SD) 50.2 (15.3)

Gender (%)

Female 76.2

Education (%)

\High school 22.5

High school graduate 22.3

[High school 53.9

Asthma diagnosis (%)

Yes 22.3

Family member has asthma (%)

Yes 63.8

Literacy level (%)

Low (B6th grade level) 26.2

Marginal (7th–8th grade level) 33.0

Adequate (C9th grade level) 40.1

Table 2 Basic knowledge pre and post-asthma 1-2-3 intervention

(N = 130)

Variable Pre-test

(correct)

Post-test

(correct)

P-value

Classify asthma as a disease (%) 74 95 .008

Identify parts of body affected (%) 62 84 \.001

Name asthma symptoms (%)

Itchy/scratchy throat 1 32 \.001

Tired/worn out 2 28 \.001

Chest feels tight 10 43 \.001

Cough 24 65 \.001

Whistling/wheezing sound 43 49 .229

Hard to breathe 72 86 .001

Recognize link between symptoms

and disease control (%)

80 96 .059

Pathophysiology of asthma symptoms (%)

Swelling 5 25 \.001

Mucus 8 26 \.001

Airway constriction 35 48 .020

Asthma seriousness, mean (SD) 4.5 (0.6) 4.7 (0.5) .001

Total score, mean (SD) 4.2 (1.6) 6.8 (2.0) \.001
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compared to those with marginal and adequate literacy

(1.8, 2.6, and 3.2 respectively; P = 0.002).

Multiple linear regression analysis was used to examine

crude and adjusted differences in posttest knowledge scores

by literacy level while controlling for relevant covariates

(Table 3). Both low and marginal literacy remained sig-

nificant independent predictors of asthma knowledge post-

exposure to Asthma 1-2-3. Differences among mean scores

approximated nearly 1 point lower (b -0.8, 95% CI -1.5

to -0.1) for those with marginal literacy and 1.5 points

lower (b -1.5, 95% CI -2.3 to -0.6) for those with low

literacy compared to subjects with adequate literacy skills.

No significant associations were noted by age, gender,

education, or whether subjects’ had an existing asthma

diagnosis.

Discussion

Asthma 1-2-3 was developed utilizing cognitive principles

and health literacy ‘best practices’ to create a video tool

promoting asthma understanding and self-management.

This version targets African American adults living with

asthma, and community members were included in its

development, refinement, and pilot testing. This input

contributed to the specific tailoring of the tool, increasing

its relevance to this population. The preliminary pilot test

indicates that the tool significantly improved subjects’

comprehension of the disease, its etiology, and the

importance of self-care vigilance. Relative to baseline

knowledge, participants’ understanding of almost all con-

cepts improved after watching the video. Understanding

the link between asthma symptoms and disease control was

not statistically significant; however, this lack of signifi-

cance could be explained by the high baseline score for this

concept, which suggests an already high level of under-

standing before viewing the multimedia tool.

Notably, scores improved only modestly for recall of

asthma symptoms and their etiology. In the tool, the con-

tent relating to these two concepts is recited in list form by

the narrator, yet no textual cues are presented. This pre-

sentation strategy is supported by cognitive principles of

multimedia learning, as detailed by Mayer, which state that

information processing may be more difficult when pre-

sented with simultaneous yet redundant auditory and visual

content [32]. One of the multimedia guidelines set forth by

Mayer allows for the use of text-based cues in close

proximity to content-related images when the audience

may have low prior knowledge. In these two concepts,

subjects had only a minimal baseline understanding.

While participants across all literacy levels demon-

strated significant improvement in their overall knowledge

of asthma after watching Asthma 1-2-3, participants with

adequate literacy skills learned the most while those with

low literacy skills gained the least (Table 3). With multi-

media, subjects are not able to review content after it is

shown, nor can they control the pace of its presentation.

For declarative content such as asthma symptoms and

disease etiology, participants might have actually per-

formed better and achieved deeper encoding of the material

had they been able to review sections or use virtual ‘page-

turns’ before moving on to new concepts. Video-based

education does have many benefits, such as facilitating the

demonstration of desired behaviors and explicitly showing

pathophysiology. Yet patients, particularly those with

lower literacy abilities, may benefit from the addition of a

more tangible delivery modality, such as a summary card

to accompany the video to support learning and retention.

Further studies should test a combined video and supple-

mental enhanced print approach to best address the broad

range of literacy needs.

There are several limitations to this study. Both the

relatively small sample size and recruitment via targeted

community exchanges (adult basic education center, faith-

based organization) and one general internal medicine

clinic limit the generalizability of our findings. Further-

more, our pilot test outcome utilized immediate recall, but

neither retention of acquired asthma knowledge over an

extended period nor behavior change were tested. A future

study should assess longer-term effectiveness of Asthma

Table 3 Multivariate regression model examining asthma knowledge by literacy level

Measure Literacy level

Adequate (n = 52) Marginal (n = 46) Low (n = 31)

Posttest asthma knowledge score, mean (SD) 7.8 (1.7) 6.6 (1.9) 5.6 (1.8)

Crude difference (95% CI) – -1.1 (-1.9, -0.4)*** -2.1 (-2.9, -1.4)***

Adjusted difference (95% CI)a,b – -0.8 (-1.5, -0.1)* -1.5 (-2.3, -0.6)***

a Differences adjusted for subject age, gender, education, asthma diagnosis (self and/or relative), and baseline knowledge score
b Model fit statistics: F(8,118) = 8.8, P \ 0.001, adjusted r2 = 0.33

* P \ 0.05

*** P \ 0.001
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1-2-3. Finally, the results presented offer preliminary

support and direction for refining the multimedia tool in

order to optimize efficacy. The next stage of research

should more properly evaluate the tool’s efficacy in a

controlled trial design.

Many studies have examined the advantages of using

video as a medium for chronic condition education [13,

33–36]. To our knowledge, Asthma 1-2-3 is one of the first

tools developed according to health literacy and cognitive

factors ‘best practices’ to target asthma education within an

African American adult population. Health materials that

are specifically tailored to the interests and needs of target

populations can help initiate patient-provider discussion

and increase knowledge and awareness. The digital med-

ium itself allows it to be embedded in exam room com-

puters linked to an Electronic Medical Record, giving

providers an opportunity to initiate use of the tool and

document if it has been viewed by a patient. As each

chapter is brief, patients can be educated prior to the cli-

nician encounter, priming them for more meaningful dis-

cussions. If a medical practice is not yet equipped with this

technology, the tool can be made easily available to

patients in waiting rooms through relatively inexpensive

computer-equipped kiosks or portable DVD players.

Asthma 1-2-3 has the potential to teach patients about

asthma in a relevant, comprehensible, and parsimonious

way, especially if paired with an appropriate provider

interaction and perhaps tangible and complimentary print

materials for patients with limited literacy. Such an

approach can help more easily identify knowledge deficits

and/or correct misinformation before and/or during an

appointment. The goal for any patient education program

like Asthma 1-2-3 should not be a stand-alone intervention.

Rather, these tools are best viewed as part of a more

comprehensive strategy to confirm patient comprehension

of relevant health content, encourage dialogue between

patients and their healthcare providers, and achieve uptake

of recommended behaviors that will lead to optimal health

outcomes across all literacy levels.
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Binge Drinking Among U.S. Active-Duty
Military Personnel
Mandy A. Stahre, MPH, Robert D. Brewer, MD, MSPH, Vincent P. Fonseca, MD, MPH,
Timothy S. Naimi, MD, MPH

Background: Binge drinking (drinking on a single occasion �5 drinks for men or �4 drinks for women)
is a common risk behavior among U.S. adults that is associated with many adverse health
and social consequences. However, little is known about binge drinking among active-duty
military personnel (ADMP). The objectives of this study were to quantify episodes of binge
drinking, to characterize ADMP who binge-drink, and to examine the relationship between
binge drinking and related harms.

Methods: The prevalence of binge drinking and related harms was assessed from responses to the
2005 Department of Defense Survey of Health Related Behaviors Among Military Person-
nel (n�16,037), an anonymous, self-administered survey. The data were analyzed in 2007
after the release of the public-use data.

Results: In 2005, a total of 43.2% of ADMP reported past-month binge drinking, resulting in 29.7
episodes per person per year. In all, 67.1% of binge episodes were reported by personnel
aged 17–25 years (46.7% of ADMP), and 25.1% of these episodes were reported by
underage youth (aged 17–20 years). Heavy drinkers (19.8% of ADMP) were responsible for
71.5% of the binge-drinking episodes and had the highest number of annual per-capita
episodes of binge drinking (112.6 episodes). Compared to nonbinge drinkers, binge
drinkers were more likely to report alcohol-related harms, including job performance
problems (AOR�6.5; 95% CI�4.65, 9.15); alcohol-impaired driving (AOR�4.9; 95%
CI�3.68, 6.49); and criminal justice problems (AOR�6.2; 95% CI�4.00, 9.72).

Conclusions: Binge drinking is common among ADMP and is strongly associated with adverse health and
social consequences. Effective interventions (e.g., the enforcement and retainment of the
minimum legal drinking age) to prevent binge drinking should be implemented across the
military and in conjunction with military communities to discourage binge drinking.
(Am J Prev Med 2009;36(3):208–217) Published by Elsevier Inc. on behalf of American Journal of
Preventive Medicine

Introduction

Excessive alcohol consumption resulted in an aver-
age of approximately 79,000 deaths and 2.3 mil-
lion years of potential life lost (about 30 years of

life lost per death) in the U.S. from 2001 to 2005
(https://apps.nccd.cdc.gov/ardi/Homepage.aspx), mak-
ing it the third leading preventable cause of death.1

Binge drinking, usually defined as the consumption on
a single occasion of �5 drinks for men or �4 drinks

for women,2,3 typically leads to acute impairment; it
accounted for more than half of these 79,000 deaths
(https://apps.nccd.cdc.gov/ardi/Homepage.aspx). Binge
drinking is a common risk factor among U.S. adults,
with approximately 1.5 billion episodes of binge drink-
ing reported by U.S. adults in 2001 alone.4 Addition-
ally, binge drinking is associated with many adverse
health and social consequences, including interper-
sonal violence, motor vehicle crashes, sexually transmit-
ted diseases, unintended pregnancy, fetal alcohol syn-
drome, lost productivity, and suicidal behavior.5–13

Various studies have reported that excessive drink-
ing and related harms are common among military
personnel14–16 and that a higher percentage of active-
duty military personnel (ADMP) misuse alcohol com-
pared to civilian populations, even after controlling
for age and gender.16–19 Studies have also shown that
high levels of alcohol use, such as binge drinking, are
associated with a high percentage of noncombat-
related hospitalizations and deaths—usually the result
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of unintentional injuries—among military person-
nel.19–24 Further, binge drinking by ADMP can ad-
versely affect military readiness, workplace productivity,
safety, and healthcare expenditures, particularly given
the equipment and the dangerous environments com-
monly encountered by ADMP.9,25,26

Despite these known risks, no study has assessed the
frequency and the per-capita rate of binge-drinking
episodes among ADMP in the U.S., nor has a study
examined the relationship between binge drinking and
other health and social consequences (e.g., problems
with job performance). This research is needed be-
cause people who binge-drink often do so frequently,
increasing the likelihood of alcohol-attributable harms.
Data were used from a worldwide, cross-sectional survey
of ADMP to assess the frequency and rate of binge-
drinking episodes and the potential relationship be-
tween binge drinking and various health and social
consequences in this population.

Methods

The Department of Defense Survey of Health Related
Behaviors Among Military Personnel is an anonymous, self-
administered survey of health outcomes and health risk
behaviors among current ADMP stationed in the U.S., over-
seas, and onboard ships. The survey is conducted by the
Research Triangle Institute (RTI) staff every 2–3 years and is
the only population-based health survey involving all
branches of the military. Military personnel are randomly
selected, using a multilevel sampling frame to be representa-
tive of the entire active-duty military population. Survey
participants from a particular base may be asked to complete
the survey as a group at a specific base location, or may
complete the survey on their own, and then return it to RTI,
depending on the nature of their assignment (e.g., overseas).
Those who are ineligible to participate include recruits;
service academy cadets; personnel who are transferring to
another base during data collection; those who have left the
military; those who are absent without leave (AWOL); or
those who have an unknown status. Data collection for the
present survey occurred from April 2005 to August 2005, the
most recent year for which survey data were available. Because
of nonresponse, poststratification adjustments were made by
branch of service, age, and race/ethnicity to maintain the
representativeness of the sample. Details of the nested sam-
pling, purpose, method, and analysis have been published
elsewhere.27–29

Based on questions related to alcohol use in the past 30
days, respondents were characterized as either abstainers (no
alcohol use in the past 30 days) or current drinkers. Average
daily alcohol consumption was calculated, using responses to
questions about the frequency of alcohol consumption and
the usual quantity consumed in the last 30 days for beer, wine,
and liquor. Heavy drinkers were defined as those consuming
an average of �2 drinks per day for men or an average of �1
drink per day for women. Nonheavy drinking was an average
daily alcohol consumption level less than that used to define
heavy drinking.

Binge drinking was assessed using the following question:
During the past 30 days, on how many days did you have 5 or more
drinks of beer, wine, or liquor on the same occasion (4 or more if you
are a woman)? Binge drinkers were defined as those who
reported at least one �5/�4 drinking episode in the last 30
days. Responses to this question were reported categorically
as once, 2–3 days, 4–10 days, 11–19 days, 20–27 days, and
28–30 days. The midpoint of each response range was used to
calculate total binge-drinking episodes, a technique commonly
used when calculating alcohol consumption with frequency-
range data.30 Binge-drinking patterns were assumed to be
fairly stable in this population, so the number of monthly
episodes was multiplied by 12 to estimate total annual epi-
sodes. The use of this constant also helped to smooth out
the slight month-to-month variation in alcohol consumption
that occurred during the 5-month sampling period (April–
August). Per-capita episodes of binge drinking (episodes per
person per year) were calculated by dividing the total number
of binge episodes per year for a given stratum by the total
weighted number of people in that stratum.

To further characterize the public health impact of binge
drinking, the prevalence of various health and social conse-
quences (e.g., productivity problems, alcohol-impaired driv-
ing, and criminal-justice problems) was assessed among re-
spondents during the 12 months preceding the survey. For
example, respondents were asked How many times in the past 12
months did you not get promoted because of your drinking? The
prevalence of these consequences was compared between
binge drinkers and current drinkers who did not report binge
drinking in the past 30 days.

The overall response rate for the 2005 survey was 51.8%, a
rate based on the number of completed, usable interviews of
personnel who were eligible to participate in the survey.
Nonrespondents were people who either did not show up for
the survey session during their scheduled time or did not
return a completed survey. Fewer than 1% of respondents
were removed from the final study population because of
missing information on binge drinking, resulting in a final
sample size of 16,037.

To examine the relationship between drinking pattern
(binge versus nonbinge) and health and social consequences,
summary Mantel–Haenszel ORs were computed, adjusting for
potential confounders (i.e., age group and gender). All
analyses occurred from May 2007 to August 2007 after the
release of the public-use data files; they were run using SAS
version 9.1 and SAS-callable SUDAAN version 9.0.1 software
to take into account the complex weighting structure of the
survey.

Results
Overall Active-Duty Military

In 2005, a total of 43.2% of ADMP reported at least one
episode of binge drinking in the past 30 days. Of these
respondents, 12.1% reported at least one episode of
binge drinking in the previous month, and 31.1%
reported two or more. Extrapolation to 1 year pro-
duced an estimate of 30 million episodes of binge
drinking, or 29.7 episodes of binge drinking per active-
duty person per year (Table 1). The highest numbers of
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Table 1. Prevalence, total number, and per-capita episodes of binge drinkinga among all U.S. active-duty personnel by
selected characteristics, 2005

Number of
respondents

Weighted proportion
of military population
(n�1,004,879)

Binge-drinking
prevalence, past
30 days (%)

Total (estimated)
weighted number
of binge episodes
per year

Estimated per-capita
binge-drinking
episodes (episodes/
person/year)

All respondentsb 16,037 100.0 43.2 29,844,000 29.7
Service

Army 3,629 31.9 51.8 12,196,000 38.0
Navy 4,595 26.8 40.1 7,791,000 28.9
Marine Corps 3,350 12.8 51.4 4,904,000 38.3
Air Force 4,463 28.5 32.9 4,954,000 17.3

Gender
Male 12,048 85.3 46.6 28,021,000 32.7
Female 3,989 14.8 24.1 1,823,000 12.3

Age (years)
17–20 1,290 14.1 44.4 5,038,000 35.5
21–25 4,277 32.6 59.5 14,990,000 45.7
26–34 4,283 30.2 38.9 6,521,000 21.5
�35 6,187 23.1 25.2 3,296,000 14.2

Race/ethnicity
White 9,800 64.4 46.5 20,599,000 31.8
Black 2,604 17.6 32.0 3,742,000 21.2
Hispanic 1,993 8.9 46.7 3,037,000 34.1
Otherc 1,640 9.2 38.8 2,466,000 26.8

Education
�High school 4,279 34.0 53.6 14,736,000 43.1
Some college 6,975 44.0 42.1 11,941,000 27.0
College graduate 4,783 22.0 29.5 3,167,000 14.4

Pay grade/rankd

Junior enlisted 2,582 24.0 50.5 9,522,000 39.4
NCO 6,322 49.5 46.6 16,260,000 32.7
Senior NCO 3,191 9.7 29.9 1,697,000 17.4
Warrant officer 399 1.0 26.1 183,698 17.7
Junior officer 1,437 9.4 38.3 1,629,000 17.2
Senior officer 2,106 6.3 19.2 551,776 8.7

Marital status
Married 9,936 54.5 35.2 11,501,000 21.0
Not married 6,101 45.5 52.9 18,343,000 40.1

Dependents
Children present 7,174 39.8 30.0 6,311,000 17.0
Children not present 4,331 30.5 49.6 10,375,000 36.6
No children 3,538 29.7 51.2 10,075,000 36.4

Region
U.S. location 9,878 68.2 39.8 17,290,000 25.2
Overseas location 4,946 22.4 51.1 8,397,000 37.3
Onboard ship 1,213 9.4 49.4 4,157,000 44.0

Type of housing
Singlee 2,927 25.4 57.4 11,239,000 47.8
Military family 3,273 19.4 34.2 3,441,000 19.2
Rent/lease/own 8,595 53.9 38.3 11,523,000 23.1
Otherf 213 1.4 38.2 461,080 34.4

Alcohol intakeg

None 3,735 24.1 — — —
Nonheavy 8,853 56.2 44.1 7,172,000 13.3
Heavy 2,724 19.8 94.6 21,333,000 112.6

Note: Columns will not add to 100%, based on weighted prevalence.
aBinge drinking is defined as consuming on a single occasion �5 drinks for men or �4 drinks for women.
bSample sizes are weighted to the entire active-duty military population.
cOther includes Asian, Pacific Islander, and Native American.
dRanks are as follows: junior enlisted, E1–E3; NCO, E4–E6; senior NCO, E7–E9; warrant officer, W1–W5; junior officer, O1–O3; senior officer,
O4–O10.
eSingle housing includes military barracks, dormitories, and bachelor quarters.
fOther housing includes living onboard ships, embassy, and quarters in theater.
gNonheavy alcohol intake is defined as consuming an average of �2 drinks per day for men and �1 per day for women. Heavy alcohol intake
is defined as consuming �2 drinks per day for men and �1 drink per day for women.
NCO, noncommissioned officer
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per-capita episodes of binge drinking were estimated
for personnel in the Marine Corps (38.3 per person per
year) and Army (38.0 per person per year), and the
lowest were estimated for the Air Force (17.3 per
person per year).

Overall, youth and young adults aged 17–25 years
accounted for 46.7% of all ADMP and 67.1% of all
binge-drinking episodes (approximately 20 million; Ta-
ble 1). Correspondingly, yearly per-capita episodes of
binge drinking were highest in the younger age groups
and declined with increasing age. Young adults aged
21–25 years had the highest number of per-capita
episodes (45.7 per person per year), followed by those
aged 17–20 years (35.5 per person per year). However,
the number of per-capita episodes of binge drinking
remained high for personnel aged 26–34 years (21.5
per person per year) and for those aged �35 years
(14.2 per person per year).

During the study period, men—who accounted for
85.3% of all ADMP—were approximately twice as likely
to engage in binge drinking as women (46.6% vs
24.1%), and they reported 93.9% of all binge-drinking
episodes (Table 1). However, women—most of whom
were of childbearing age (i.e., aged 18–44 years)—had
an estimated 12 episodes per person per year. When
evaluated by race/ethnicity, whites accounted for
69.0% of the total binge-drinking episodes, but Hispan-
ics had the highest number of per-capita episodes (34.1
per person per year). Junior enlisted and noncommis-
sioned officers (approximately 74% of all ADMP) had
the highest prevalence of binge drinking (50.5% and
46.6%, respectively), which resulted in more than 86%
of all binge-drinking episodes (approximately 26 mil-
lion); they had the highest numbers of per-capita
episodes (39.4 episodes and 32.7 episodes per person
per year, respectively) among the various pay grades
and ranks. The prevalence of binge drinking among
personnel in the remaining pay grades and ranks
ranged from 38.3% for junior officers to 19.2% for
senior officers, while the number of per-capita episodes
ranged from 17.2 per year for junior officers to 8.7 per
year for senior officers. When evaluated by duty station,
the highest prevalence of binge drinking was reported
by those who were stationed overseas (51.1%), and the
highest number of per-capita episodes was estimated
for those stationed onboard ships (44 per person per
year). When evaluated by type of housing, personnel
living in single, on-base housing had the highest prev-
alence of binge drinking (57.4%) and the highest
number of per-capita episodes (47.8 per person per
year).

Of the almost 20% of ADMP who were classified as
heavy drinkers based on average daily alcohol con-
sumption, 94.6% reported one or more binge-drinking
episode in the past 30 days, which extrapolates to
approximately 21 million episodes, or 112.6 episodes
per person per year (approximately two episodes per

week; Table 1). Because of their high frequency of
binge drinking, heavy drinkers accounted for 71.5% of
all binge-drinking episodes in this population in 2005.
Compared to nonheavy drinkers, heavy drinkers were
more likely to be in the Army (41%); to be male (78%);
aged 21–25 years (49%); non-Hispanic white (70%); a
noncommissioned officer (53%); stationed in the U.S.
(59%); and with a high school education or less (48%;
data not shown).

Active-Duty Military Who Consumed Alcohol

Among the 76% of ADMP who were current drinkers,
the prevalence of binge drinking was 56.6% (59.4% for
men, 36.7% for women), and the number of per-capita
episodes of binge drinking was estimated at 38.9 per
person per year (41.8 for men and 18.8 for women;
Table 2). The highest prevalence of binge drinking was
among current drinkers living in single housing
(75.4%). More than two thirds of personnel who were
junior enlisted, single, or who had a high school
education or less reported binge drinking in the last 30
days. By age, the highest number of per-capita episodes
of binge drinking was estimated for drinkers aged
17–20 years (59.8 per person per year). The prevalence
of binge drinking among male drinkers ranged from
78.5% for those aged 17–20 years to 35.0% for those
aged �35 years. Among female drinkers, the preva-
lence ranged from 47.1% for those aged 17–20 years to
26.0% for those aged 26–34 years; in fact, the preva-
lence of binge drinking among active-duty women aged
�35 years (26.2%) was slightly higher than it was for
those aged 26–34 years. Although the prevalence and
number of per-capita episodes of binge drinking were
higher for men than for women, the subgroups at
highest risk for binge drinking (e.g., youth and young
adults, Hispanics, and those with a high school educa-
tion or less) were generally similar for both male and
female drinkers.

Health and Social Outcomes

Compared with current drinkers who did not binge-
drink, binge drinkers were more likely to report not
being promoted, getting into a fight and hitting some-
one, working below their normal level of performance,
and drinking and driving (Figure 1). These behaviors
and outcomes were increasingly prevalent with more-
frequent binge drinking (Figure 1). In terms of adverse
outcomes or high-risk behaviors that were explicitly
attributed to alcohol consumption, 36.4% of current-
drinking ADMP reported at least one outcome or
behavior in the past year (e.g., driving after having had
too much to drink; Table 3). Specifically, 18.4% of
ADMP who drank reported one or more alcohol-
attributable problems related to their job performance,
28.1% reported injury-related outcomes or risk behav-
iors, 2.2% reported problems related to interpersonal

March 2009 Am J Prev Med 2009;36(3) 211



Author's personal copy

relationships, and 7.7% reported criminal-justice prob-
lems. The prevalence of these outcomes was even
higher for binge drinkers; more than half (52.2%)
reported one or more adverse outcomes or high-risk

behaviors. In fact, even after adjustment for age and
gender, binge drinkers were significantly more likely
than nonbinge drinkers to report 21 of 22 studied
alcohol-related consequences. For example, binge

Table 2. Prevalence and per-capita episodes (per person per year) of binge drinkinga among current drinkers in the U.S.
active-duty military, by gender and selected sociodemographic information, 2005

Men (n�9472)b Women (n�2725)b Total (n�12,197)b

Characteristics
Prevalence
(%)

Per-capita
episodes

Prevalence
(%)

Per-capita
episodes

Prevalence
(%)

Per-capita
episodes

All respondents 59.4 41.8 36.7 18.8 56.6 38.9
Service

Army 68.5 51.1 43.1 24.8 65.5 48.1
Navy 55.0 40.4 32.6 18.2 52.1 37.6
Marine Corps 68.7 51.6 48.0 26.7 67.8 50.4
Air Force 47.4 25.8 33.0 13.2 44.9 23.6

Age (years)
17–20 78.5 64.2 47.1 26.7 74.9 59.8
21–25 73.8 58.7 46.7 23.9 69.9 53.7
26–34 54.0 30.1 26.0 12.6 50.6 27.9
�35 35.0 20.0 26.2 12.9 34.0 19.2

Race/ethnicity
White 60.9 42.8 38.1 17.4 58.4 40.0
Black 50.7 33.6 31.6 21.3 47.1 31.3
Hispanic 64.2 48.7 42.5 19.0 61.5 45.0
Otherc 57.6 40.2 34.7 21.0 54.3 37.4

Education
�High school 72.9 59.5 47.4 29.6 70.6 56.9
Some college 58.6 38.8 35.9 15.8 55.4 35.5
College graduate 39.3 19.0 29.0 14.9 37.7 18.3

Pay grade/rankd

Junior enlisted 74.4 59.6 47.8 25.6 71.2 55.5
NCO 63.3 45.5 36.1 17.5 59.8 41.9
Senior NCO 42.2 24.5 23.4 14.4 40.6 23.6
Warrant officer 32.0 20.1 37.3 44.2 32.4 22.0
Junior officer 49.1 22.2 36.4 15.8 46.9 21.1
Senior officer 24.7 10.4 18.2 14.2 23.9 10.9

Marital status
Married 48.6 29.3 27.1 13.4 46.5 27.8
Not married 73.1 57.4 43.5 22.6 68.3 51.8

Dependents
Children present 42.7 24.7 23.8 9.9 40.4 22.9
Children not present 66.3 49.5 39.3 24.3 62.9 46.4
No children 71.2 52.1 47.1 22.5 67.6 47.7

Region
U.S. location 55.7 36.1 33.8 16.6 52.6 33.4
Overseas location 67.7 50.5 45.5 24.2 65.4 47.8
Onboard ship 64.9 58.9 43.9 27.5 62.9 56.0

Type of housing
Singlee 77.8 65.9 51.8 32.3 75.4 62.7
Military family 48.6 27.7 26.6 10.1 46.9 26.1
Rent/lease/own 52.6 32.4 33.2 16.1 49.4 29.7
Otherf 53.4 53.7 63.0 25.7 54.9 49.4

Alcohol intakeg

Nonheavy 47.0 14.6 24.8 5.2 44.1 13.3
Heavy 95.9 117.7 84.2 67.6 94.6 112.6

Note: Columns will not add to 100%, based on weighted prevalence.
aBinge drinking is defined as consuming on a single occasion �5 drinks for men or �4 drinks for women.
bSample sizes are weighted to the entire active-duty military population.
cOther includes Asian, Pacific Islander, and Native American.
dRanks are as follows: junior enlisted, E1–E3; NCO, E4–E6; senior NCO, E7–E9; warrant officer, W1–W5; junior officer, O1–O3; senior officer, O4–O10.
eSingle housing includes military barracks, dormitories, and bachelor quarters.
fOther housing includes living onboard ships, embassy, and quarters in theater.
gNonheavy alcohol intake is defined as consuming an average of �2 drinks per day for men and �1 per day for women. Heavy alcohol intake
is defined as consuming �2 drinks per day for men and �1 drink per day for women.
NCO, noncommissioned officer
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drinkers were almost six times as likely as nonbinge
drinkers to report leaving work early or arriving late
(OR�5.8; 95% CI�3.78, 8.93); nearly five times as
likely to report drinking and driving (OR�4.9; 95%
CI�3.68, 6.49); and more than five times as likely to
report riding in a car with someone who had been
drinking (OR�5.4; 95% CI�4.03, 7.17).

Discussion

This is the first in-depth study of binge-drinking epi-
sodes and alcohol-related problems among ADMP in all
branches of the military. Almost half of all ADMP
reported at least one episode of past-month binge
drinking—an estimated 30 million episodes of binge
drinking, or about 30 episodes of binge drinking per
person per year. Especially high numbers of per-capita
episodes of binge drinking were observed among Ma-
rines, male drinkers, youth and young adults, Hispan-
ics, junior enlisted and noncommissioned officers,
those stationed onboard ships, and those living in
on-base housing. Approximately two thirds of binge-
drinking episodes involved personnel aged 17–25 years,
and more than 70% were reported by heavy drinkers,
who reported an average of two binge-drinking epi-
sodes per person per week. Alcohol-related problems
were reported by more than half of all binge drinkers,
and binge drinkers were significantly more likely than

nonbinge drinkers to re-
port alcohol-related harms,
including job-performance
problems, alcohol-impaired
driving, and alcohol-related
criminal activity.

Studies examining binge
drinking among U.S. adults
estimate the prevalence to be
about 14%,4 while college
students report a higher
prevalence (44%).31 The
similarity of binge-drinking
rates among college students
and the military reflects
some of the similarities be-
tween these two groups in
demographic characteristics
(e.g., the predominance of
young, unmarried adults);
living arrangements (e.g.,
dormitories or single resi-
dences); and environmental
exposures (e.g., access to al-
cohol).29 Consistent with
this, and in contrast to stud-
ies of binge drinking in the
civilian population,4 approx-
imately two thirds (67.1%) of

the episodes of binge drinking in the military in 2005
involved youth and young adults aged �26 years.
However, even among young adults, the age-specific
prevalence of binge drinking in the military was higher
than that reported among U.S. adults (e.g., 44.4% for
active-duty members aged 17–20 years vs 26.1% for
comparably aged civilians).4,32 These findings suggest
that interventions directed toward reducing youth ac-
cess to alcohol, particularly among those who are
underage and living in on-base housing or stationed
onboard ships, could have a substantial impact on
reducing binge drinking in the military population. At
the same time, it is important to recognize that high
levels of binge drinking were also reported by officers
and senior enlisted personnel. Thus, it is important to
reduce binge drinking among all ADMP, including
those aged �26 years.

Although military men accounted for a higher per-
centage of the total number of binge-drinking epi-
sodes, military women, particularly those aged 17–25
years, also had high numbers of per-capita episodes of
binge drinking—in fact, several times higher than those
reported by similarly aged women in the civilian popu-
lation.4,33 This is particularly concerning because al-
most all female ADMP are of childbearing age (aged
18–44 years).34 In addition, other studies have found
that, as in the U.S. civilian population, more than half
of pregnancies in the military are unintended.35,36

Figure 1. Alcohol-attributable risk behavior or consequences in the last 12 months among
current drinkers in the active-duty military, by frequency of binge drinking, 2005
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Unintended pregnancy is, in turn, associated with
delayed pregnancy recognition, which increases the
risk that a woman might unintentionally expose a
developing fetus to high levels of alcohol if she binge-

drinks during her pregnancy, thus increasing the risk of
fetal alcohol spectrum disorder and fetal alcohol syn-
drome.12,37 Therefore, in addition to reducing youth
drinking, special consideration should be given to

Table 3. Alcohol-attributable risk behavior or consequences in the last 12 months among current drinkers in the active-duty
military, by binge-drinkinga status, 2005

Category of alcohol-attributable risk
behavior or consequence

Current drinkersb

% (n�12,197)
Binge drinkersb

% (n�6,030)
Nonbinge drinkersb

% (n�6,167)
AORc (95% CI)
for binge drinkers

Any alcohol-attributable risk behavior
or consequence

36.4 52.2 15.7 4.9 (4.12, 5.75)

Alcohol-attributable job-performance
problem

Any job-performance problems 18.4 28.9 4.6 6.5 (4.65, 9.15)
Worked below normal level of

performance
11.4 18.0 2.8 6.3 (4.46, 8.98)

Late for work or left work early 7.1 11.3 1.6 5.8 (3.78, 8.93)
Did not come to work at all 2.0 3.3 0.4 6.5 (3.27, 12.85)
Did not get promoted 1.9 3.1 0.4 4.1 (2.45, 6.95)
Got a lower score on efficiency

report or performance rating
1.9 3.1 0.3 4.3 (2.04, 9.13)

Drunk while working 4.3 7.2 0.6 7.43 (3.01, 18.3)
Called up during off-duty hours

and reported to work drunk
3.6 6.1 0.4 12.6 (5.75, 27.54)

Drank while working, during lunch
break, or during work breakd

5.2 7.2 2.6 2.3 (1.52, 3.39)

Alcohol-attributable injury-related
outcome or risk behavior

Any injury outcome or risk
behavior

28.1 40.0 12.5 4.0 (3.36, 4.68)

Caused an accident where
someone else was hurt or
property damaged

1.3 2.0 0.4 3.7 (1.94, 7.00)

Hurt in accident 1.6 2.5 0.3 5.4 (1.72, 17.00)
Drove after having had too much

to drink
16.7 25.3 5.5 4.9 (3.68, 6.49)

Rode with someone who had too
much to drink

18.0 27.7 5.5 5.4 (4.03, 7.17)

Drove or rode in a boat after
having had too much to drink

4.4 6.9 1.1 5.0 (3.34, 7.53)

Operated machinery after having
too much to drink

3.9 6.3 0.8 5.7 (3.27, 10.03)

Diagnosed with an STDe 3.7 4.1 3.3 1.0 (0.77, 1.39)
Alcohol-attributable interpersonal

problems
Any interpersonal problems 2.2 3.5 0.4 5.4 (3.07, 9.64)
Spouse of live-in partner

threatened to leave me or left me
2.0 3.1 0.4 5.1 (2.86, 8.90)

Was asked to leave or did leave my
spouse or live-in partner

1.2 1.9 0.2 8.9 (3.32, 24.02)

Alcohol-attributable criminal-justice
problems

Any criminal justice problems 7.7 12.5 1.4 6.2 (4.00, 9.72)
Got into a fight and hit

someone (not family member)
5.2 8.8 0.6 10.2 (5.68, 18.30)

Received UCMJ punishment 2.7 4.3 0.5 4.9 (2.81, 8.63)
Arrested for DUI 1.8 2.7 0.5 3.6 (1.47, 8.81)
Arrested for drinking incident 1.6 2.7 0.3 5.8 (2.38, 14.34)
Spent time in jail, stockade, or brig 1.7 2.6 0.4 4.2 (2.10, 8.50)

aBinge drinking is defined as consuming on a single occasion �5 drinks for men or �4 drinks for women.
bSample sizes are weighted to the entire active duty military population.
cAdjusted for age and gender
dIncident occurred in the last 30 days.
eQuestion was not asked in relation to their alcohol use.
DUI, driving under the influence; STD, sexually transmitted disease; UCMJ, Uniform Code of Military Justice
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preventing binge drinking among female ADMP of
childbearing age.38

Personnel stationed onboard ships also reported a high
prevalence of binge drinking (49%) and a high per-
capita number of episodes of binge drinking (37 per per-
son per year). In addition, high numbers of per-capita
episodes of binge drinking and total binge drinking
episodes were reported by ADMP living in single housing,
which is frequently occupied by underage personnel (e.g.,
military barracks, dormitories, and bachelor quarters).
This suggests that important reductions in binge drinking
among military personnel could be achieved by enforcing
the laws restricting the access of youth to alcohol and
enforcing blood alcohol–concentration policies related
to drinking and driving on military property.

The finding that more than 70% of all binge-drinking
episodes involved ADMP who were heavy drinkers
means that approximately one in five ADMP reported
binge drinking an average of more than twice per week.
This concentration of binge-drinking episodes among
heavy drinkers contrasts with studies of binge-drinking
episodes in the civilian population, where total epi-
sodes were fairly evenly divided between heavy and
nonheavy drinkers.4 These findings suggest that there
is a substantial minority (20%) of ADMP who binge-
drink frequently and thus put themselves and others at
substantially increased risk for a wide range of health
and social problems.31,39,40 These findings further un-
derscore the need to combine policy and environmen-
tal approaches for reducing binge drinking with clini-
cal interventions that are designed to screen ADMP for
alcohol misuse (i.e., binge drinking) and to provide
those who screen positive with brief counseling, referral
to specialized treatment, or both, depending on the
severity of their alcohol problems.41

This study also highlights the potential impact of
binge drinking by ADMP on job performance and force
readiness. ADMP who reported binge drinking were
consistently more likely than nonbinge drinkers to
report a wide range of alcohol-attributable problems,
including problems with job performance and drinking
and driving, both of which were reported by more than
one quarter of all binge drinkers. Binge drinkers were
also substantially more likely than nonbinge drinkers to
report being drunk while working and being called to
work during off-duty hours and reporting to work
drunk. While binge drinking is also known to be
strongly associated with a wide range of health and
social problems in the civilian population (e.g., inter-
personal violence and sexually transmitted disease),
this pattern of alcohol consumption poses special risks
in the military setting. For example, the performance of
pilots has been shown to be impaired for up to 14 hours
after drinking at a level sufficient to achieve a blood
alcohol concentration of 0.10 grams per deciliter (g/
dL).42 In addition, serious criminal behavior resulting
from binge drinking among military personnel can

bring widespread media attention that damages the
effectiveness and credibility of the U.S. military as a
whole.43,44 Finally, the high levels of binge drinking
among ADMP, particularly among those aged �25
years, increase the likelihood of alcohol-related harms
and alcohol-use disorders (e.g., alcoholism) following
military service.45–47 The impact of binge drinking in
the military on the future drinking behavior of veterans
and their families is important, because 13.3% of U.S.
adults report current or past military service (CDC
Behavioral Risk Factor Surveillance System, unpublished
raw data, 2005 ). Thus, reducing binge drinking among
ADMP could have both short- and long-term benefits
for both the military and the general population.

Several strengths mark this study, including the large
sample size and the ability to assess both alcohol
consumption and alcohol-related outcomes among
ADMP. Another strength is the use of standardized
questions on alcohol use, which are comparable to
those used in other large surveys of risk factors. This
study also has several imitations. First, binge drinking
and related consequences are underreported on sur-
veys; thus, the estimates of the prevalence and fre-
quency of binge drinking, and of the prevalence of
alcohol-related problems, were likely conservative.48,49

Second, although the response rate for this survey
(51.8%) is similar to that of other large, population-
based surveys,50 respondents to this survey may differ
from nonrespondents. However, based on the character-
istics that were used to weight the survey population (e.g.,
branch of service, race/ethnicity), respondents were rep-
resentative of ADMP (R. Bray, RTI, personal communica-
tion, April 2008). Third, while this study examined several
different types of alcohol-related consequences among
military personnel, the survey did not ask about a number
of important secondhand effects of alcohol use (e.g.,
being a victim of vandalism, sexual assault).51,52

While this study provides new insights into the prob-
lem of binge drinking in the military, the problem itself
is not new, and has, in fact, been documented in
previous surveys of the active-duty population going
back more than 20 years.53 Although previous analyses
of the current survey have not assessed the frequency or
per-capita episodes of binge drinking, the prevalence of
binge drinking is similar to that found in 2005 and only
slightly increased (43.2% vs 41.8%) compared to 2002.
However, this does not mean that binge drinking is so
much a fixture of military life that it is impossible to
change. For example, the military has been quite
successful in reducing smoking rates among ADMP
using a comprehensive public health approach that has
included smoking-cessation programs and smoking
bans.54,55 These interventions were successfully imple-
mented even though smoking was historically quite
common among ADMP. In contrast, most alcohol
programs in the military have tended to focus exclu-
sively on screening for and treating alcoholism, even

March 2009 Am J Prev Med 2009;36(3) 215



Author's personal copy

though other studies suggest that only a small minority
of ADMP meet the diagnostic criteria for alcohol-
ism.56–59 Nonetheless, small, base-specific, and commu-
nity programs to reduce underage and binge drinking
on military bases have been implemented and appear
to be showing promising results.60,61

In addition to these programs, potentially effective
community-based interventions include increasing the
price of alcoholic beverages, particularly on military bases;
enforcing and retaining laws prohibiting the sale to or
acquisition of alcoholic beverages for underage youth,
particularly at alcohol outlets adjacent to military bases;
working with communities to limit the density of alcohol
outlets; and discouraging drink specials that promote
binge drinking (www.thecommunityguide.org).62,63 In
addition, bases should offer alcohol-free social events
and increase the availability of recreational activities
that do not involve drinking. Further, because a large
percentage of young service members live on base, it is
important to establish and enforce rules restricting the
use of alcohol in dormitories, in single housing, and
onboard ships. Finally, although the U.S. Preventive
Services Task Force has noted that routine screening
for binge drinking in primary care and other treatment
settings is effective in reducing these types of behav-
iors64 more research on the effectiveness of these
interventions in the military setting is required.

The findings and conclusion in this report are those of the
authors and do not necessarily represent the official position
of the CDC or the U.S. Department of Defense.

No financial disclosures were reported by the authors of
this paper.
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A t a recent meeting of our medical school’s advisory college
our Dean of Student Affairs asked 190 first-year students

for their definition of professionalism. The majority of these
young people, just months out of college, were perhaps
unqualified to answer the question, yet enthusiasm over-
whelmed inexperience, eager faces glowed with engagement,
and willing hands shot up in response.

“It means always doing your best,” one student yelled, as the
Dean scribbled the answer on a white board.

“Being respectful to everyone at all times,” contributed
another. A murmur of approval was heard from the faculty.

“Putting patients’ needs first,” declared a third, and the
congress roiled for the next fifteen minutes, bubbling with
mostly redundant yet admirably idealist contributions.

For most physicians, “professionalism,” an admittedly nebu-
lous term, represents not simply the opposite of “amateurism”

but rather the very best practice of medicine. And the students,
though overlooking “beneficence” and “sustained commitment to
learning” in their description, were right in insisting that it is
predicated on proper behavior, hard work, and a stringent
commitment to one’s patients. Yet several years into practice, it
is increasingly clear to me that professionalism is rooted in an
intimacy with and a struggle against failure which inevitably
makes demands of and weighs on physicians. It is a difficult and
costly proposition, and none of us is spared its toll.

As the new student-doctors happily spun their list, optimis-
tically anticipating that good intentions foretell a smooth
career, cheerfully unaware of the difficulties awaiting them,
my mind turned to two patients I had recently treated and how
my role in their care had enhanced and supplied nuance to my
own understanding of professionalism.

John, a thoroughly enjoyable bus driver, came to see me after
an emergency room visit for pharyngitis. He had been evaluated
the night before at a local hospital where his rapid strep test had
been negative, and he had been told his problem was “viral.” He
had been sent home on prednisone and salt water gargles to help
reduce his symptoms and told to follow-up with his primary care
physician—for whom I was covering—the next day.

I spent very little time with John—much less than I should
have—and didn’t closely interrogate his history. I took his
temperature which was normal, I quickly palpated his neck and
found he had no swelling or lymph node enlargement, and I
peered into the back of his throat and sawminimal inflammation
without pus. John told me he wasn’t feeling much better than he
had the night before, but as his symptoms hadn’t progressed, I
endorsed the care he had received and told him to call me if he
didn’t start to feel better within a day or two.

John’s wife, a medical assistant, called me the next afternoon
and told me his throat pain was so severe he couldn’t even
swallow a can of Ensure. She brought him back to my office and
on second and closer inspection I noted that his voice had
changed, he was having difficulties opening his mouth, and his
submandibular tissues were tender. I admitted him to the
hospital and arranged for immediate intravenous antibiotics, a
CTscanof his neck, and a formal otolaryngology consultation, yet
despite these interventions John required a neck debridement
and placement of a temporary tracheostomy. He went on to a full
recovery, but only after a harrowing and perhaps avoidable stay
in the intensive care unit.

Steve, a 50-year-old nurse for whom I’ve cared for several
years, had recently complained to me of an acute cough with
low-grade fevers. A chest x-ray was negative but his symptoms
persisted for several weeks despite trials of cough medicine,
anti-histamines, oral and nasal steroids, and finally an
antibiotic. After Steve had been coughing for six weeks I asked
him to be tested for Bordetella, but several days after his blood
draw, with results still pending, I received a frantic email from
his wife. Two days prior, Steve had suddenly appeared “dusky.”
Upon evaluation in a local emergency room his D-Dimer had
been elevated and a CT scan had shown a large central
pulmonary embolus. Steve had been anti-coagulated and
admitted to the intensive care unit, and a leg ultrasound had
demonstrated a sizeable deep vein thrombosis. Even though
Steve had never complained of shortness of breath or chest
pain and had never been tachypneic or hypoxic, the intensivist
believed that the chronic cough had been caused by a cascade
of small emboli.

Professionalism certainly hinges on propriety, and in this
way the students’ intuition was sharp. Yet despite the innu-
merable pleasures we encounter in our work, it is only through
an unrelenting, emotionally costly, and solitary struggle
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against error and failure that we are challenged to become as
thorough, conscientious, and empathetic as possible. This
grim truth, often invisible to young trainees, emerges only with
experience and sustained introspection yet lies at the very core
of our practice. How else but through missing Ludwig’s angina
does a young physician re-learn the importance of digging into
patients’ histories, interrogating and respecting their physical
findings, and attending as rapidly as possible to their needs?
What better way than by losing sleep over a patient in whom
you believe you’ve missed chronic pulmonary emboli to
become vigilant against error? And what could be more
humbling and humanizing than being present with patients
to whom you’ve admitted errors or oversights, continuing to be
active in their care, and working to maintain their trust in you?

My father, a superb physician, once characterized medicine
as a “lone intellectual struggle against disease,” and the longer I
practice the more regard I have for the words “lone” and
“struggle.” Physicians who act and practice properly may
occasionally be honored by colleagues and adored by patients,
and we should allow ourselves to be renewed in those moments.
John, it turns out, believes I saved his life and has actually
referred family members to my practice, and Steve tried
desperately to reassure me—even prior to the state lab calling
to report his positive Bordetella test—that I had been appropri-
ately thorough in my evaluation of his cough. Yet medicine
remains a difficult and sometimes terrifying pursuit, one in
which fear of failure and self-doubt are our close companions
and which at times stretches the very best of us to our limits.
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1. Introduction

There is a growing body of evidence supporting the impact of
inadequate health literacy on the health of individuals [1].
Inadequate health literacy has been linked to lower use of
preventive services [2], delayed care-seeking when symptomatic
[3], poor understanding of one’s medical condition [4], low
adherence to medical instructions [5], poor self-care [6], higher
healthcare costs [7] and increased mortality [8,9]. In a recent
report, 48% of U.S. adults lack the reading and numeracy skills to
fully understand and act on health information [1]. Similarly,
substantial portions of European populations have also been
shown to have inadequate health literacy, despite the small

number of publications related to the impact of inadequate health
literacy in European countries [10].

To date, little research has been conducted on the prevalence of
inadequate health literacy in other parts of the world, such as Asian
countries including Japan. Japan in particular is well-known for
having a high standard of educational attainment, including a high
proportion that obtain university degrees [11]. Educational
attainment, along with race/ethnicity and age, has been shown
to be the leading demographic predictors of health literacy in the
U.S. [12,13]. Whereas 15% of U.S. adults do not have a high school
diploma and 19% completed at least a 4-year university degree
[14], only 8% of Japanese adults lack a high school diploma and
fully 34% have completed at least a 4-year university degree [15].
Thus, there might be a lower prevalence of inadequate health
literacy in Japan, although no research has been conducted to
determine the prevalence of inadequate health literacy among
Japanese adults.

English is a phonographic language in which phonemes, which
do not intrinsically represent any particular meaning, are brought
together to represent words. On the other hand, Japanese is a
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logographic language which uses a mixture of Chinese grapheme
characters (Kanji) and two syllabary character systems (Hiragana

and Katakana), to depict concepts, i.e., the images have intrinsic
and somewhat flexible meaning. A phonographic script primarily
represents words as units of sound. A logographic script primarily
represents words as visual images [16]. Further, in Japanese, basic
characters are often combined to communicate complex ideas.
Consequently, most people can easily conceive the ideas close to
the correct meaning of written words and sentences without prior
knowledge.

Historically, the Japanese began adopting written language in
the third century A.C.E. with Kanji through the Korean peninsula
from China and then originally developed the Hiragana and
Katakana in the ninth century. Currently, the Japanese Ministry of
Education designates a list of 1006 Kanji (Kyoiku Kanji or Education
Kanji) as the learning objective for all elementary school children.
These and an additional 939 Kanji are designated as the learning
objective for all junior high school students (Joyo Kanji or Ordinary
Kanji). Logographic and syllabic characteristics of Japanese may be
one cause of the high written literacy rate in Japan. In fact, 99.8% of
junior high school graduates have mastered the Hiragana and
Katakana [15,17].

Due to the linguistic differences between English and Japanese,
tools that have been developed in English language to directly
measure health literacy cannot be simply translated. While simple,
standardized assessment tools for readability and functional
health literacy should be developed in Japanese, a recently
developed surrogate measure for inadequate health literacy can
be employed [18–20]. This one-item screening question was
validated in recent studies as a measure of health literacy [18–20];
areas under the receiver operating characteristics curve for this
single question were 0.84 based on the rapid estimate of adult
literacy in medicine (REALM) [19] and 0.80 for the test of
functional health literacy in adults (STOFHLA) [18]. Chew et al.
have also shown that additional questions did not significantly
increase the accuracy in detecting inadequate health literacy [19].

Despite accumulating evidence on health issues related to
health literacy in the U.S. and European countries [6,21,22], a
recent study indicated no association between health literacy and
health status in ethnic minorities in the U.S. [23]. To determine the
association between functional health literacy and physical and
mental health status in Latinos and African Americans, Guerra et al
conducted a cross-sectional study that used the STOFHLA and SF-
12 in a sample of about 1300 Medicaid and/or Medicare Latino and
African American adult patients at community clinics in Philadel-
phia and found that health literacy was not significantly associated
with physical or mental health status thus questioning the
generalizability to a sample of ethnic minorities of the perceived
link between inadequate health literacy and poor health status
[23]. Thus, research on the potential link between health literacy
and health status is needed for people living outside the U.S. or
Europe. Thus, the objective of this study was to estimate the
prevalence of inadequate health literacy by examining self-
reported low health literacy and to investigate the relationship
between low health literacy and health status in the Japanese
general population.

2. Methods

2.1. Study participants

The data for this study was collected from responses to a
national cross-sectional on-line survey conducted from July 3 to
July 8, 2008. No personal identifying information was collected
(such as name or address) and institutional review board approval
was obtained from the National Institute of Japanese Language. All

areas in Japan were stratified into 10 regions, including Hokkaido,
Tohoku, Kanto, Tokai, Keihin, Hokuriku, Kyouhanshin, Chugoku,
Shikoku and Kyushu. The number of potential participants was
determined within each region from a panel of people registered in
the Yahoo JAPAN Co. (Tokyo, Japan), through probability sampling
proportionate to age and gender, similar to the national census
data of population distributions for 30–90-year-old in 2007.
Inclusion criteria were Japanese adults aged 30-year-old or older.
Many Japanese of age of 20s go to colleges or other schools of
higher education. Thus, for measuring the final educational
attainment in people, we recruited people aged 30 or older.
Exclusion criteria were any types of healthcare workers, such as
physicians, nurses, hospital workers, or public health workers. No
gifts or payments were given for participating in the survey.

2.2. Data collection

The survey gathered anonymous data for demographics and
socioeconomics as well as responses to the questionnaire for
health-related quality-of-life (HRQOL) and health literacy. Demo-
graphic data included age, gender, annual income, education and
occupation. The cutoff points for annual income of 2, 4, 6 and 8
million Japanese Yen (JY) were used to generate five income
categories (Note: the average exchange rate to 1 U.S. dollar in July
2008 was about 100 JY). Although poverty benefits were provided
in 2008 by the government to those with an annual income of less
than about 1.5 million JY for a single person and less than about 2
million JY for a couple in 2008 [24], the National Tax Agency
regards an income of 2 million JY as the cutoff level for low-wage
workers and reports the distribution of income using cutoffs of 2, 4,
6 and 8 million JY. For educational attainment, five categories were
used (did not graduate high school, high school graduate,
vocational school, short-term college, and university graduate/
Masters/PhD). For occupational status, five categorical levels were
used, including persons working full time, homemaker, those
working part time, retired, and those not currently working. Survey
items also assessed current and past smoking, current alcohol use,
and chronic conditions (cancer, cardiovascular disease, hyperten-
sion, diabetes, arthritis, asthma or chronic obstructive pulmonary
disease, or depression) [22].

The HRQOL was assessed using the physical and psychological
wellbeing domains (a total of 13 items) of the shortened Japanese
version of the World Health Organization Quality of Life-BREF
(WHOQOL-BREF). The WHOQOL-BREF raw scores were trans-
formed into scores from 0 to 100 with the lowest score of zero and
the highest score of 100. The WHOQOL-BREF transformed domain
scores have demonstrated good discriminant validity, content
validity, and test–retest reliability [25]. The instrument is
considered a valid and reliable measure for assessing HRQOL in
different populations [25].

For measuring health literacy, we asked the single item
screening question: ‘‘How confident are you filling out forms by
yourself?’’ with five Likert responses of ‘‘not at all’’, ‘‘a little bit’’,
‘‘somewhat’’, ‘‘extremely’’, or ‘‘quite a bit’’. The threshold
optimizing both sensitivity (83%) and specificity (82%) for this
single item as compared to the REALM criteria was at the response
of ‘‘somewhat’’ or less [19]. Thus, we used this single item with this
threshold for dichotomizing participants into adequate or low
levels of self-reported health literacy.

Two additional items for measuring self-reported health
literacy were also included in this study for confirming a
concurrent validity of the aforementioned item. In these two
items, we asked: ‘‘How often do you have problems learning about
your medical condition because of difficulty understanding
written information?’’ (‘‘problems learning’’) and ‘‘How often do
you have someone help you read hospital materials?’’ (‘‘help read’’)
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with five Likert responses of ‘‘never’’, ‘‘occasionally’’, ‘‘sometimes’’,
‘‘often’’, or ‘‘always’’. These items have also shown good validity
profiles for measuring health literacy in comparison to the
STOFHLA and the REALM despite relatively lower accuracy
compared to the item of ‘‘confident with forms’’ [19,20].

2.3. Statistical analysis

Spearman’s correlation coefficients were computed to confirm
the concurrent validity of the items for measuring self-reported
health literacy. Descriptive statistics for sociodemographic vari-
ables and current and past smoking, current alcohol use, and
chronic conditions were calculated and presented as counts with
proportions for all participants. The differences of proportions in
these variables between participants with adequate health literacy
and those with low health literacy were estimated using Chi-
square test or trend test where appropriate.

Differences of the mean scores in the two wellbeing domains
between the groups by self-reported health literacy level were
estimated with unadjusted linear regression models. Furthermore,
adjusted linear regression models for the physical and psycholo-
gical wellbeing were constructed, including age, gender, income,
education, occupation, smoking status, current alcohol use, chronic
conditions, and health literacy. Because of possible over-adjust-
ment by including education in a regression model focused on
health literacy [22], adjusted models without education were also
constructed. Model fit of multivariate models was assessed with
the adjusted R-square.

Since the WHOQOL-BREF does not have the well-defined values
for minimal clinically important differences, we used the

distribution-based approach for estimating the effect size. Thus,
to examine the clinical significance of the differences between the
groups, we computed effect sizes by dividing the mean difference
in scores by the SD for all participants [26]. For interpretation of
effect sizes, we followed the recent criteria of<0.3 as small, 0.3–0.8
as moderate and >0.8 as large effect sizes [27–29]. Statistical
analyses were performed using STATA 10.0 (College Station, TX).
Two-tailed p-values <0.05 were considered statistically signifi-
cant.

3. Results

Of 2500 subjects randomly selected from the on-line panel,
1074 participated in the study (a response rate, 43.0%). Among
these, data for 1040 persons were available for our analysis and
were considered as the final sample. Table 1 shows socio-
demographic characteristics of all participants. The mean age
was 57-year-old (range, 30–90) and 52% were women.

We found 161 participants (15.5%; 95% confidence interval [CI],
13.3–17.7%) to have self-reported low health literacy in this study,
based on the item ‘‘confident with forms’’ as the criterion. The
three self-reported health literacy items had a significant and
moderate positive correlation. Spearman’s correlation coefficients
for the item ‘‘confident with forms’’ were 0.384 (p < 0.001) to the
item ‘‘problems learning’’ and 0.331 (p < 0.001) to the item ‘‘help
read’’.

Table 1 also presents the distributions of sociodemographic
characteristics by self-reported health literacy group (low vs.
adequate). Educational attainment was significantly different
between the two groups (p = 0.002 for trend). Participants with

Table 1
Sociodemographics of study participants by health literacy levela.

Characteristic All participants Adequate health lit-

eracy (1)

Low health literacy (2) p-Value (1) vs. (2)

n % n % n %

N 1040 100% 879 100% 161 100%

Age (years) 0.403

30–39 183 17.6% 157 17.9% 26 16.1%

40–49 160 15.4% 135 15.4% 25 15.5%

50–59 224 21.5% 190 21.6% 34 21.1%

60–69 238 22.9% 202 23.0% 36 22.4%

70–79 181 17.4% 153 17.4% 28 17.4%

80 or older 54 5.2% 42 4.8% 12 7.5%

Gender 0.397

Men 497 47.8% 425 48.4% 72 44.7%

Women 543 52.2% 454 51.6% 89 55.3%

Income (Japanese Yen) 0.072

<2 million 92 8.8% 70 8.0% 22 13.7%

2–3.99 million 264 25.4% 219 24.9% 45 28.0%

4–5.99 million 290 27.9% 252 28.7% 38 23.6%

6–7.99 million 160 15.4% 138 15.7% 22 13.7%

8 million or more 234 22.5% 200 22.8% 34 21.1%

Education 0.002

<Grade 12 51 4.9% 34 3.9% 17 10.6%

High school graduate 379 36.4% 316 35.9% 63 39.1%

Vocational school 107 10.3% 91 10.4% 16 9.9%

Short-term college 139 13.4% 116 13.2% 23 14.3%

University graduate/Master/PhD 364 35.0% 322 36.6% 42 26.1%

Working status 0.161

Working full time 445 42.8% 382 43.5% 63 39.1%

Homemaker 273 26.3% 227 25.8% 46 28.6%

Working part time 91 8.8% 76 8.6% 15 9.3%

Retired 135 13.0% 117 13.3% 18 11.2%

Currently not working 96 9.2% 77 8.8% 19 11.8%

Low (not at all, a little bit, somewhat) and adequate (extremely, quite a bit).
a Health literacy level was based on the question of ‘‘confident with forms’’: how confident are you filling out forms by yourself?
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low health literacy represented a higher proportion of those with a
lower education attainment, while participants with adequate
health literacy represented a higher proportion of those with a
higher education attainment. Table 2 shows the distributions of
health behavior and chronic conditions of the study participants by
self-reported health literacy level. There were no significant
differences of smoking status, alcohol use and prevalence of
chronic conditions between the two groups.

The mean scores were 70.0 (S.D., 17.6) for physical wellbeing
and 66.9 (S.D., 17.1) for psychological wellbeing. Fig. 1 presents the
distributions of physical wellbeing by health literacy level.
Individuals with low health literacy reported significantly lower
mean physical wellbeing scores compared with those with
adequate health literacy (60.6 vs. 71.7, respectively) (Table 3).
The unadjusted difference was�11.1 with 95% CI of�14.0 to�8.3.
The effect size of the unadjusted difference was 0.63, which
represents an effect size of moderate magnitude.

Fig. 1 also depicts the distributions of the psychological
wellbeing by health literacy level. Individuals with low health

Table 2
Health behavior and chronic conditions of study participants by health literacy levela.

Characteristic All participants Adequate health literacy

(1)

Low health literacy (2) p-Value (1) vs. (2)

n % n % n %

N 1040 100% 879 100% 161 100%

Smoking 0.336

Current 200 19.2% 162 18.4% 38 23.6%

Former 247 23.8% 214 24.3% 33 20.5%

Never 593 57.0% 503 57.2% 90 55.9%

Current alcohol use 0.993

None to light 588 56.5% 494 56.2% 94 58.4%

Moderate 407 39.1% 350 39.8% 57 35.4%

Heavy 45 4.3% 35 4.0% 10 6.2%

Chronic condition

Cancer 38 3.7% 33 3.8% 5 3.1% 0.687

Cardiovascular disease 21 2.0% 18 2.0% 3 1.9% 0.878

Hypertension 221 21.3% 184 20.9% 37 23.0% 0.559

Diabetes 55 5.3% 44 5.0% 11 6.8% 0.341

Arthritis 45 4.3% 34 3.9% 11 6.8% 0.089

Asthma or COPD 29 2.8% 23 2.6% 6 3.7% 0.432

Depression 33 3.2% 24 2.7% 9 5.6% 0.057

Low (not at all, a little bit, somewhat) and adequate (extremely, quite a bit). COPD = chronic obstructive pulmonary disease.
a Health literacy level was based on the question of ‘‘confident with forms’’: how confident are you filling out forms by yourself?

Fig. 1. Physical and psychological wellbeing by health literacy level. A bar indicates

the mean value of scores by health literacy level.

Table 3
Unadjusted and adjusted linear regressions for physical and psychological wellbeing.

Measure Unadjusted model Full adjusted modela Adjusted model without educationb

Physical wellbeing, mean � SD

Adequate health lietracy 71.7 � 17.0 – –

Low health lietracy 60.6 � 17.9 – –

Difference of physical wellbeing (95% CI) �11.1 (�14.0 to �8.3) �9.6 (�12.4 to �6.9) �9.8 (�12.5 to �7.1)

p-Value <0.001 <0.001 <0.001

Adjusted R-square 0.052 0.170 0.172

Effect size �0.63 �0.55 �0.56

Psychological wellbeing, mean � SD

Adequate health lietracy 68.3 � 16.9 – –

Low health lietracy 59.7 � 16.6 – –

Difference of psychological wellbeing (95% CI) �8.5 (�11.4 to �5.7) �7.5 (�10.3 to �4.7) �7.6 (�10.4 to �4.9)

p-Value <0.001 <0.001 <0.001

Adjusted R-square 0.032 0.103 0.105

Effect size �0.50 �0.44 �0.44

SD = standard deviation: CI = confidence interval.
a Adjusted for age, gender, income, education, occupation, smoking status, alcohol use, and chronic conditions.
b Adjusted for age, gender, income, occupation, smoking status, alcohol use, and chronic conditions.
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literacy reported significantly lower mean psychological wellbeing
scores compared with those with adequate health literacy (59.7 vs.
68.3, respectively) (Table 3). The unadjusted difference was �8.5
with 95% CI of �11.4 to �5.7. The effect size of the unadjusted
difference was 0.50, which represents an effect size of moderate
magnitude.

Table 3 presents the results of unadjusted and adjusted linear
regression models for physical and psychological wellbeing scores.
Self-reported low health literacy was significantly associated with
a lower physical wellbeing in the full-adjusted model (difference,
�9.6). Similarly, self-reported low health literacy was significantly
associated with a lower psychological wellbeing in the full-
adjusted model (difference, �7.5). Based on the full-adjusted
models, the effect sizes of the difference in wellbeing by health
literacy levels were �0.55 (moderate) for physical wellbeing and
�0.44 (moderate) for psychological wellbeing. Exclusion of
education from the models did not significantly influence the
relationships between health literacy and physical or psycholo-
gical wellbeing.

4. Discussion and conclusion

4.1. Discussion

To our knowledge, this is the first study to explore the
prevalence of self-reported low health literacy in Japan. Our results
indicate that 15.5% of Japanese adults may have low health
literacy. This is a substantial portion of the population and should
prompt planning for further epidemiologic studies and possible
interventions in Japan. By comparison, while 15.5% is lower than
what has been reported in other countries such as the U.S. [1], this
figure is higher than a recent national sample of British adults
(11.4%) [30], and a primary care population in Canada (9%) [31].
However, since the self reported measure was used in the current
study and different measures were used in other countries, it may
need to be careful when comparing these figures.

In addition, after controlling for age, gender, income, education,
occupation, smoking, alcohol use and chronic conditions, Japanese
individuals with low health literacy reported significantly lower
physical and psychological wellbeing than those with adequate
health literacy. The magnitudes of the differences of wellbeing
between the groups were clinically important according to Cohen’s
criteria for interpreting effect sizes. Based on previous reports
using the WHOQOL-BREF, the magnitude of the difference of
physical wellbeing was comparable to that of having survived
myocardial infarction (�11.3) [26], and a diagnosis of lung cancer
(�15) [32]. The magnitude of the difference of psychological
wellbeing was a half of that of having a diagnosis of bipolar
disorder (�15) [33].

Comparison of the regression models with and without
education as a covariate showed that both health literacy and
education may, to a certain extent, operate in the same causal
pathway for health status [22]. Specifically, in the model without
education as a covariate, the magnitude of the association between
health literacy and our health status measures increased by a small
margin in comparison to our model with education as a covariate.
Though this effect is small, it is likely an indication of over-
adjustment [22].

The current findings, linking low health literacy and poor
physical and psychological wellbeing in Japan is consistent with
previous studies showing the independent association between
low health literacy and poor self-rated health status, including
physical and psychological health functioning [21,22,34–36]. Since
recent studies also show that inadequate health literacy increases
mortality in the U.S. elderly [8,9], prospective studies examining
mortality are also needed in Japan. The lack of significant

differences of health behavior and chronic conditions of the study
participants by health literacy level was consistent with the prior
report [34].

There are several potential causal pathways linking low health
literacy to poor physical and psychological wellbeing [22,37]. First,
individuals with low health literacy are less likely to access and
utilize healthcare services, such as recommended vaccination and
cancer screening programs [2,38,39]. Second, low health literacy is
related to poor health knowledge, including important knowledge
about prevention and chronic diseases [4,40,41] and this lack of
knowledge can lead to lower adherence to medical instructions
[5,6,42,43]. Third, communication between individuals with low
health literacy and health care providers within medical encoun-
ters may be ineffective, since physicians often do not communicate
at a level that is understood by patients with low health literacy
[44]. Similarly, educational materials distributed in clinics and
hospitals are mostly difficult to understand for those with low
health literacy [45,46]. Fourth, the quality of self-care may be
poorer among those with low health literacy at the time of both
acute symptomatic episodes and chronic illnesses [47]. Conse-
quently, all of these factors could contribute to poor wellbeing
among individuals with low health literacy [36]. On the other hand,
there are other studies that do not show these relationships, such
as a study indicating higher adherence among HIV-infected
patients with low health literacy [48]. However, none of these
issues, regarding the potential mechanisms that link low health
literacy to worse health outcomes have been evaluated in Japan.

There are several limitations in our study. First, because our
study was based on cross-sectional data, a causal relationship
between low health literacy and physical and mental wellbeing
cannot be established. Second, we used only the single-item
screener to measure self-reported health literacy in study
participants. While the test sensitivity, specificity and reliability
of this item are considered good compared to the STOFHLA and the
REALM, which are currently the most commonly used measures of
health literacy, the operating characteristics of this screening
question have not been evaluated in Japanese. Japanese language
versions of the STOFHLA and the REALM cannot be implemented
because of the logographical nature of Japanese. Until a new test
paradigm is developed and validated for health literacy in
Japanese, the field will need to be initiated with indirect test
measures, as we have done. Third, we assessed the presence of
chronic conditions, based not on medical records, but on the self-
reported questionnaire. However, a high level of agreement has
been shown between self-reported survey results of chronic
conditions and medical records [49], and there is little association
between education and the validity of self-reported chronic
conditions [50].

Fourth, while the National Surveys in the U.S. (NAAL) and other
countries (IALS) were interviewer-facilitated household surveys,
data collection through a web-based survey is likely to under-
estimate the prevalence of inadequate health literacy. Indeed, the
educational attainment and income of our study participants is
relatively higher than that of the general population in Japan
(Grade <12 proportions: 5% in our study participants vs. 8% in the
general population by the government report) [15]. An adjusted
estimate for the prevalence of low health literacy would be
increased to about 18%, if our sample had included 8% of people not
finishing high school instead of 5% and if all of those had low health
literacy (the worst case scenario). The appropriateness of a web-
based survey for estimating the prevalence of health literacy may
need to be evaluated further to estimate the magnitude of this
effect.

Fifth, it has recently been shown that literacy influences the
validity of Likert scale measures [51]. This work, however, was
conducted with non-readers, who were not included in our self-
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administered survey and were not at all included in the
International Adult Literacy Survey, the 1992 U.S. National Adult
Literacy Survey, and the 2003 U.S. National Assessment of Adult
Literacy (NAAL). Indeed, in the NAAL, 3% of all potential subjects
were excluded due to being unable to participate in the survey and
this portion is typically excluded from all discussion of the NAAL
results. It is unclear what portion of the Japanese population would
have been similarly excluded if the current study had been
conducted as an in-person survey. Finally, sixth, low literacy might
directly affect a person’s ability to complete a wellbeing
questionnaire. Lower HRQOL in low literacy might have resulted
from this group’s inability to accurately report their wellbeing
compared to those with adequate literacy. This issue could have
been overcome by administering the WHOQOL via interview.

4.2. Conclusion

In conclusion, this study explores the prevalence of self-
reported low health literacy in the general Japanese population for
the first time and provides the first evidence on the relationship
between low health literacy and poor physical and psychological
wellbeing in Japan. Though this method has been validated, the
estimate we provide is based on a single-item self-report measure
for health literacy. Appropriate epidemiological tools for direct
measurement of health literacy should be developed in Japanese.
In addition, to develop effective public health interventions, future
studies are needed to examine how people with low health literacy
in Japan recognize and respond to health problems and the health
care system.

4.3. Practice implications

Japanese clinicians and public health officials may need to pay
attention to our results which indicate a substantial proportion of
self-reported low health literacy among Japanese adults. Although
our estimate was based on a single self-report screening item, our
Internet-based data collection likely led to an underestimation of
this problem. Japanese clinicians and public health officials may be
able to simplify their patient education materials and improve
their communication techniques. In particular, further examina-
tion of patient comprehension is warranted. These kinds of
changes are likely to help all patients and be particularly beneficial
to patients with low health literacy.
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Abstract Poor and non-white patients are dispropor-

tionately infected with the hepatitis C virus (HCV). The

objective of this research is to determine sociodemographic

patterns of HCV-related ambulatory care visits over time.

Data from the National Ambulatory Medical Care Survey

(NAMCS) and the National Hospital Ambulatory Medical

Care Survey-Outpatient (NHAMCS-OPD) for the years

1997–2005 were analyzed in 3-year intervals. Demo-

graphic and other variables were compared for each period,

and multivariable logistic regression was performed to

examine whether the likelihood of a visit being HCV-

related (versus non-HCV) was independently associated

with (1) race and/or (2) Medicaid status over time. The

total number of HCV-related ambulatory visits more than

doubled from 3,583,585 during the years 1997–1999 to

8,027,166 during 2003–2005. During this time, the pro-

portion of non-whites and Medicaid recipients presenting

for HCV-related visits approximately doubled (non-whites:

16% vs. 33%, P = 0.04; Medicaid recipients: 10% vs.

25%, P = 0.07). In 2003–2005, HCV-related visits were

more than twice as likely to occur among non-white

patients vs. white patients (OR = 2.49; 95% CI: 1.60–

3.86) and patients on Medicaid vs. non-Medicaid (3.49;

1.79–6.80). Our results show that HCV-associated ambu-

latory care visits are increasing, with a greater proportion

of visits occurring among non-white patients and Medicaid

recipients.

Keywords Hepatitis C � Health disparities �
Ambulatory care � Health services

Introduction

More than 3 million Americans are now estimated to be

infected with the hepatitis C virus (HCV) [1]. The inci-

dence of HCV peaked in the 1980s (prior to blood product

screening) and is now relatively low except among certain

high-risk groups such as injection drug users [2, 3] As a

consequence, most affected individuals are 40–50 years of

age and have likely been infected for decades. Over time,

these individuals are at risk for developing cirrhosis and

liver cancer, which has prompted concern about a potential

surge in HCV-associated morbidity and mortality in the

coming years [4]. Providing ambulatory care for HCV-

infected individuals so that they can be evaluated for

treatment should be of paramount importance.

To date, there is little information on the patterns of

ambulatory health care usage among HCV-infected per-

sons. The prevalence of HCV is disproportionately higher

among minorities, illicit drug users, and individuals of low

socioeconomic status [1]. These are vulnerable populations

that may face numerous barriers to adequate health care.

Although HCV-related healthcare utilization has been

reported to be increasing overall [5, 6], it is unclear whe-

ther these vulnerable groups are receiving care for their

HCV. This study was conducted to analyze whether the

national pattern of HCV-related ambulatory care visits
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differed by age, gender, race, and insurance status over

time, and to examine the proportion of visits that involved

a prescription for anti-HCV therapy.

Methods

Data Sources and Study Design

Data from the National Ambulatory Medical Care Survey

(NAMCS) and the National Hospital Ambulatory Medical

Care Survey-Outpatient (NHAMCS-OPD) for years 1997–

2005 were utilized. These surveys, conducted annually by

the National Center for Health Statistics and the Centers for

Disease Control, capture nationally representative samples

of visits to ambulatory clinics (NAMCS) and hospital-

based clinics (NHAMCS-OPD). A detailed description of

NAMCS and NHAMCS methodology is available through

the National Center for Health Statistics [7]. In brief,

trained interviewers provide materials and instruction to

physicians, who then record information on patient visits

during the reporting period. This study included informa-

tion only on adult visits (age 18 years or older). Because of

relatively small numbers of HCV-associated visits, we

combined annual survey data in 3-year intervals (1997–

1999, 2000–2002, and 2003–2005). Analysis of this pub-

licly available data set was exempted from institutional

review board review by the University of California, San

Francisco.

Variables

An HCV-related visit was defined as one in which any of

the three principal diagnosis fields contained the following

International Classification of Diseases, Ninth Revision

(ICD-9 codes): 070.41, 070.44, 070.51, 070.54, 070.70,

070.71, or V02.62. Demographic covariates that were

examined included age, sex, race (white vs. non-white),

and insurance status (private, Medicare, Medicaid, or

other). Additional covariates examined were whether or not

the visit was conducted with the patient’s primary care

provider (as determined by the provider), whether the visit

also contained a diagnosis code for complications from

HCV defined as cirrhosis, ascites, esophageal varices or

hepatocellular cancer (ICD-9 codes: 571.5, 571.6, 155.0,

789.5, 456.1, 456.2, or 571.2), and whether the visit

involved prescription of anti-HCV medications (standard

and pegylated interferon alpha-2a and 2b, and/or ribavirin).

Analyses

All analyses took into account the complex survey design

using weights, strata, and primary sampling unit design

variables when calculating estimates. Comparisons of the

proportion of visits representing certain patient demo-

graphics and prescription of anti-HCV therapy for each 3-

year interval were compared using a Chi-square test.

Multivariable logistic regression was performed to exam-

ine whether the likelihood of a visit being HCV-related

(versus unrelated to HCV) was independently associated

with race and Medicaid status, and whether there was an

interaction between time and those covariates (i.e., whether

the effects of race and Medicaid status varied over time). A

P-value threshold of \0.05 was used for all statistical

testing, including tests for interaction. All analyses were

conducted using SAS version 9.1.3 (SAS Institute, Cary,

NC) and SUDAAN, version 9.0.3 (RTI International,

Research Triangle Park, NC).

Results

Using this data source, it is estimated that national HCV-

related ambulatory visits increased from 3,583,585 (95%

CI: 2,305,477 to 4,861,693) during 1997–1999 to

8,027,166 (3,714,378 to 12,339,954) during 2003–2005

(Fig. 1). These weighted estimates were based on an

absolute number of 276 visits, 468 visits, and 583 visits for

the years 1997–1999, 2000–2002, and 2003–2005,

respectively (estimates are not stable for fewer than 30

visits) [7]. HCV-related visits constituted a larger per-

centage of total ambulatory visits over time: they

comprised 0.17% of total visits in 1997–1999, 0.26% in

2000–2002, and 0.33% in 2003–2005 (Chi-square P-

value = 0.04; trend P-value = 0.1).

Over the time period examined, the proportion of non-

whites and Medicaid recipients presenting for HCV-related

visits approximately doubled (Table 1). A relatively small

number of visits involved a prescription for anti-HCV

medications (\10%), and the proportion did not appear to

be changing over time. Likewise, a minority of HCV-

related visits also involved complications such as cirrhosis
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Fig. 1 Estimated number of HCV-related ambulatory visits in the

U.S.

Dig Dis Sci (2009) 54:2694–2698 2695

123



and liver cancer, and there was no appreciable change over

time. Almost half of all HCV-related visits occurred with

the patient’s primary care provider.

Results from the logistic regression, adjusting for age

and sex, demonstrated that HCV-related visits were more

likely to occur among non-whites and recipients of Med-

icaid over time (time–race interaction P-value = 0.02;

time–Medicaid interaction = 0.04). In the most recent

years (2003–2005), HCV-related visits were more than

twice as likely to occur among non-white patients, and

more than three times as likely to occur among patients on

Medicaid (Table 2).

Conclusions

This study suggests that the number of HCV-related

ambulatory care visits in the U.S. is rising, with an

increasing percentage of visits occurring among non-white

patients and recipients of Medicaid. Additionally, we

observed that only a small percentage (\10%) of ambula-

tory HCV-related visits involved anti-HCV treatment, and

that the proportion of visits involving treatment did not

increase between 1997 and 2005.

There are some potential explanations for our finding

that an increasing proportion of HCV-related ambulatory

visits occurred among non-whites and Medicaid recipients.

First, this may reflect the positive efforts to screen and

bring to care individuals who are infected with HCV.

National guidelines for HCV screening do not target any

particular race or socioeconomic group [8], however, the

prevalence of HCV is substantially higher among minori-

ties and individuals of low socioeconomic status.

Increasing proportions may reflect greater numbers of

individuals from these vulnerable groups who become

aware of their diagnosis and are able to access health care.

As the incidence of acute HCV is extremely low (0.3 per

Table 1 Characteristics of HCV-related ambulatory visits (NAMCS/NHAMCS-OPD combined)

1997–1999

N = 3,583,585

N (%)

2000–2002

N = 5,875,678

N (%)

2003–2005

N = 8,027,166

N (%)

P-value

Gender

Female 1,594,071 (44) 2,020,134 (34) 2,702,298 (34) 0.46

Male 1,989,514 (56) 3,855,544 (66) 5,324,868 (66)

Age

18–39 841,005 (23) 1,210,659 (21) 1,184,421 (15) 0.83

40–59 2,302,117 (64) 3,775,097 (64) 5,459,966 (68)

C60 440,463 (12) 889,922 (15) 1,382,779 (17)

Race

White 3,015,711 (84) 4,708,309 (80) 5,339,075 (67) 0.04

Non-white 567,874 (16) 1,167,369 (20) 2,688,091 (33)

Insurance

Private 2,169,151 (60) 3,029,322 (52) 3,993,254 (50) 0.21

Medicare 655,850 (18) 773,304 (13) 911,405 (11)

Medicaid 342,788 (10) 1,048,284 (18) 2,015,782 (25)

Othera 415,796 (12) 1,024,768 (17) 1,106,725 (14)

Medicaid (vs. non-Medicaid) 342,788 (10) 1,048,284 (18) 2,015,782 (25) 0.07

Diagnosis of HCV complicationsb 199,785 (6)c 314,129 (5) 508,510 (6) 0.92

Prescription of anti-HCV meds 247,138 (7)c 565,892 (9.6) 503,428 (6.3) 0.76

Primary care provider visitd 1,502,684 (45) 2,400,056 (43) 3,466,357 (45) 0.97

a Includes self-pay/charity, workers comp, other, unknown and missing
b Cirrhosis, ascites, esophageal varices or hepatocellular carcinoma
c Less than 30 visits, estimate not stable
d 105 absolute visits missing this information = 929,107 weighted visits

Table 2 Relative odds for visit being HCV-related (vs. non-HCV)

associated with race and Medicaid status*

Covariate 1997–1999 2000–2002 2003–2005

White Ref Ref Ref

Non-white 1.04 (0.58, 1.87) 1.43 (0.87, 2.34) 2.49 (1.60, 3.86)

Non-

Medicaid

Ref Ref Ref

Medicaid 1.49 (0.80, 2.80) 3.54 (2.44, 5.14) 3.49 (1.79, 6.80)

* Results from the logistic regression were adjusted for age and sex
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100,000) [3], it seems unlikely that a differential rate of

new infections among non-whites and Medicaid recipients

can fully explain our findings. Another possibility is that a

differential rate of HCV-associated complications among

whites and non-whites compels individuals to seek out

care, as some prior research has suggested disparities

between whites and blacks in liver disease outcomes [9];

however, the relatively small number of visits involving

HCV-associated complications observed appears to argue

against this being a major driving force behind our

findings.

Regardless of cause, our findings have important public

health implications. The findings support prior research

showing an increasing contribution of HCV to national

healthcare expenditures [5, 6], but add to the literature by

showing that Medicaid is increasingly shouldering the costs

of ambulatory healthcare for HCV. Politicians and policy-

makers should be aware of the potential for increased

Medicaid ambulatory care costs due to HCV. Further, if

HCV-related complications such as cirrhosis and liver

cancer (and costly treatments like liver transplant) increase

in the future, as some researchers have predicted [4], there

may be a substantial burden to the public healthcare sys-

tem. It is nonetheless interesting to note that in this study

the proportion of HCV-related ambulatory visits that were

associated with complications did not increase over the

study period. Models predicting HCV-associated burden

have projected increases in HCV-related morbidity and

mortality that peak around 2015 [10], so this study may

have been conducted too early to detect upward trends in

complications.

This study also found that only a small percentage of

HCV-related ambulatory care visits (\10%) involved pre-

scription of anti-HCV medications by the provider.

Because the data contain no patient-specific information on

treatment history, candidacy, and preferences, we cannot

determine to what extent this proportion falls short of

treatment guidelines. However, the seemingly low per-

centage of observed visits that involved treatment appears

congruent with prior research showing substantial contra-

indications and barriers to treatment for many HCV-posi-

tive patients [11, 12]. In this study, almost half of the HCV-

related visits occurred with a self-identified ‘‘primary care

provider.’’ If a significant proportion of HCV care is taking

place in the offices of non-specialist primary care provid-

ers, training non-specialist providers to treat HCV may be

one strategy to provide greater access to treatment for

patients.

This study has several important limitations. Because

the study is based on a sample of visits, rather than indi-

viduals, observations are restricted to the level of health

care utilization. There was potential for misclassification,

in particular not identifying all visits that involved HCV-

related care. Because the survey only allowed for three

diagnosis codes, patients with HCV who had multiple co-

morbidities may have not have had their visit coded to

reflect their HCV care. Finally, we had relatively small

absolute numbers of HCV-related visits and even fewer

visits that involved treatment; therefore we were unable to

examine patterns of treatment among subgroups, such as

non-whites and Medicaid recipients.

In summary, using a nationally representative survey,

we found that HCV-related ambulatory care visits are

increasing, and that more visits are occurring among non-

white and Medicaid patients over time. Since the current

incidence of HCV is low, this may reflect improved efforts

to provide care for poor, non-white individuals who are

chronically infected with HCV. Policy-makers should be

aware that HCV-related ambulatory care visits are

increasingly paid through Medicaid insurance, which may

place a growing burden on the public health care system in

the future.
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Hepatitis C Seropositivity and Kidney Function Decline Among Women
With HIV: Data From the Women’s Interagency HIV Study

Judith Tsui, MD, MPH,1 Eric Vittinghoff, PhD,2 Kathryn Anastos, MD,3 Michael Augenbraun, MD,4

Mary Young, MD,5 Marek Nowicki, PhD,6 Mardge H. Cohen, MD,7 Marion G. Peters, MD,2

Elizabeth T. Golub, PhD,8 and Lynda Szczech, MD, MSCE9

Background: How coinfection with hepatitis C virus (HCV) impacts on the trajectory of kidney
function in human immunodeficiency virus (HIV)-infected patients is unclear. This study examined the
effect of HCV infection on kidney function over time in women infected with HIV.

Study Design: Retrospective observational cohort.
Setting & Participants: Study sample included participants from the Women’s Interagency HIV

Study who were HIV infected and had undergone HCV antibody testing and serum creatinine
measurement at baseline.

Predictor: HCV seropositivity.
Outcomes & Measurement: Estimated glomerular filtration rate (eGFR) calculated from semi-annual

serum creatinine measurements using the 4-variable Modification of Diet in Renal Diseases (MDRD) Study
equation. Linear mixed models were used to evaluate the independent effect of HCV seropositivity on eGFR
over time, adjusting for demographic factors, comorbid conditions, illicit drug use, measures of HIV disease
status, use of medications, and interactions with baseline low eGFR (�60 mL/min/1.73 m2).

Results: Of 2,684 HIV-infected women, 952 (35%) were found to be HCV seropositive. In 180 women
with chronic kidney disease (CKD) at baseline (eGFR � 60 mL/min/1.73 m2), HCV seropositivity was
independently associated with a fully adjusted net decrease in eGFR of approximately 5% per year
(95% confidence interval, 3.2 to 7.2) relative to women who were seronegative. In contrast, HCV
infection was not independently associated with a decrease in eGFR in women without low eGFR at
baseline (P � 0.001 for interaction).

Limitations: The MDRD Study equation has not been validated as a measure of GFR in persons with
HIV or HCV infection. Proteinuria was not included in the study analysis. Because the study is
observational, effects of residual confounding cannot be excluded.

Conclusions: In HIV-infected women with CKD, coinfection with HCV is associated with a modest,
but statistically significant, decrease in eGFR over time. More careful monitoring of kidney function may
be warranted for HIV-infected patients with CKD who are also coinfected with HCV.
Am J Kidney Dis 54:43-50. © 2009 by the National Kidney Foundation, Inc.

INDEX WORDS: Hepatitis C virus; human immunodeficiency virus (HIV); kidney diseases; women.
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nfection with chronic hepatitis C virus (HCV)
has been associated with various types of

lomerulonephritis (in particular, membranopro-
iferative glomerulonephritis) in human immuno-
eficiency virus (HIV)-uninfected populations.1

hese diseases are difficult to treat and often result
n poor outcomes.2 Approximately 15% to 30% of
IV-infected individuals are also infected with
CV.3 Treatment for HCV infection in HIV-

nfected individuals is problematic because of treat-
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Although research is limited, it appears that
oinfection with HCV in HIV-infected popula-
ions may confer additional risk for adverse
idney-related outcomes. In the setting of HIV
nfection, HCV infection has been associated
ith proteinuria5 and risk of developing acute

enal failure,6 as well as end-stage renal disease
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equiring renal replacement therapy.7 However,
he exact impact of HCV infection on kidney
unction trajectories over time in HIV-infected
atients has not been fully characterized. One
rior study of HIV-infected women found that
reatinine clearance tended to be lower in women
oinfected with HCV. However, results were not
tatistically significant, perhaps because of a
elatively short follow-up.8 Precisely how HCV
nfection impacts on the rate of kidney function
ecrease over time is important to clinicians and
olicymakers to anticipate the burden of chronic
idney disease (CKD) in HIV-infected patients.
The purpose of this study was to examine

ssociations between HCV infection and kidney
unction over time, adjusting for potential con-
ounders. HCV seropositivity was hypothesized
o be independently associated with a greater
ecrease in kidney function over time in HIV-
nfected women.

METHODS

tudyParticipants

Women in this study were participants in the Women’s
nteragency HIV Study (WIHS), a multicenter prospective
ohort study of the natural history, including treatment, of
IV infection. Full details of recruitment and baseline

ohort characteristics have been described previously.9,10

he WIHS enrolled women who were either infected with
IV (Western blot confirmed) or at risk of HIV infection
etween October 1994 and November 1995 and again be-
ween October 2001 and September 2002 from 6 clinical
onsortia in the United States: Chicago, IL; Los Angeles,
A; New York City (Bronx and Brooklyn), NY; San Fran-
isco Bay Area, CA; and Washington, DC. This analysis
ncluded HIV-infected WIHS participants who had baseline
CV antibody screening test results and serum creatinine
easurement. Participants were evaluated every 6 months

y means of physical examination and questionnaires: data
rom follow-up visits through September 30, 2006, were
ncluded in the analysis. Informed consent was obtained
rom all participants in accordance with the US Department
f Health and Human Services guidelines and the institu-
ional review boards of participating institutions.

tudyVariables

The outcome of interest was estimated glomerular filtra-
ion rate (eGFR), calculated using the 4-variable Modifica-
ion of Diet in Renal Diseases (MDRD) Study equation
non–isotope dilution mass spectrometry traceable).11,12 Al-
hough this equation was not developed in cohorts with HIV
nfection, it is commonly used in clinical practice and its use
as been recommended in CKD screening guidelines for
IV-infected patients.13 eGFR was used as a continuous

ariable and also dichotomized at a threshold of less than 60 q
L/min/1.73 m2 to define participants with baseline CKD
ased on low eGFR.14 Because the distribution of eGFR was
kewed and the MDRD Study equation is less accurate at
reater values, the outcome was transformed by using the
atural logarithmic transformation (logGFR). This normal-
zed distribution and also served to downweight changes in
GFR that occurred in the lower versus upper ranges, which
n effect “deemphasized” changes in the upper ranges of
GFR, which are less informative. With the outcome natural
og transformed, regression coefficient estimates multiplied
y 100 are approximately interpretable as percentage of
hange in average value of the outcome per unit increase in
he predictor.15

The predictor of interest was baseline HCV serostatus,
hich was determined by using HCV antibody testing (Ortho-
linical Diagnostic, Raritan, NJ). Demographic covariates
sed in the analysis were age, race (African American versus
on–African American), income (annual income � versus
$12,000), and education (high school nongraduate ver-

us graduate). Clinical (not HIV related) covariates included
elf-reported diagnosis of hypertension or diabetes, systolic
nd diastolic blood pressure, presence of hepatitis B surface
ntigen (HBsAg), liver enzyme levels (alanine and aspartate
minotransferase), recent (previous 6 months) illicit drug
se, and injection drug use. HIV-related variables included
D4 cell count (cells/�L, analyzed in units of 100), log-

ransformed HIV viral load, diagnosis of acquired immuno-
eficiency syndrome (AIDS), and use of highly active anti-
etroviral therapy (HAART). Use of angiotensin-converting
nzyme (ACE) inhibitors and potentially renal-toxic medica-
ions were evaluated, including adefovir, cidofovir, tenofo-
ir, foscarnet, indinavir, acyclovir, gancyclovir, sulfamethox-
zole/trimethoprim, amphotericin B, and pentamidine.
nformation about ACE-inhibitor use was based on an open-
nded question to participants asking them to describe other
on–HIV-related medications and review of pill bottles
hen patients brought them to study visits (as they were

ncouraged to do at later visits). Data for all variables,
ncluding medications, were collected every 6 months, with
he exception of HCV antibody and hepatitis B surface
ntigen (baseline only).

tatistical Analysis

Demographic, clinical, and laboratory parameters at base-
ine were compared according to HCV serostatus by using t
nd �2 tests as appropriate. Multivariate logistic regression
as used to estimate the relative odds of having eGFR less

han 60 mL/min/1.73 m2 at baseline according to HCV
erostatus, adjusting for other covariates.

Linear mixed models with participant-specific random
ntercepts and slopes were used to estimate the relationship
etween HCV seropositivity and decrease in logGFR. These
odels take into account the correlation of outcome by

ubject and allow for differing numbers of observations
cross participants arising from missed visits and variable
atterns of creatinine measurement. Normality of the residu-
ls, as well as the linearity of covariate effects on logGFR,
ere examined by using graphical methods. To account for
nderlying secular trends in mean logGFR common to all
articipants, time trends were modeled by using linear,

uadratic, and cubic terms. The additional effect of HCV
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eropositivity on decrease in logGFR, net of any underlying
rend, was modeled by using the interaction of time since
tudy entry with baseline HCV serostatus; exploratory anal-
ses showed no substantial departure from linearity in this
ffect. To determine whether the effect of HCV infection on
ecrease in logGFR was different in the subset of women
ith low eGFR (�60 mL/min/1.73 m2) at baseline, we

ested for a difference in HCV (and other covariate) effects
y baseline eGFR status by including interaction terms for
ll covariates in a model that included only postbaseline
ogGFR values. Because the interaction with HCV infection
as statistically significant, we subsequently estimated ef-

ects of HCV (and all other covariates) on decrease in
ostbaseline logGFR by using linear mixed models stratified
y baseline eGFR less or greater than 60 mL/min/1.73 m2.
e evaluated for the significance for all covariate interac-

ions with low baseline eGFR by using a Wald test to test for
he equality of slope coefficients. We also performed sensi-
ivity analysis of the final linear mixed models, substituting
n interaction between HCV infection and baseline eGFR as
continuous variable.
To estimate the independent effect of HCV infection, we

djusted for age, race, poverty, diabetes, hypertension, mea-
ured blood pressure, HIV-related factors (AIDS, CD4 cell
ount, and HIV viral load), hepatitis B surface antigen, use
f nephrotoxic medications (as defined previously) and ACE
nhibitors, and illicit drug use, updating time-dependent
ovariates as appropriate. In addition, to fully address con-
ounding by other influences on decrease in logGFR, we
ncluded interactions of time with race, diabetes, hyperten-
ion, illicit drug use, poverty, AIDS, and medications
HAART, renal-toxic medications, and ACE inhibitors). For
iabetes, hypertension, and AIDS, the time-dependent inter-
ction term was calculated as time since onset of the condi-
ion, whereas for illicit drug and medication use, it was
alculated as current duration of use. For women currently
ree from a given exposure, the corresponding interaction
erm was set equal to zero. To create summary estimates of
ndividual slopes, we also calculated rates of logGFR de-
rease for each participant by using fixed and random effects
stimated by using the linear mixed model. This method
orrows information across participants, efficiently shrink-
ng slope estimates for those with relatively sparse or noisy
ogGFR values toward the average slope for other partici-
ants with similar covariate values.
Stata, version 9.0 (StataCorp, College Station, TX), was

sed for all analyses. P � 0.05 was considered statistically
ignificant.

RESULTS

Of 2,791 HIV-positive women in WIHS, 2,702
97%) had HCV serological results (Fig 1). Of
hose 2,702 women, 18 (0.7%) were missing
aseline serum creatinine measurement and were
xcluded from the analysis, leaving a final study
opulation of 2,684 women. Women who were
issing HCV serological or baseline serum cre-

tinine results (n � 107; 3.8% of the original

,791) were slightly older (mean age, 37 � 8 o
SD] versus 35 � 8 years; P � 0.008) and more
ikely to use injection drugs (47% versus 33%;

� 0.002) and less likely to be on HAART at
aseline (8% versus 14%; P � 0.02). However,
here were no significant differences in mean
lanine aminotransferase or serum creatinine lev-
ls or the proportion with eGFR less than 60
L/min/1.73 m2 between women who were and
ere not excluded for missing data.
Of 2,684 women in the final cohort, 945 (35%)

ere HCV seropositive. HIV/HCV-coinfected
omen were more likely to be older, African
merican, poor, and drug users at baseline and

ess likely to report being on HAART (Table 1).
f women with eGFR of 60 mL/min/1.73 m2 or
reater, those who were HCV seropositive were
ore likely to have a greater HIV viral load,

ave had an AIDS-defining illness, and have
ypertension. Diabetes was not significantly more
ommon in women with HCV infection.

At baseline, 180 (6.7%) women in the sample
ad eGFR less than 60 mL/min/1.73 m2. At
aseline, there was a greater prevalence of CKD
n women who were HCV seropositive: 9.8% (93
f 945) versus 5% (87 of 1,739; P � 0.01).
efore adjustment, women with HCV infection
ppeared to be twice as likely to have prevalent
KD based on eGFR (unadjusted odds ratio,
.07; 95% confidence interval, 1.53 to 2.81; P �
.001). After adjustment for age, the relative

Figure 1. Flow chart of study population selection.
bbreviations: HCV, hepatitis C virus; HIV, human immu-
odeficiency virus.
dds was attenuated to 1.47 (95% confidence
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nterval, 1.07 to 2.01; P � 0.02), and after full
djustment for all covariates (age, African Ameri-
an ethnicity, education, low income, diabetes,
ypertension, AIDS, CD4 cell count, log HIV
iral load, HAART, use of renal-toxic medica-
ions, injection drug use, and any illegal drug
se), the estimate was attenuated further and no
onger significant (odds ratio, 1.35; 95% confi-
ence interval, 0.93 to 1.97; P � 0.1).
Median follow-up was 4.8 years (first and

hird quartiles, 3.5 and 11 years) for women
ithout CKD at baseline (based on eGFR) and
.5 years (first and third quartiles, 1 and 11) for
omen with CKD. Median numbers of creati-
ine measurements were 9 (first and third quar-
iles, 4 and 16) for women without baseline CKD
nd 6 (first and third quartiles, 2 and 14) for
omen with CKD. There were no missing fol-

Table 1. Baseline Characteristics of S

eGFR � 60

HCV
Seronegativ
(n � 1,652

ge (y) 33 � 8
frican American 908 (55)
on–high school graduate 580 (35)

ncome � $12,000/y 868 (54)
njection drug use 79 (5)
ny drug use 424 (26)
iabetes diagnosis 64 (4)
ypertension diagnosis 166 (10)
ystolic blood pressure (mm Hg) 114 � 14
iastolic blood pressure (mm Hg) 73 � 10
epatitis B virus surface antigen positive 42 (3)
spartate aminotransferase (IU/L) 31 � 32
lanine aminotransferase (IU/L) 29 � 35
D4 cell count (cells/�L) 421 � 292

og HIV viral load (copies/mL) 3.9 � 1.2
IDS 325 (20)
ighly active antiretroviral therapy 330 (20)
enofovir use 21 (1)
oscarnet use 2 (0.1)

ndinavir use 17 (1)
cyclovir use 137 (8)
ancyclovir use 3 (0.2)
ulfamethoxazole/trimethoprim use 528 (32)
entamidine use (intravenous) 12 (0.7)
ngiotensin-converting enzyme inhibitor use* 14 (0.7)

Note: Values expressed as mean � SD or number (perce
issing data and rounding.
Abbreviations: AIDS, acquired immunodeficiency syndro

irus; HIV, human immunodeficiency virus.
*Results based on visit 5 data because of no reports of a
ow-up creatinine data for 2,429 (91%) women C
n the study, 100 (3%) were missing only 1
easurement, and 155 (4%) were missing 2 or
ore measurements. Linear mixed models al-

owed for differing numbers of observations
cross participants arising from missed visits.

Based on calculation of individual slopes from
inear mixed models, the majority of HIV-
nfected women had either improvement or no
hange or only mildly decreased eGFR over time
egardless of HCV status (Fig 2). However,
omen who were also HCV seropositive were
ore likely to experience a decrease in eGFR

ver time and greater rates of decrease.
In combined data, we found that the effect of

CV on net decrease in eGFR differed signifi-
antly by baseline eGFR status. Therefore, linear
ixed-model analyses were stratified by eGFR

ess than 60 mL/min/1.73 m2. In women with

Population by eGFR and HCV Status

/1.73 m2

P

eGFR � 60 mL/min/1.73 m2

P

HCV
ropositive
� 852)

HCV
Seronegative

(n � 87)

HCV
Seropositive

(n � 93)

9 � 6 �0.001 39 � 9 42 � 7 0.008
3 (60) 0.01 31 (36) 44 (47) 0.1
4 (44) �0.001 27 (31) 37 (40) 0.2
5 (72) �0.001 45 (52) 65 (71) 0.009
7 (83) �0.001 7 (8) 80 (86) �0.001
7 (51) �0.001 21 (24) 49 (53) �0.01
2 (5) 0.2 8 (9) 9 (10) 0.9
0 (21) �0.001 29 (33) 36 (39) 0.5

7 � 17 �0.001 122 � 21 122 � 22 0.9
6 � 12 �0.001 78 � 13 80 � 13 0.2
0 (4) 0.2 2 (2) 2 (2) 0.9

8 � 69 �0.001 34 � 24 58 � 56 �0.001
7 � 51 �0.001 30 � 30 41 � 42 0.03
7 � 332 0.8 344 � 312 362 � 276 0.7
2 � 1.1 �0.001 4.5 � 1.0 4.2 � 1.1 0.09
5 (35) �0.001 28 (32) 38 (41) 0.2
1 (6) �0.001 6 (7) 2 (2) �0.01
3 (0.4) 0.03 0 (0) 0 (0) —
0 (0) 0.3 0 (0) 0 (0) —
6 (0.7) 0.4 1 (1) 2 (2) 0.6
6 (9) 0.6 12 (14) 5 (5) 0.06
1 (0.1) 0.7 0 (0) 0 (0) —
5 (44) �0.001 41 (48) 54 (59) 0.1
8 (0.9) 0.6 2 (2) 0 (0) 0.1
3 (0.4) 0.3 1 (1) 2 (3) 0.5

mbers and percentages may not sum perfectly because of

FR, estimated glomerular filtration rate; HCV, hepatitis C

sin-converting enzyme inhibitor use at baseline visit.
ample

mL/min

e
)

Se
(n

3
51
37
59
70
43
4

18
11
7
3

5
4

41
4.
29
5

7

37

nt). Nu

me; eG
KD at baseline, HCV seropositivity was statis-
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ically significantly associated with a net de-
rease in eGFR of 5.6% per year after adjustment
or other covariates (Table 2). This effect was
reater than the effect observed for hypertension
nd slightly less than the effect for diabetes. In
ontrast, for women with baseline eGFR of 60
L/min/1.73 m2 or greater, HCV infection did

ot appear to have a significant effect on change
n eGFR over time. Results from the sensitivity
nalysis using an interaction term for HCV and
GFR as a continuous variable (as opposed to
ichotomous) also were significant.

DISCUSSION

In this study of HIV-infected women, HCV
eropositivity was associated with a slightly lower
GFR over time in women who had eGFR less
han 60 mL/min/1.73 m2 at baseline. In contrast,
t did not appear to be associated with a lower
GFR over time in women with baseline eGFR
f 60 mL/min/1.73 m2 or greater. The association
etween HCV seropositivity and decrease in
enal function was statistically significant even
fter adjusting for demographic factors, illicit
rug use, diabetes, hypertension, parameters of
IV disease, and medication use (HAART, neph-

otoxic medications, and ACE inhibitors). This is
he first study to our knowledge to find an asso-
iation between HCV seropositivity and longitu-

Figure 2. Distribution of
ates of estimated glomerular
ltration rate (eGFR) decrease
y hepatitis C virus (HCV) sta-
us (based on estimated indi-
idual slopes).
inal eGFR in HIV-infected women with CKD. s
There are several possible explanations for the
ssociation between HCV infection and renal
unction decrease. Renal function decrease could
e caused by HCV-induced glomerular disease.
tudies support an association between HCV

nfection and various types of glomerulonephri-
is (particularly membranoproliferative glomeru-
onephritis) and cryoglobulinemia.1,16-20 Alterna-
ively, HCV infection could be accelerating renal
isease associated with HIV, diabetes, and hyper-
ension. In non–HIV-infected populations, HCV
nfection has been associated with a more rapid
ecrease in renal function in patients with diabe-
es.21 Studies have linked HCV infection to ath-
rosclerosis and atherosclerotic diseases in both
IV- and non–HIV-infected populations.22-25 It

s unlikely that the decrease in renal function
ould be related to hepatorenal syndrome in the
etting of HCV-induced cirrhosis: only 1% of
articipants reported having cirrhosis during later
ears of the survey (the question was not asked at
aseline). Finally, given the observational nature
f the study, it is still possible that the findings
ould be caused by residual confounding.

Our finding that HCV was associated with
GFR decrease in only women with eGFR less
han 60 mL/min/1.73 m2 is surprising, but also
onsistent with the prior literature. A large study
f veteran health care users found that HCV

eropositivity was associated with increased risk
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f developing end-stage renal disease, but was
ot associated with prevalent CKD (defined as
GFR � 60 mL/min/1.73 m2).26 The investiga-
ors hypothesized that patients with HCV infection
ho reach CKD may experience a more rapid
ecrease to end-stage renal disease (and renal re-
lacement therapy) or death, and therefore fewer
umbers are observed to have eGFR in the CKD
ange at any single point in time. This study ap-
ears to support this hypothesis by showing that in
IV-infected women who had low eGFR at base-

ine, those who were HCV seropositive had signifi-
antly greater decreases in eGFR over time com-
ared with those who were seronegative.

A major limitation of this study is the use of
he MDRD Study equation to estimate GFR.
his equation has not been independently vali-
ated as a measure of GFR in persons with HIV

Table 2. Longitudinal Differences in eGFR Assoc
Adjusted Lin

eGFR � 60 mL/min/1.

Change/y
(%)

95% Confidence
Interval

CV seropositive �0.6 �1.3 to 0.1
ge at cohort entry 0.01 �0.04 to 0.05
frican American �1 �1.7 to �0.4
on–high school graduate 0.5 �0.2 to 1.1

ncome � $12,000/y 0.5 �0.3 to 1.2
iabetes diagnosis �1.6 �2.7 to �0.5
ypertension diagnosis �1 �1.8 to �0.3
ystolic blood pressure† 0.3 �0.02 to 0.8
iastolic blood pressure† �0.5 �1.2 to 0.3
IDS �1 �1.7 to �0.3
D4 cell count‡ �0.2 �0.5 to 0.1
og HIV viral load 0.5 �0.2 to 1.1
ighly active antiretroviral
therapy 1.7 0.9 to 2.5
epatitis B surface antigen
positive �0.3 �2.4 to 1.9
se of renal toxic medications �2 �2.8 to �1.2
ngiotensin-converting
enzyme inhibitors 1.1 �2.6 to 4.7

njection drug use 0.6 �1.4 to 2.6
ny drug use �0.7 �1.5 to 0.1

Note: Trend covariates (interactions with time) are shown
nd diastolic blood pressure, which are treated as simple
nderlying secular trends.
Abbreviations: AIDS, acquired immunodeficiency syndro

irus; HIV, human immunodeficiency virus.
*Wald test for equality of slopes.
†Analyzed in units of 10 mm Hg.
‡Analyzed in units of 100 cells/�L.
r HCV infection. However, the MDRD Study a
quation is incorporated widely into clinical care
nd has been recommended in guidelines for
creening for CKD in HIV-infected popula-
ions.13 Because our study was based on all
IV-infected women, principal results could be

nfluenced only if the MDRD Study equation
ere selectively inaccurate in participants with
CV infection, which is possible given the
uscle wasting associated with chronic liver

isease. A number of studies comparing serum
reatinine level with direct GFR measurement in
irrhotic patients have shown that creatinine level
ay overestimate true creatinine clearance (ie,

ppear normal in the setting of decreased
FR).27,28 This should in theory bias our find-

ngs in the opposite direction. Regardless, re-
earch is needed to determine the accuracy of
FR-estimating equations in the setting of HIV

ith HCV and Other Covariates: Results of Fully
xed Models

eGFR � 60 mL/min/1.73 m2

Interaction
P*P

Change/y
(%)

95% Confidence
Interval P

.08 �5.2 �3.2 to �7.2 �0.001 �0.001

.8 �0.1 �0.3 to 0.01 0.06 0.07

.002 0.1 �2.4 to 2.6 0.9 0.4

.2 �2.2 �4.9 to 2.6 0.1 0.06

.2 �1.1 �1.6 to 3.8 0.4 0.6

.004 �7.0 �10.4 to �3.5 �0.001 0.004

.008 �4.0 �6.3 to �1.7 0.001 0.01

.2 0.1 �1.8 to 2.0 0.9 0.8

.2 �0.2 �3.0 to 2.6 0.9 0.9

.003 2.4 0.1 to 4.7 0.04 0.004

.2 0.9 �0.4 to 2.2 0.2 0.1

.2 1.1 �1.6 to 3.8 0.4 0.7

.001 �2.0 �4.9 to 1.0 0.2 0.02

.8 �15.1 �30.3 to 0.04 0.05 0.06

.001 �3.6 �6.4 to �0.9 0.009 0.3

.6 �0.6 �12.3 to 11.2 0.9 0.8

.6 9.1 1.4 to 16.8 0.02 0.4

.1 �0.9 �3.7 to 2.0 0.5 0.9

he exception of CD4 count, log HIV viral load, and systolic
dependent covariates. All associations shown are net of

FR, estimated glomerular filtration rate; HCV, hepatitis C
iated W
ear Mi

73 m2

0
0
0
0
0
0
0
0
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0
0
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An additional limitation is that HCV antibody
tatus was used, rather than HCV RNA testing.
owever, prior research has shown that the ma-

ority of HIV-infected individuals with a positive
creening HCV antibody test result will have
hronic hepatitis C by means of RNA testing,29

nd seronegative HCV infection is relatively
are.30 We did not adjust for current use of
nti-HCV therapy; however, prior analyses of
his cohort have shown that relatively few WIHS
articipants who tested positive for HCV anti-
ody reported ever receiving treatment for HCV
nfection.31 Ascertainment of non–HIV-related
edication use (such as ACE inhibitors) likely
as incomplete; however, misclassification

hould be nondifferential with regard to HCV
tatus. We did not include measures of diabetic
ontrol, such as blood glucose or hemoglobin
1c levels, in the analysis; however, diabetes was
iagnosed in a relatively small percentage of
atients. Finally, a major limitation of our analy-
is is that it did not include proteinuria because
ata were not routinely collected on our entire
ample. Therefore, we cannot make broader infer-
nces about the prevalence and incidence of true
KD.
In summary, this study found in HIV-infected

omen with CKD (based on eGFR � 60 mL/min/
.73 m2) that HCV seropositivity was associated
ith greater decreases in eGFR over time, and this

ssociation was independent of comorbidities, sub-
tance abuse, and use of renal-toxic medications.
ore research is needed to confirm these findings

nd explore potential mechanisms underlying this
ssociation. Clinicians should be aware that HIV-
nfected individuals with CKD may warrant more
areful monitoring of their renal function over time
f they are coinfected with HCV.
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Background: The rationale for screening populations at risk for hepatitis C virus infection (HCV) includes
the possibility of altering risk behaviors that impact disease progression and transmission. This study
prospectively examined young injection drug users (IDU) to determine if behaviors changed after they
were made aware of HCV seroconversion.
Methods: We estimated the effects of HCV seroconversion coupled with post-test counseling on risk
behaviors (alcohol use, non-injection and injection drug use, lending and sharing injecting equipment,
and having sex without a condom) and depression symptoms using conditional logistic regression, fitting
odds-ratios for immediately after disclosure and 6 and 12 months later, and adjusting for secular effects.
Results: 112 participants met inclusion criteria, i.e. they were documented HCV seronegative at study
onset and subsequently seroconverted during the follow-up period, with infection confirmed by HCV

RNA testing. HCV seroconversion was independently associated with a decreased likelihood of consuming
alcohol (OR = 0.52; 95% CI: 0.27–1.00, p = 0.05) and using non-injection drugs (OR = 0.40; 95% CI: 0.20–0.81,
p = 0.01) immediately after disclosure, however, results were not sustained over time. There were signif-
icant (p < 0.05) declines in the use of alcohol, injection and non-injection drugs, and sharing equipment
associated with time that were independent from the effect of seroconversion.
Conclusions: Making young IDU aware of their HCV seroconversion may have a modest effect on alcohol

se tha
and non-injection drug u

. Background

The incidence of hepatitis C virus (HCV) remains high (16–42%
er year) among young injection drug users (IDU) (Edlin and
arden, 2006; Hahn et al., 2002). The rationale for screening pop-
lations at risk for HCV includes the possibility of altering risk
ehaviors that impact disease progression and transmission, but

imited research exist to support this hypothesis (Chou et al., 2004).
ome studies suggest healthier alcohol use and injecting prac-
ices among individuals who are aware that they are HCV infected
s opposed to those who are unaware (Kwiatkowski et al., 2002;
cCusker, 2001; Nalpas et al., 2001; Tsui et al., 2007). However, a
tudy of young IDU that examined drug use behaviors 6 months
fter disclosure of HCV test results failed to find any improvement
Ompad et al., 2002), and another cross-sectional study failed to
nd any association between awareness of HCV status and injecting

∗ Corresponding author at: 801 Massachusetts Ave, Rm 2078, Boston, MA 02118,
nited States. Tel.: +1 617 414 6912; fax: +1 617 414 4676.

E-mail address: Judith.tsui@bmc.org (J.I. Tsui).

376-8716/$ – see front matter © 2009 Elsevier Ireland Ltd. All rights reserved.
oi:10.1016/j.drugalcdep.2009.05.022
t is not sustained over time.
© 2009 Elsevier Ireland Ltd. All rights reserved.

behaviors (Cox et al., 2009). No studies have prospectively followed
young IDU who HCV seroconvert to examine drug use and sexual
behaviors before and after seroconversion.

This study sought to determine whether becoming HCV seropos-
itive and receiving post-test counseling is associated with changes
in drug use and sexual risk behaviors among young IDU. We exam-
ined whether awareness of seroconversion was associated with
a reduction in alcohol, drug use, and sharing/lending of inject-
ing equipment, and an increase in condom usage. In addition, in
order to address the potential negative psychological consequences
of being diagnosed with HCV, we also analyzed whether notifica-
tion of seroconversion was associated with subsequent depressed
symptoms.

2. Methods and materials

2.1. Study sample and design
This study used observational data from the UFO study, a longitudinal cohort
of young injection drug users (<30 years old) in San Francisco who were followed
with quarterly interviews and blood sample collection. Details of its study design
and methods have been published previously (Hahn et al., 2002). For this study, we
restricted our sample to participants who had a documented HCV seroconversion

http://www.sciencedirect.com/science/journal/03768716
http://www.elsevier.com/locate/drugalcdep
mailto:Judith.tsui@bmc.org
dx.doi.org/10.1016/j.drugalcdep.2009.05.022
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Table 1
Baseline characteristics of the sample of young IDU with HCV seroconversion
(n = 112).

Number (%)a or mean (SD)

Age 22 (±3)
Female 38 (34%)
Non-white 24 (21%)
High School Graduate 53 (48%)
HIV Positive 4 (4%)

Primary Injecting Drug
Heroin 61 (59%)
Speed 29 (28%)
Other 13 (13%)

Non-injection Drug Use within Past 3 Monthsb 90 (87%)
Homelessness within Past 3 Months 73 (71%)
Incarceration within Past 3 Months 33 (32%)
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ollowed by disclosure/post-test counseling during the study period. Study partici-
ants were recruited from January 2000 to June 2007, followed prospectively until
ebruary 20, 2008.

.2. Study outcomes

Outcome variables included alcohol use, injection drug use, sharing of injecting
quipment and lending of syringes, non-injection drug use, and having sex without a
ondom. In addition, in order to examine the potential negative mental health effects
f being told one was HCV positive, we examined symptoms of depression as mea-
ured by the 8-item version of the Center for Epidemiological Studies-Depression
CESD) Scale (Melchior et al., 1993; Radloff, 1977). A score of ≥7 was used to define
ignificant depressive symptomatology. All behaviors were assessed for the previous
hree months except for alcohol and injection drug use which were assessed for the
revious month. Non-injection drug use was defined as use of cocaine, crack or mar-

juana (the most commonly used non-injection drugs). Sharing ancillary injecting
quipment included any sharing of cookers, cotton, or water and lending syringes
as defined as letting someone else use the participant’s used syringe. Alcohol
se was defined as any use (abstinence versus non-abstinence). All outcomes were
ssessed from self-reported data collected at interviewer-administered structured
nterviews.

.3. Study predictors

The primary predictor was disclosure of HCV seroconversion, followed by post-
est counseling. Quarterly HCV testing included antibodies to HCV (anti-HCV) with
nzyme immunoassays (EIA) (HCV EIA 2.0, Abbott Laboratories, Abbott Park, IL, or
IA-3, Ortho Clinical Diagnostics, Raritan NJ), as well as HCV RNA virus using tran-
cription mediated amplification (TMA) technique (dHCV TMA assay component of
he Procleix HIV-1/HCV assay, Gen-Probe Inc., San Diego, CA) to detect early HCV
nfection (Hahn et al., 2002). All screening HCV EIA results were confirmed with
CV RNA testing, and testing was done at study visits by study personnel. Disclosure
f HCV seroconversion was documented and participants were provided post-test
ounseling. Counseling was provided by UFO Study counselors who were trained and
ertified in HIV test disclosure based on client-centered counseling policies of the
alifornia Department of Health Office of AIDS. For HCV testing disclosure, all UFO
tudy counselors received extensive training on interpretation of HCV test results,
CV natural history, and behaviors that impact disease progression and transmis-

ion. Pre- and post-test counseling was based on recommendations from the Centers
or Disease Control (CDC, 1998), and information was provided regarding the need
or a) preventing further harm to their liver (i.e. avoid alcohol), b) reducing risks
or transmitting HCV to others (i.e. no lending/sharing of injecting equipment) and
) medical evaluation for liver disease and possible treatment. HIV prevention was
mphasized to prevent co-infection. In addition to counseling to reduce risk of liver
isease, HCV transmission, and co-infection with HIV, participants were offered
accination for hepatitis A and B, and offered partner notification assistance.

Additional predictors, which were selected a priori included: age at baseline,
ender, race, education, number of years of injection drug use, homelessness and
ncarceration within the previous three months.

.4. Statistical analysis

Baseline characteristics of the sample were assessed using simple tabulations
nd calculation of means and medians. We estimated the effects of HCV seroconver-
ion and disclosure/counseling on risk behaviors and depression using conditional
ogistic regression. The rationale for this approach was to avoid confounding by
ifferences between seroconverters and other study participants. In this type of

atched case-control analysis, each participant serves as his/her own control, and

ehaviors before and after seroconversion are compared. The effect of HCV serocon-
ersion on the log-odds of each outcome was modeled by a “jump” at the notification
isit, followed by a linear trend across subsequent visits. We then computed the fit-
ed odds-ratio for the effect of seroconversion at 6 and 12 months later. To control
or confounding of the effect of HCV seroconversion by other covariates, we adjusted

able 2
djusted relative odds for behaviors/depression associated with awareness of HCV serocon

Immediately After Seroconversionb

OR 95% CI p-value

ast Month Alcohol Use 0.52 0.27–1.00 0.05
ast Month Injection Drug Use 0.84 0.35–2.05 0.7
ast 3 Month Non-injection Drug Use 0.4 0.20–0.81 0.01
ast 3 Month Lending of Syringes 0.80 0.29–2.25 0.68
ast 3 Month Sharing of Injecting Equipment 0.61 0.22–1.71 0.35
ast 3 Month Sex without Condom 1.65 0.77–3.58 0.2
urrent Depression 0.76 0.23–2.53 0.65

a Adjusted for secular trends plus drug use, recent incarceration and homelessness; fixed
ifferences, have no influence in the conditional logistic model.
b OR for behavior immediately after seroconversion; model assumes change at serocon
Drank Alcohol Past Month 80 (78%)
Days Drank Past Month 11 (±11)

a Numbers and percentages may not sum perfectly due to missing data.
b Use of marijuana, crack or other cocaine.

for other time-dependent covariates (use of alcohol and drugs, recent homelessness,
and incarceration). We controlled for secular effects (changes over time) by includ-
ing time since study entry, using a linear spline if fit was improved over a simple
linear trend. Fixed subject-specific covariates (age, sex, race, etc.), which represent
between- rather than within-subject differences, had no influence on the condi-
tional parameter estimates. Because of the small sample size, we used restrictive
model selection criteria, retaining covariates if they had a p-value < 0.15 or their
inclusion resulted in a >3% change in the seroconversion effect estimate. We checked
for departures from linearity of trend in the seroconversion effect across subse-
quent post-conversion visits, and for collinearity between predictors. All statistical
analyses were conducted using Stata version 10.0 (College Station, TX, USA).

3. Results

From the 1223 young IDU that were screened, 555 individuals
were enrolled and 403 were prospectively followed. Of those 403,
112 participants met inclusion criteria and were included in this
study, i.e. they were documented HCV seronegative at study onset,
subsequently seroconverted during the follow-up period. Partic-
ipants who were included in the analysis tended to be slightly
younger than those who were excluded from the analysis (mean
age 22 (±3) versus 23 (±3), p-value < 0.01), otherwise there were
no significant differences in any of the other variables examined.
Participants included in this study were predominantly Caucasian
males who injected heroin (Table 1). Most participants acknowl-
edged using non-injection drugs (87%) and drinking alcohol (78%)
at baseline. A substantial percentage of participants reported being
recently (prior 3 months) homeless (71%) or incarcerated (32%).
The median follow-up was 1.8 years (IQR: 1.2–3.3). Among the 11s

participants there were a total of 757 visits during which risk behav-
iors were assessed: 440 visits occurred prior to seroconversion and
317 occurred afterwards. The median number of follow-up visits
pre-seroconversion was 3 (IQR: 2–4), the median number post-
seroconversion was 3 (IQR: 2–5).

version in 112 young IDU who seroconverted using conditional logistic regressiona.

6 months After Seroconversion 12 months After Seroconversion

OR 95% CI p-value OR 95% CI p-value

0.67 0.36–1.26 0.21 0.85 0.43–1.69 0.65
0.85 0.36–1.98 0.71 0.86 0.33–2.20 0.75
0.48 0.23–1.00 0.05 0.57 0.25–1.32 0.19
0.49 0.21–1.16 0.10 0.3 0.08–1.09 0.07
0.6 0.23–1.58 0.3 0.59 0.15–2.30 0.45
1.57 0.72–3.40 0.26 1.48 0.63–3.48 0.37
0.78 0.28–2.16 0.63 0.8 0.19–3.29 0.76

covariates (age, sex, race, etc.), which represent between- rather than within-subject

version followed by linear trend.
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In our analysis using conditional logistic models, we found that
CV disclosure after seroconversion was independently associated
ith immediate declines in use of alcohol and non-injection drugs

Table 2). However, the reductions became smaller over time (trend
-value for alcohol = 0.02, for non-injection drug use = 0.13). In con-
rast, while we found little evidence for an immediate decline in
ending syringes due to seroconversion, this was the only behavior
hat consistently diminished over time in association with sero-
onversion and approached statistical significance at one year;
owever, the time trend was not statistically (p-value = 0.24). HCV
eroconversion was not associated with changes in injection drug
se, sharing of equipment or condom use, nor was it associated
ith depression. Most behaviors declined over time, independent

f the HCV seroconversion effect: we observed statistically signif-
cant (p < 0.05) declines in the use of alcohol, injection as well as
on-injection drugs, and sharing of ancillary injecting equipment,

ndependent of the HCV seroconversion effect (data not shown).
ur analysis of the correlation of covariates showed that while

ime since study entry was moderately strongly correlated with
oth having seroconverted (0.46) and time since seroconversion
0.62), this did not reach the level of collinearity to prevent us
rom examining their effects simultaneously. Finally, adjusting HIV
eroconversion (of which there were only 3 known cases) did not
ubstantially impact results.

. Discussion

In this study of young IDU, we found that HCV seroconversion
as associated with a decreased likelihood of consuming alco-
ol and using non-injection drugs immediately after disclosure of
esults and post-test counseling. However, improvements in behav-
ors were not sustained at 6 months and 12 months. There was no
tatistically significant change in injection drug use and injecting
ehaviors after seroconversion and post-test counseling, though
here was a non-significant trend toward decreased lending of
yringes. Finally, there was no indication that depression symptoms
ere increased after becoming aware of their HCV infected status.

The finding that injection drug use and injecting behaviors
ere not significantly affected by HCV seroconversion and post-

ounseling is similar to a prior study of young IDU in Baltimore
hat looked at behaviors 6 months after HCV testing and found that
hose who had tested positive had no change in injecting behav-
ors (Ompad et al., 2002). Our study, in contrast, did show mild
mprovements in reported alcohol use immediately after becom-
ng aware of HCV seroconversion, though these improvements were
ot sustained at 6 months. These results suggest that screening and
roviding post-test counseling for HCV in young IDU is insufficient

or changing long-term behaviors. Evidence from the HIV preven-
ion literature supports the supposition that testing and education
lone are insufficient to change behaviors (Calsyn et al., 1992), and
hat more targeted behavioral interventions are needed to generate
ustained reductions in high-risk behaviors in IDU.

There were limitations to this study. It is important to note that
he data were collected as part of a study whose primary goal was
o detect and assess rates and correlates HCV seroconversion, and
as not designed to study the impact of HCV screening and post-

est counseling on behaviors. However, in lieu of a randomized
ontrolled study of HCV screening in IDU which has never been
onducted, this type of secondary data analysis can provide some
nsights. The relatively modest sample size and follow-up time were
imitations to the study power. Furthermore, the moderately strong

orrelations of time since study entry with seroconversion as well as
ime since seroconversion did reduce power to assess these effects,
o that our negative finding must be interpreted with caution. Our
tudy was based on self-reported behaviors, and therefore may
eflect socially desirable responses rather than actual behaviors, in
endence 105 (2009) 160–163

particular since study personnel who assessed risk behaviors also
disclosed test results and provided counseling.

In summary, this observational study of young IDU found mod-
est improvements in reported alcohol and non-injection drug use
immediately after disclosure of HCV seroconversion and receipt of
post-test counseling, however, those improvements were not sus-
tained over time. On the other hand, we found no evidence that
patients became more depressed after learning that they had newly
acquired HCV. While these results do not demonstrate that HCV
testing and counseling have a major influence on risk behaviors on
individuals who seroconvert, they do lend some evidence against
substantial harm. More studies are needed to identify and imple-
ment effective interventions to reduce high-risk behaviors in young
IDU who become HCV infected.
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Using Video Images to Improve
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Introduction: When patients are unable to make
important end-of-life decisions, doctors ask surrogate
decision makers to provide insight into patients’ pref-
erences. Unfortunately, multiple studies have shown
that surrogates’ knowledge of patient preferences is
poor. We hypothesized that a video decision tool
would improve concordance between patients and
their surrogates for end-of-life preferences.

Objective: To compare the concordance of prefer-
ences among elderly patients and their surrogates lis-
tening to only a verbal description of advanced
dementia or viewing a video decision support tool
of the disease after hearing the verbal description.

Methods: This was a randomized controlled trial of
a convenience sample of community-dwelling elderly
subjects ($65 years) and their surrogates, and was
conducted at 2 geriatric clinics affiliated with 2 aca-
demic medical centers in Boston. The study was con-
ducted between September 1, 2007, and May 30,
2008. Random assignment of patient and surrogate
dyads was to either a verbal narrative or a video deci-
sion support tool after the verbal narrative. End
points were goals of care chosen by the patient and
predicted goals of care by the surrogate. Goals of
care included life-prolonging care (CPR, mechanical
ventilation), limited care (hospitalization, antibiotics,
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INAL STUDIES
but not CPR), and comfort care (only treatment to
relieve symptoms). The primary outcome measure
was the concordance rate of preferences between
patients and their surrogates.

Results: A total of 14 pairs of patients and their surro-
gates were randomized to verbal narrative (n 5 6) or
video after verbal narrative (n 5 8). Among the 6
patients receiving only the verbal narrative, 3 (50%)
preferred comfort care, 1 (17%) chose limited care,
and 2 (33%) desired life-prolonging care. Among
the surrogates for these patients, only 2 correctly
chose what their loved one would want if in a state
of advanced dementia, yielding a concordance rate
of 33%. Among the 8 patients receiving the video
decision support tool, all 8 chose comfort care.
Among the surrogates for these patients, all 8 cor-
rectly chose what their loved one would want if in
a state of advanced dementia, yielding a concordance
rate of 100%.

Conclusion: Patients and surrogates viewing a video
decision support tool for advanced dementia are
more likely to concur about the patient’s end-of-life
preferences than when solely listening to a verbal
description of the disease. (J Am Med Dir Assoc
2009; 10: 575–580)
When patients are unable to make important end-of-life
decisions, doctors ask surrogate decision makers to provide in-
sight into patients’ preferences.1–3 Surrogates, who are often
family members, are often instructed to use an idealized hier-
archy of standards to guide decision making: patients’ known
wishes, substituted judgments, and patients’ best interests.4

Unfortunately, many surrogates do not know the wishes of
the people they are supposed to represent.

The substituted judgment standard attempts to have surro-
gates imagine and predict what the patient would have
wanted.4 A large number of clinical research studies have
convincingly concluded that surrogates are often inaccurate
in predicting the medical preferences of patients when offered
written or verbal hypothetical health states.5–10 The over-
whelming conclusion of these studies is that surrogates are
Volandes et al 575
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often no better than chance at predicting patients’ prefer-
ences for future health states. Theories abound regarding
why surrogates inaccurately predict patient preferences,
including the role of family dynamics; the relative ease of
overtreatment, also known as the ‘‘status quo bias’’; and
personal psychological stress regarding the burden of end-
of-life decision making.11–13

One overlooked reason of why surrogates incorrectly pre-
dict patient preferences may be a lack of comprehension
about hypothetical health states and likely treatment
outcomes. Central to the process of predicting patient prefer-
ences is the surrogate’s understanding of the underlying
health state. Empirical studies often communicate informa-
tion about future health states to both patients and surrogates
with written or spoken words, and both parties must be will-
ing to imagine often difficult and uncomfortable scenarios.

Video is a powerful and underused medium that can better
communicate hypothetical health states14–16 and may assist
patients and surrogates in discussions of preferences.
The medium of video engages and allows both patients and
surrogates to envision future health states in a manner not
captured with verbal communication. We hypothesized that
video may enable patients and surrogates to better visualize
and imagine a future health state, which would lead to
more accurate surrogate predictions that were more concor-
dant with patient preferences.

As part of a larger study on the use of video decision aids,
we conducted a small randomized controlled trial of dyads
of patients and designated surrogates to examine whether
a video of a person with advanced dementia would lead surro-
gates and patients to have concordant responses to questions
about end-of-life care. We hypothesized that patients and sur-
rogates viewing a video decision-support tool for advanced
dementia would be more likely to concur about the patient’s
end-of-life preferences than when solely listening to a verbal
description of the disease.

METHODS

Participants

The protocol was approved by the institutional review
board for both institutions and all subjects provided informed
consent. This study was part of a larger study evaluating the
use of video decision-support tools in advance care plan-
ning.17 Elderly patients participating in the larger study
whose surrogates were present during the clinic visit were
asked to participate in the present study. Patients and their
surrogates were recruited from a convenience sample at 2
urban geriatric clinics affiliated with 2 teaching hospitals in
the greater Boston area. Recruitment occurred between Sep-
tember 1, 2007, and May 30, 2008. All scheduled English-
speaking patients 65 years or older who presented to the clinic
with their designated surrogate were given a flier by the clinic
staff outlining the study. At the end of the clinic visit,
patients and surrogates were asked by clinic staff if they
were interested in participating in the study. If they indicated
interest, the patient was brought to a private room alone and
was initially interviewed for eligibility based on a Short
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Portable Mental Status Questionnaire (SPMSQ)18 score of
greater than or equal to 7 (scores \7 indicate moderate or
severe cognitive impairment) and the ability to provide
informed consent. After the patient completed the interview,
the surrogate, who was not present during the patient’s inter-
view, was then brought into the private room and completed
the interview separately. Inclusion criteria for the surrogate
were ability to provide informed consent and being the
patient’s designated surrogate.

Study Design and Randomization

After obtaining informed consent from both the patient
and the surrogate, all patient-surrogate dyads were random-
ized into 1 of 2 decision-making modalities: (1) listening to
a verbal narrative describing advanced dementia (control
group); or (2) listening to a verbal narrative followed by view-
ing a 2-minute video decision-support tool visually depicting
a patient with advanced dementia (intervention group). Ran-
domization was based on a computer-generated randomiza-
tion scheme, and followed the randomization order of the
larger study from which this subgroup was taken. Individual
assignments were concealed in numbered envelopes until
the pair was randomized. All data were collected in a quiet
room in the clinic area by a trained member of the research
team (A.E.V.) who followed a structured script. The patient
and surrogate were interviewed separately and were unaware
of each other’s answers to the survey.

For both randomization groups, the interviewer read aloud
a description of advanced dementia based on the Functional
Assessment Staging (FAST)19 stage 7a. The FAST criteria
include 7 stages of dementia (1–7), with the later stages
depicting more advanced disease. Stage 7 is further broken
down into 6 substages (7a–7f). Stage 7a is generally consid-
ered the threshold for advanced dementia, and the threshold
for advanced dementia used in our previous studies.14–16

Advanced dementia was described as an incurable illness of
the brain caused by many years of Alzheimer’s disease or a se-
ries of strokes; its salient features are the inability to commu-
nicate understandably with others, inability to walk without
assistance, and inability to feed oneself (see Appendix 1).

Patients randomized to the intervention group viewed the
video decision support tool on a portable computer after lis-
tening to the same verbal narrative. The 2-minute video de-
picts the principal features of advanced dementia as described
in the narrative. The video presents an 80-year-old female pa-
tient with advanced dementia together with her 2 daughters
in the nursing home setting. The patient fails to respond to
their attempts at conversation (inability to communicate).
The patient is next shown being pushed in a wheelchair
(inability to ambulate). Last, the patient is hand-fed pureed
food (inability to feed oneself). Consent to film the patient
with advanced dementia and to use the video for research
purposes was obtained from the patient’s designated health
care proxy before filming.

The development of the video followed a systematic
approach,20 starting with a review of the dementia literature.
We then used a panel of physicians with an iterative process
of comments to review the design, content, and structure of
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the video intervention. This panel included 5 geriatricians
and 5 neurologists, all of whom specialize in the care of
patients with dementia.

The video was filmed without the use of prompts or stage di-
rections to convey a candid realism in the style known as cin-
ema verite.21 All filming and editing were done by the principal
investigator (A.E.V.) following previously published filming
criteria.22 (The video is available at: www.ACPdecisions.com.)

Data Collection and Other Variables

The interviewer was not blinded to randomization group.
Each patient was interviewed before and after receiving the
verbal narrative alone or the narrative plus the video deci-
sion-support tool using structured questionnaires. The baseline
structured interview (15 minutes) included the following com-
ponents: demographic data and knowledge about advanced de-
mentia. Sociodemographic data included age, race, gender,
educational status, and marital status. Race was self-reported.
Having a previous relationship with someone with advanced
dementia was also obtained. Knowledge of advanced dementia
was assessed using 5 true/false questions that asked patients and
their surrogates whether advanced dementia is curable and if
patients with advanced dementia are able to communicate
with others, recognize family members, ambulate, and feed
themselves. Thus, knowledge scores ranged from 0 to 5, with
higher scores indicating better knowledge.

Immediately after receiving the verbal narrative alone or
narrative plus video, a second structured in-person interview
(15 minutes) was conducted that included the following com-
ponents: knowledge of advanced dementia and preferences
for goals of care; and for the intervention group, comfort using
the video decision-support tool. The knowledge questions
were identical to those asked in the baseline interview.

Each surrogate, who was not present during the interview
with the patient and was unaware of the patient’s answers,
was asked an identical set of questions with the sole exception
that each surrogate was asked to predict the preferences for
the goals of care for their loved one using the substituted judg-
ment criterion.

Preferences for goals of care were presented as 3 options:
life-prolonging care, limited care, and comfort care
(see Appendix 1). Examples of the kinds of care implied by
each goal were verbally described to participants. The first op-
tion, life-prolonging care, was described as aiming to prolong
life at any cost. It translates into all potentially indicated
medical care that is available in a modern-day hospital,
including cardiopulmonary resuscitation and treatment in
the intensive care unit. The second option, limited care,
was described as aiming to maintain physical functioning. It
is consistent with treatments such as hospitalization, intrave-
nous fluids, and antibiotics, but not with attempted cardiopul-
monary resuscitation (CPR) and treatment in the intensive
care unit (ICU). The third option, comfort care, was
described as aiming to maximize comfort and to relieve
pain. Treatments are focused on the relief of symptoms. It is
compatible with oxygen and analgesics but not with
intravenous (IV) therapies and hospitalization unless neces-
sary to provide comfort. The aim is to relieve pain and to
ORIGINAL STUDIES
be kept as pain-free as possible. Comfort care does not include
CPR, respirators, ICU care, and generally would not include
IV therapy or hospitalization. Following these explanations,
patients were asked their preferences in the event they devel-
oped advanced dementia. Surrogates were asked to predict
which preference their loved ones would pick.

For those patients and surrogates randomized to the video
intervention group, a 4-point Likert scale was used to assess
perceived value of the video by asking them whether they
had a better understanding of the disease after viewing the
video, if they were comfortable watching the video, and if
they would recommend the video to others. These questions
were asked at the end of the oral survey. The survey is avail-
able on request.

Statistical Analysis

Patient-surrogate dyads were analyzed based on the deci-
sion-making modality to which they were randomized. The
primary outcome measure for patients was their preferences
for care if in a state of advanced dementia categorized as 3 op-
tions (life-prolonging, limited, or comfort). The primary out-
come measure for surrogates was the preferences they felt
their loved one would choose based on the substituted judg-
ment criterion. Additional outcomes included change in
knowledge scores for both patients and subjects before com-
pared with after receiving the verbal narrative or video.

All subject characteristics and outcomes were described us-
ing proportions for categorical variables and means (SD) for
continuous variables. Concordance rates for patient-surro-
gate dyads were the proportions of surrogates who chose the
same preference as their loved one over the total number of
dyads in the randomization group. Chi-square tests were
used to compare the concordance rate and 2 sample t tests
were used to compare change in knowledge scores from before
to after the intervention between the 2 randomization groups.
All reported P values are 2-sided, with P \ .05 considered as
statistically significant. Data were analyzed using SAS soft-
ware, version 9.1 (SAS Institute Inc, Cary, NC).

RESULTS

Participant Flow

A total of 14 consecutive pairs of eligible patient-surrogate
dyads were approached to participate in the study, all of
whom agreed to be interviewed and were eligible to partici-
pate. Six patients were randomized to the control group,
and 8 patients were randomized to the video-intervention
group. Baseline characteristics of the patients and surrogates
are shown in Table 1. Of the 14 designated surrogates, 7
were spouses of the patients, 5 were children of the patients,
1 was a sibling, and 1 was a friend. None had a previous rela-
tionship with someone with advanced dementia. Although
the power to detect differences was small, there were no sig-
nificant differences in either patients or surrogates in age,
gender, or education.

Outcomes

Among the 6 patients receiving only the verbal narrative, 3
(50%) preferred comfort care, 1 (17%) chose limited care,
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Table 1. Characteristics of Community-dwelling Elderly Patients and Their Surrogates

Characteristics Elderly Persons (n514) Surrogates (n514)

Age, mean (SD), y 83 (6.9) 67.5 (13.7)
Women, no. (%) 7 (50) 11 (78.6)
Race, no. (%)

White 14 (100) 14 (100)
Education, no. (%)

High school graduate or less 5 (35.7) 1 (7.1)
Some college or higher 9 (64.3) 13 (92.9)

Religion, no. (%)
Catholic 5 (35.7) 6 (42.9)
Christian (non-Catholic) 6 (42.9) 5 (35.7)
Jewish 3 (21.4) 1 (7.1)
Other 2 (14.3)
and 2 (33%) desired life-prolonging care (Figure 1). Among
the 6 surrogates receiving only the verbal narrative, only 2
predicted correctly what their loved one would want if in
a state of advanced dementia, yielding a concordance rate
of 33% (Figure 1). Of the 4 surrogates who misjudged the pref-
erences of the patients, 3 surrogates chose less aggressive care
compared with their loved ones.

Among the 8 patients receiving the video decision-support
tool after the verbal narrative, all 8 chose comfort care.
Among the 8 surrogates receiving the video decision-support
tool as well, all 8 predicted correctly what their loved one
would want if in a state of advanced dementia, yielding a con-
cordance rate of 100% (P 5 .015 compared with the verbal
narrative–alone group).

Knowledge scores increased for patients in both groups post
intervention; however, the changes were higher in the narrative
plus video group compared with those in the narrative-alone
group (2.1� 1.6 versus 0.3� 1.6, respectively; P 5 .068). The
change in knowledge scores was also higher for surrogates in
the narrative plus video group compared with those in the nar-
rative-alone group (2.5� 1.4 versus 2.0� 1.3, respectively;
P 5 .50).

The video decision-support tool was very well accepted by pa-
tients and surrogates in the intervention group: 15 of 16 (94%)
patients and surrogates found the video ‘‘very helpful’’ or ‘‘some-
what helpful’’; 14 (88%) said they were ‘‘very comfortable’’ or
‘‘somewhat comfortable’’ viewing the video; and 15 (94%)
said they would ‘‘definitely’’ or ‘‘probably’’ recommend the video
to others. There were no adverse events in either group.
Verbal Group (6 pairs)

Patient Surrogate

Life Prolonging

Limited

Comfort

Life Prolonging

Limited

Comfort

Fig. 1. Patient and surrogate preferences by randomization g
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DISCUSSION

Patients and surrogates viewing a video decision-support
tool for advanced dementia are more likely to concur about
the patient’s end-of-life preferences than when listening to
a verbal description of the disease. Moreover, viewing the
video decision-support tool was associated with a trend
toward more knowledge of advanced dementia among both
patients and their surrogates. The fact that participants’ deci-
sions with the video were more informed is consistent with
prior research of ours that has also exhibited better knowl-
edge, better certainty, and better stability of preferences for
patients’ end-of-life preferences after viewing a video deci-
sion-support tool.14,17

In the current project, surrogates’ decisions were more
likely to be concordant with patients’ preferences. However,
it is possible that our findings should be viewed in a different
way. The instances of discordance between surrogates and
patients all occurred among people who did not see the video
and most were instances in which the patient wanted more
aggressive medical care than suggested by the surrogates. As
such, it is possible that our findings should be viewed primar-
ily as a tool that improved decisions by patients and then,
only as a consequence, similarly improved the rate of concor-
dance between patients and surrogates.

Our study has several important limitations. First, the
researcher surveying the patient-surrogate dyads was not
blinded to the randomization assignment. This could have
introduced bias into our findings. Prior randomized studies
of interventions aimed at improving end-of-life decision
Video Group (8 pairs)

Patient Surrogate

Life Prolonging

Limited

Comfort

Life Prolonging

Limited

Comfort

roup.
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making have seldom been blinded because limiting the num-
ber of interviewers eases the burden of addressing difficult and
often painful subject matter.23–25 We attempted to reduce the
influence of this potential bias by using structured interviews
and outcome measures. Second, video clips can be manipu-
lated to favor a particular perspective. Although our carefully
crafted video followed published filming criteria on using
video in end-of-life discussions,22 there may have been poten-
tial bias in the evaluation of the decision-support tool. It
would be fruitful to study other video clips of similar patients.
Third, the sample size was very small and did not permit anal-
yses to evaluate the role of factors such as gender and race,
which would have permitted relevant analyses to evaluate po-
tential bias in the tool. Fourth, we asked subjects for their
preferences in the context of a research study. The next
step would be to investigate whether surrogates would cor-
rectly predict preferences in real time. Fifth, we asked subjects
the same questions before and after the intervention. A more
rigorous method of testing changes in knowledge and prefer-
ences would have been to use parallel forms of the questions
to avoid biasing the results. Finally, our sample was drawn
from the metro Boston area and did not include large minor-
ity groups such as African Americans, Latinos, and Asian
Americans.

Including surrogates in the decision-making process has
been an important yet complex advancement in modern
medical care. To secure the delivery of high-quality end-of-
life care that is concordant with patients’ preferences, surro-
gates must be informed regarding their decision making.
As has been shown in previous studies, using the substituted
criterion is a complex task for surrogates, asking them to
imagine what are often unimaginable health states for layper-
sons. Patient education using video decision-support tools
can improve surrogate comprehension of disease states such
as advanced dementia that are difficult to envision solely
with words. Future work with surrogates may extend the use
of video decision-support tools to other disease states such
as advanced cancer. This study provides evidence that video
decision-support tools enhance patients’ and surrogates’ deci-
sion making by ensuring that it is both more informed and
concordant with subjects’ wishes at the end of life.
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Appendix 1
Narrative Describing Advanced Dementia

‘‘I am going to describe to you an illness called advanced
dementia, like advanced Alzheimer’s dementia, that you
may or may not be familiar with. Advanced dementia is an
incurable disease of the brain in which one is not able to com-
municate with others. People with advanced dementia are
not able to move around or walk, get out of bed indepen-
dently, eat by oneself, or communicate understandably with
others. People with advanced dementia often have difficulty
chewing or swallowing, and require assistance with feeding
oneself. Advanced dementia is an incurable disease and
most commonly occurs after many years of Alzheimer’s dis-
ease or as the result of strokes. People are not able to answer
any questions or tell you about themselves.’’

Narrative describing the goals of care

‘‘I am going to ask you a question about your preferences for
medical care if you had a disease called advanced dementia. I
will ask you what you prefer. You have 3 choices for medical
care if you had this condition. I will first review these 3
choices with you. The 3 choices for medical care that I
want you to think about for advanced dementia are Life-Pro-
longing Care, Limited Care, and Comfort Care.

Life-Prolonging Care

The goal of this category of care is to prolong life. There are
no limits to care. This choice includes everything a modern
580 Volandes et al
hospital has to offer to maintain your life. Such procedures
include: cardio-pulmonary resuscitation or CPR in which
a doctor pushes on your chest when the heart stops and will
often use electricity to shock the heart. Being placed on
a breathing machine, also known as life support, in which
a tube is placed down your throat into the lungs. And other
medical procedures performed in the intensive care unit or
ICU. The goal is to prolong life.

Limited Care

The goal of this category is to maintain physical and men-
tal functions. Care will depend on your physical and mental
functioning. Such care includes intravenous (IV) therapies
like antibiotics and hospitalization. But does not include
cardiopulmonary resuscitation/CPR and intensive care unit/
ICU care. The goal is to maintain physical and mental
functioning.

Comfort Care

The goal of this category is to maximize comfort. Only
measures that comfort or relieve pain are performed. The
aim is to relieve pain and to be kept as pain-free as possible.
Comfort Care does not include cardiopulmonary resuscita-
tion/CPR, respirators, intensive care unit/ICU care, and gen-
erally would not include intravenous (IV) therapy or
hospitalization. The goal is maximizing comfort and relieving
pain.
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ABSTRACT

Objective To evaluate the effect of a video decision

support tool on the preferences for future medical care in

older people if they develop advanced dementia, and the

stability of those preferences after six weeks.

Design Randomised controlled trial conducted between 1

September 2007 and 30 May 2008.

Setting Four primary care clinics (two geriatric and two

adult medicine) affiliated with three academic medical

centres in Boston.

Participants Convenience sample of 200 older people (≥
65 years) living in the community with previously

scheduled appointments at one of the clinics. Mean age

was 75 and 58% were women.

Intervention Verbal narrative alone (n=106) or with a

video decision support tool (n=94).
Main outcome measures Preferred goal of care: life

prolonging care (cardiopulmonary resuscitation,

mechanical ventilation), limited care (admission to

hospital, antibiotics, but not cardiopulmonary

resuscitation), or comfort care (treatment only to relieve

symptoms). Preferences after six weeks. The principal

category for analysis was the difference in proportions of

participants in each group who preferred comfort care.

Results Among participants receiving the verbal narrative

alone, 68 (64%) chose comfort care, 20 (19%) chose

limited care, 15 (14%) chose life prolonging care, and

three (3%) were uncertain. In the video group, 81 (86%)

chose comfort care, eight (9%) chose limited care, four

(4%) chose life prolonging care, and one (1%) was

uncertain (χ2=13.0, df=3, P=0.003). Among all

participants the factors associated with a greater

likelihood of opting for comfort care were being a college

graduate or higher, good or better health status, greater

health literacy, white race, and randomisation to the

video arm. In multivariable analysis, participants in the

video group were more likely to prefer comfort care than

those in the verbal group (adjusted odds ratio 3.9, 95%

confidence interval 1.8 to 8.6). Participants were re-

interviewed after six weeks. Among the 94/106 (89%)

participants re-interviewed in the verbal group, 27 (29%)

changed their preferences (κ=0.35). Among the 84/94

(89%) participants re-interviewed in the video group, five

(6%) changed their preferences (κ=0.79) (P<0.001 for

difference).

Conclusion Older people who view a video depiction of a

patient with advanced dementia after hearing a verbal

description of the condition are more likely to opt for

comfort as their goal of care compared with those who

solely listen to a verbal description. They also have more

stable preferences over time.

Trial registration Clinicaltrials.gov NCT00704886.

INTRODUCTION

Respecting patients’ preferences for treatment is a key
component of high quality endof life care.1-4 Tradition-
ally, physicians help patients to engage in advance care
planning for future health states by describing
hypothetical situations such as advanced dementia
and by exploring possible goals of care.5 6 This tradi-
tional approach is limited because it is challenging to
realistically envision hypothetical future disease states
such as dementia from verbal descriptions,7 descrip-
tions are inconsistent among providers,8-15 and the
degree to which patients understand verbal descrip-
tions of complex medical conditions depends on their
level of health literacy.
Visual images can improve communication of com-

plex health information16-19 and inform decision mak-
ing at the end of life.20-22 In our previous investigations,
a video decision support tool for advanced dementia
seemed to improve communication and decisionmak-
ing for patients by helping them to visualise future
health states.20-22 However, there were significant
shortcomings to these studies: they were conducted
in healthy middle aged patients; they used a before
and after study design that did not allow comparison
of the video to the standard advance care planning
approach of a verbal narrative; they did not measure
knowledgeof thedisease to testwhether understanding
of the disease improved; and they did not follow
patients’ preferences over time.
To address these shortcomings, we conducted a ran-

domised controlled trial of the video decision support
tool among a diverse group of older patients to study
the video with a higher level of rigour. We
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hypothesised that compared with participants rando-
mised to a verbal description of advanced dementia,
those viewing the video decision support tool after lis-
tening to a verbal description would have greater
knowledge of advanced dementia, be more likely to
opt for comfort oriented care that focuses on the relief
of symptoms, and would be less likely to change their
preferences over time. A secondary, exploratory
hypothesis was that the goals of care would be pre-
dicted by health literacy.
Advanceddementia is an excellentmodel onwhich to

test the hypothesis that visualising a hypothetical health
state improves decision making. Advanced dementia is
an ultimately fatal, progressive, neurological disease in
which themedian survival after the onset of symptoms is
three to six years.2324 Patients with advanced dementia
are at high risk of developing multiple yet predictable
medical problemsover the course of their illness, includ-
ing aspirationpneumonia, pressure ulcers, and difficulty
in swallowing. By virtue of their cognitive impairment,
patients will seldom be able to participate in decisions
about their care at the time problems develop. Healthy
patients or patients in the early stages of dementia can,
however, influence the treatment they will receive by
exploring their goals of care with their physician. This
entails deciding whether they would want specific inter-
ventions, such as cardiopulmonary resuscitation, intra-
venous antibiotics, or admission to hospital. This
randomised controlled trial examined whether a video
of a patient with advanced dementia could shape the
choices made by people about the kind of care they
would want in the future.

METHODS

Participants

Participantswere recruited froma convenience sample
of patients cared for at four primary care clinics located
at three teaching hospitals in the greater Boston area.

These comprised an urban geriatric clinic, a suburban
geriatric clinic, an urban adult primary care clinic, and
a suburban adult primary care clinic. Recruitment
occurred between 1 September 2007 and 30 May
2008. Clinic staff gave all scheduled English speaking
patients aged 65 or over a leaflet outlining the study
after patients registered for their clinic visit, which
was scheduled as part of their usual care. At the end
of the visit, clinic staff asked patients if they were inter-
ested in participating in the study. If patients indicated
interest, the research team initially interviewed them
for eligibility. Eligibility criteria included ability to
communicate in English, ability to provide informed
consent, and absence of moderate or severe cognitive
impairment based on a short portable mental status
questionnaire (SPMSQ) score of ≥7 (scores <7 indicate
moderate or severe cognitive impairment).25

Study design and randomisation

After we obtained informed consent, all patients who
met the eligibility criteria were randomised into one of
two groups: listening to a verbal narrative describing
advanced dementia (control group) or listening to the
same verbal narrative followed bywatching a twomin-
ute video depicting a patient with advanced dementia
(intervention group). We used simple randomisation
based on a computer generated scheme. Individual
assignments were concealed in numbered envelopes,
half of which were made available to each interviewer.
One randomisation list was generated for all four
clinics. At the end of the trial, the randomisation
order of participantswas checked against the computer
generated list. A trained member of the research team
followed a structured script to collect data in a quiet
room in the clinic area.
For both groups, the interviewer read aloud the ver-

bal narrative describing advanced dementia (see
appendix on bmj.com). This description was based
on the functional assessment staging (FAST) stage
7a.26 The FAST criteria include seven stages of demen-
tia, with the later stages depicting more advanced dis-
ease. Stage 7 is further broken down into six substages
(7a-7f). Stage 7a is generally considered the threshold
for advanced dementia. The narrative states that
advanced dementia is an incurable illness of the brain
caused by many years of Alzheimer’s disease or a ser-
ies of strokes. Its salient features are the inability to
communicate understandably with others, inability to
walk without assistance, and inability to feed oneself.
Participants randomised to the intervention

group viewed the video decision support tool
on a portable computer after listening to the same
verbal narrative. The two minute video depicts the
principal features of advanced dementia as described
in the narrative. The video presents an 80 year old
female patient with advanced dementia together
with her two daughters in the nursing home setting
(www.bmj.com/video/care_preferences_dementia.dtl;
also available at www.ACPdecisions.com). The patient
fails to respond to their attempts at conversation
(inability to communicate). The patient is next shown

Patients asked to participate (n=225)

Randomised (n=200)

Excluded (n=25):    
 Refused to participate(n=20)    
 Cognitively impaired (n=5)

Assigned to verbal description (n=106)    
  All heard verbal description and were
  included in primary end point analysis of
  preferences for medical care

Assigned to video (n=94)     
  All viewed video and were included in primary
  end point analysis of preferences for medical
  care

Included in secondary end point analysis of
  stability of preferences (n=94)  
    Excluded from secondary analysis (n=12)     
    Refused to provide phone number (n=1)     
    Did not return phone messages (n=6)     
    Wrong phone numbers (n=2)     
    Could not recall the study (n=2)     
    No access to a phone (n=1)

Included in secondary end point analysis of
  stability of preferences (n=84)   
    Excluded from secondary analysis (n=10)     
    Refused to provide phone numbers (n=3)     
    Did not return phone messages (n=6)     
    Could not recall the study (n=1)     
    Disconnected phone (n=1)

Fig 1 | Flow of participants through study
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being pushed in a wheelchair (inability to ambulate).
Lastly, the patient is fed pureed food (inability to feed
oneself). Before filming we obtained consent from her
designated healthcare proxy to film the patient and to
use the video for research purposes.
The development of the video followed a systematic

approach,27 starting with a review of the literature on
dementia and advance care planning. We then used a
panel of physicians with an iterative process of com-
ments to review the design, content, and structure of
the video intervention. This panel included five geria-
tricians and five neurologists, all of whom specialise in
the care of patients with dementia.
The video was filmed without the use of prompts or

stage directions to convey a candid realism.28 The prin-
cipal investigator (AEV) did all filming and editing,
following previously published filming criteria.29 The
video is accompanied by the same narration that was
used in the verbal description arm of the study.

Data collection and other variables

At all four study sites, two members of the research
team (AEV and AEJ), who were not blinded to the
randomisation group, used structured questionnaires
to interview participants before and after they listened
to the verbal narrative alone or listened to the narrative
andwatched the video.At thebaseline structured inter-
view (15 minutes) we collected demographic data and
data on health status and knowledge about advanced
dementia. Sociodemographic data included age, race
(self reported), sex, educational status, and marital sta-
tus. Health status was self rated on a Likert scale as
excellent, very good, good, fair, or poor. Participants
were also asked if they had had a diagnosis of dementia
and whether they had known a person with advanced
dementia. We assessed knowledge of advanced
dementia with five true/false questions that asked
whether advanced dementia is curable and if patients
with advanced dementia are able to communicate with
others, recognise family members, ambulate, and feed
themselves. Knowledge scores therefore ranged from
0-5, with higher scores indicating better knowledge.
Participants underwent a second structured inter-

view (15 minutes) immediately after the intervention.
This included knowledge of advanced dementia, pre-
ferences for goals of care, health literacy, and, for the
video group, comfort with the video decision support
tool. The knowledge questions were identical to those
asked in the baseline interview.
There were three options for preferences for goals of

care: life prolonging care, limited care, and comfort
care (see appendix on bmj.com). Researchers verbally
described examples of the kinds of care implied by
each goal. The first option, life prolonging care, was
described as aiming to prolong life at any cost. It trans-
lates into all potentially indicated medical care that is
available in a modern hospital, including cardio-
pulmonary resuscitation and treatment in the intensive
care unit. The second option, limited care, was
described as aiming to maintain physical functioning.
It includes treatments such as admission to hospital,

intravenous fluids, and antibiotics but not attempted
cardiopulmonary resuscitation and treatment in the
intensive care unit. The third option, comfort care,
was described as aiming to maximise comfort and to
relieve pain. Only measures that provide comfort are
performed. It is compatible with oxygen and analge-
sics but not with intravenous treatments and admission
to hospital unless necessary to provide comfort. After
these explanations, participants were asked about their
preferences for care if they developed advanced
dementia. Participants who were unable to select a
level of care were considered “uncertain.”
We assessed health literacy using the rapid estimate

of adult literacy in medicine tool (REALM).30 This is a

Table 1 | Characteristics of older people living in the

community randomised to verbal description and video

decision support groups. Figures are numbers (percentages)

of participants unless stated otherwise

Characteristics Verbal (n=106) Video (n=94)

Mean (SD) age (years) 75 (8) 75 (8)

Women 59 (56) 57 (61)

Race:

Black/African-American 35 (33) 24 (26)

White 71 (67) 70 (74)

Health literacy*:

≤6th grade (≤11 years) 19 (18) 16 (17)

7-8th grades (12-14 years) 15 (14) 9 (10)

≥9th grade (≥14 years) 72 (68) 69 (73)

Education:

Elementary 5 (5) 6 (6)

Some high school 17 (16) 16 (17)

High school graduate 19 (18) 17 (18)

Some college 19 (18) 17 (18)

College graduate 16 (15) 14 (15)

Postgraduate or professional 29 (27) 24 (26)

Refused to say 1 (1) 0

Marital status:

Married 43 (41) 42 (45)

Widowed 25 (24) 29 (31)

Divorced 21 (20) 13 (14)

Never married 17 (15) 10 (10)

Self reported health status:

Excellent 15 (14) 9 (10)

Very good 23 (22) 37 (39)

Good 27 (26) 26 (28)

Fair 30 (28) 19 (20)

Poor 9 (8) 2 (2)

Refused to say 2 (2) 1 (1)

Diagnosis of dementia†: 12 (11) 6 (6)

Previous relationship with
person with advanced dementia

11 (10) 18 (19)

Knowledge score before
randomisation‡

2.3 2.1

*Assessed with rapid estimate of adult literacy in medicine (REALM).

†Participants were asked if they had diagnosis of dementia.

‡Knowledge score calculated by adding responses to five questions that

test respondent’s knowledge of advanced dementia. Each question has

possible response of 1 (correct) or 0 (incorrect or unsure). Total

knowledge score ranges from 0-5, with higher scores indicating greater

knowledge.
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two to three minute English test of medically relevant
vocabulary. It is a validated test of word pronunciation
and has been shown to correlate well with tests that
evaluate a range of literacy skills.30 As others have
done, we defined three categories for health literacy
based on the REALM scores: 6th grade and below
(up to age 11; score 0-45); 7-8th grade (ages 12-13;
45-60); and 9th grade and above (age 14 and over; 61-
66).31 32

For those participants randomised to the video inter-
vention group, we used a four point Likert scale to
assess the perceived value of the video by asking parti-
cipants whether they had a better understanding of the
disease after viewing the video, if they were comforta-
ble watching the video, if they would recommend the
video to others, and whether they thought videos
would be helpful for eliciting preferences for care in
other diseases like cancer.
One interviewer (AEV) contacted participants by

telephone six weeks after the initial interview to deter-
mine again what their preferences would be if they had
advanced dementia in exactly the same manner as the
initial interview. We chose a follow-up period of six
weeks to ensure that an adequate amount of time
elapsed fromexposure to the intervention and to assess
whether the video had an enduring effect.

Statistical analysis

Our analyseswere based on the decisionmaking group
to which participants were randomised. The primary
outcome measure was preferences for care if they
developed advanced dementia categorised as four
options (life prolonging, limited, comfort, or uncer-
tain). Additional outcomes included change in knowl-
edge scores before and after the intervention and the
stability of preferences after six weeks.

All characteristics of participants and outcomeswere
described by using proportions for categorical vari-
ables and means (SD) for continuous variables. We
used χ2 tests to compare preferences for care (life
prolonging, limited, comfort, or uncertain) between
the two groups.
Two sample t tests compared change in knowledge

scores before and after the intervention between the
two groups. We used κ statistics to summarise the sta-
bility of preferences six weeks after the clinic interview
for each group and compared the proportions who
changed preferences with Pearson χ2 exact test
between the two groups.
The measure for the primary outcome analysis was

the unadjusted difference in proportions of partici-
pants preferring comfort care between the two study
groups. We conducted secondary analyses to identify
factors associated with a preference for comfort care
among all participants. Bivariate analyses determined
the association between individual characteristics of
participants (age, sex, race, education, marital status,
health status, personal history of dementia, previous
relationship with a person with advanced dementia,
health literacy, and randomisation group) and a
preference for comfort care with Fisher’s exact test.
Multivariable logistic regression analyses were used
to identify factors independently associated with
preferences for comfort care. Factors significant at
0.10 in the bivariate analyses were entered into a step-
wise algorithm, retaining factors in themodel that were
significant at the 0.05 level. We used the variance
inflation factor to diagnose colinearity amongpotential
predictors.
All reportedPvalues are two sided,with P<0.05 con-

sidered as significant. The studywas designed to detect
a 25% difference in the proportion of participants

Verbal group (n=94) Video group (n=84)

Initial preference
% (No)

Preference 6 weeks later
% (No)

Initial preference
% (No)

Preference 6 weeks later
% (No)

13% (12)
4% (3)

8% (7)

87% (73) 83% (70)

1% (1)

2% (2)

2% (2)
1% (1)
7% (6)
1% (1)

1% (1)
1% (1)

4% (4)
1% (1)
7% (7)

5% (5)
11% (10)
1% (1)

2% (2)

62% (58)

4% (4)
1% (1)
1% (1)

17% (16)

68% (64)

2% (2)

κ=0.35 κ=0.79

Life prolonging care Comfort care Limited care Uncertain

Fig 2 | Initial preferences and stability of preferences after six weeks
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choosing comfort care between the two groups, assum-
ing the rate in the verbal group was 60%.With a target
of 100 patients in each group, the power of the study
was estimated to be >90%. Data were analysed with
SAS software, version 9.1 (SAS Institute, Cary, NC).

RESULTS

Participant flow

We approached 225 consecutive and potentially eligi-
ble patients, of whom 205 (92%) agreed to be inter-
viewed. Patients who declined did not differ
significantly from the recruited participants in terms
of age, sex, or race. The most common reason given
for not participating was lack of time. Of the 205
recruited for the study, five were disqualified because
their mental status questionnaire score was <7, result-
ing in a total of 200 study participants. Of these, 106

were randomised to the control group and 94 to the
video intervention group (fig 1). Table 1 shows the
baseline characteristics. Despite the randomisation
process there were some baseline differences in the
two groups, including diagnosis of dementia and pre-
vious relationship with someone with dementia,.

Outcomes

Among the 106 participants receiving only the verbal
narrative, 68 (64%) chose comfort care, 20 (19%) chose
limited care, 15 (14%) chose life prolonging care, and
three (3%) were uncertain of their preferences. Among
the 94 who also saw the video, 81 (86%) chose comfort
care, eight (9%) chose limited care, four (4%) chose life
prolonging care, and one (1%) was uncertain of her
preferences (χ2=13.0, df=3; P=0.003). Thus a signifi-
cantly greater proportion of participants in the video

Table 2 | Unadjusted differences in proportions and multivariable analyses of associations with likelihood of choosing

comfort care as primary goal of care

Characteristics
Frequency choosing

comfort care

Difference in %
choosingcomfort care

(95% CI) Unadjusted P value

Odds ratio (95% CI)

Unadjusted Adjusted

Age (years):

<80† 104 (71)
12% (−0.3% to 25%) 0.10 2.0(0.9to4.5) —

≥80 45 (83)

Sex:

Female† 88 (76)
−3% (−16% to 9%) 0.62 0.8(0.4to1.6) —

Male 61 (73)

Education:

<College graduate† 79 (68)
15% (3% to 27%) 0.021 2.3(1.2to4.6) —

≥College graduate 69 (83)

Marital status:

Not married† 82 (71)
8% (−4% to 20%) 0.25 1.5(0.8to2.9) —

Married 67 (79)

Health status‡:

Fair or poor† 35 (58)
23% (9% to 37%) 0.001 3.0(1.6to6.0) —

Good or better 111 (81)

Diagnosis of dementia:

No† 136 (75)
−3% (−25% to 19%) 1.0 0.9(0.3to2.5) —

Yes 13 (72)

Previous relationship with person with advanced dementia:

No† 125 (73)
10% (−6% to 25%) 0.36 1.8(0.6to4.9) —

Yes 24 (83)

Randomisation:

Verbal† 68 (64)
22% (11% to 34%) <0.001 3.5(1.7to7.1) 3.9 (1.8 to 8.6)

Video 81 (86)

Health literacy§:

≤6th grade† 16 (46)

7-8th grades 14 (58) 13% (−13% to 38%) 1.7(0.6to4.7) 1.7 (0.54 to
5.3)

≥9th grade 119 (84) 39% (21% to 56%) <0.001 6.4 (2.9 to
14.4)

4.1 (1.6 to
10.8)

Race:

Black/ African-American† 30 (51)
34% (19% to 48%) <0.001

5.2 (2.6 to
10.4)

2.9 (1.3 to 6.6)
White 119 (84)

*For multivariable analysis, characteristics excluded from model if they were not related to outcome—that is, choosing comfort care—at P<0.05.

†Reference category.

‡Health status was one of excellent, very good, good, fair, or poor.

§Assessed with rapid estimate of adult literacy in medicine (REALM).

RESEARCH

BMJ | ONLINE FIRST | bmj.com page 5 of 8



group opted for comfort care (difference 22%, 95%
confidence interval 11% to 34%).
Mean knowledge scores (range 0-5) were signifi-

cantly higher in the video group than in the control
group (4.5 (SD 1.0) v 3.8 (SD 1.3), respectively;
P<0.001). The mean increase in knowledge scores for
the video group was 2.4 (2.1 to 2.7) and 1.5 (1.2 to 1.9)
for the control group, which was significant (P<0.001).
Table 2 shows the unadjusted differences in propor-

tions of participants and odds ratios preferring comfort
care for each of the characteristics. The factors asso-
ciated with a greater likelihood of preferring comfort
care among all participants were being a college grad-
uate or higher, good or better health status, greater
health literacy, white race, and randomisation to the
video group. The first four factors were highly corre-
lated: thosewith higher degree of educationweremore
likely to have better health status, greater health lit-
eracy, and more likely to be white; those with better
health status were more likely to have greater health
literacy and were more likely to be white; and those
with greater health literacy were more likely to be
white (all with P<0.05). The variance inflation factors,
however, were all less than 2.5 when we tested these
four factors in the regression model, which indicated
weak evidence of multicollinearity. After inclusion of
these variables in a multivariable logistic regression
model, participants randomised to the intervention
group had a greater likelihood of opting for comfort
care (adjusted odds ratio 3.9, 1.8 to 8.6). Other factors
independently associated with opting for comfort care
included a health literacy level of greater than 9th
grade (4.1, 1.6 to 10.8) and white race (2.9, 1.3 to 6.6)
(table 2).
Six weeks after the initial clinic visit, we attempted to

contact each participant by telephone. Among the 94
(89%) in the control group who could be contacted, 27
(29%) changed their preferences; the κ statistic for pre-
ference stability was 0.35 (0.15 to 0.54) (fig 2). Among
the 84 (89%) participants contacted in the video group,
five (6%) changed their preferences; the κ statistic for
preference stability was 0.79 (0.62 to 0.98). After six

weeks, the proportion of participants changing prefer-
ences was lower in the video group (P<0.001).
The video decision support tool was highly accepta-

ble to participants: 83 of 94 (88%) found the video
“very helpful” or “somewhat helpful”; 80 (85%) said
theywere “very comfortable” or “somewhat comforta-
ble” viewing the video; 89 (95%) said theywould “defi-
nitely” or “probably” recommend the video to others;
and 78 (83%) thought that using videos for other dis-
eases (such as cancer) would be “very helpful” or
“somewhat helpful.” There were no adverse events in
either group.

DISCUSSION

Principal findings

When presented with the possibility of developing
advanced dementia, older patients living in the com-
munity are more likely to choose comfort as the pri-
mary goal of care after viewing a video of a patient
with the disease and listening to a verbal description
rather than just hearing a verbal description of
advanced dementia. Moreover, viewing the video
improved knowledge of advanced dementia and
enhanced stability of preferences for treatment over
time compared with hearing only the verbal narrative.
Finally, health literacy seems to be associated with end
of life preferences among older patients.

Comparison with other studies

To the best of our knowledge, this study represents the
first randomised controlled trial in a group of older
patients of a video decision support tool for decision
making at the end of life. In our previous before and
after investigation of the advanced dementia video
conducted in healthy middle aged participants, the
video promoted preferences for comfort care, but it
was not a randomised trial, was conducted with a
younger healthy cohort, anddid not follow the stability
of preferences over time.20 Our current study extends
this earlier work by showing the efficacy of the video in
a randomised controlled trial among older patients.
Moreover, the participants in the video group were
more likely to have improved knowledge after the
video and stable preferences over time. The stability
of preferences is a critical consideration in evaluating
preferences at the end of life33-40 and suggests a more
accurate reflection of patients’ values and wishes.

Strengths and limitations

Our study has several important limitations and
numerous strengths. Firstly, the research staff collect-
ing data at baseline and at the immediate and six week
follow-up interviews were not blinded to randomisa-
tion, which could have introduced bias into our find-
ings. Previous randomised studies of interventions
aimed at improving end of life decision making, how-
ever, have seldom been blinded because limiting the
number of interviewers eases the burden on partici-
pants of addressing difficult and often painful subject
matter.8-10 Furthermore, participants might disclose
whether they viewed the video or not. We attempted

WHAT IS ALREADY KNOWN ON THIS TOPIC

Advance care planning is a complex process involving communication of future health states
such as advanced dementia

Visual images might be helpful to improve decision making and communication of complex
information regarding what type of medical care patients would want at the end of life

WHAT THIS STUDY ADDS

Video images of advanced dementia improved knowledge for patients choosing the type of
medical care they would like if they developed advanced dementia

Patients who viewed a video decision support tool of advanced dementia after hearing a
verbal description were more likely to choose a comfort oriented approach compared with
patients solely listening to a verbal narrative of the disease

Patients using the video decision support tool hadmore stable preferences for end of life care
over time

Video decision support tools might be most useful for patients with low health literacy
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to reduce the influence of this potential bias by using
structured interviews and outcome measures. Sec-
ondly, despite randomisation there were some base-
line differences between the two groups. This can be
expected in a relatively small sample. Thirdly, videos
can be manipulated to favour a particular perspective.
Our study used one video of a white woman with
dementia. We did not assess responses of participants
to videos of people of different sex and race. Fourthly,
we asked participants for their preferences in the con-
text of a research study. The next step would be to
investigate whether patients and physicians would
document their preferences in the medical record or
complete an advance directive.41 Finally, our sample
was primarily white and African-American and
drawn from primary care clinics in teaching hospitals
in metropolitan Boston. Thus, our findings might not
be generalisable to otherminority groups (such as Lati-
nos and Asian-Americans).

Policy implications and future research

Previous uses of video decision support tools have pri-
marily focused on helping patients to make treatment
or screening decisions.42 Our use of video redirects
attention to the underlying health state by clarifying
the nature of the condition about which patients are
expected to make decisions. Our use of video portrays
the illness to add a sense of verisimilitude thatmight be
lacking in verbal descriptions.Moreover, these images
might offer a more objective and straightforward
approach to describe complex medical conditions,
which is particularly pertinent to patients with low
health literacy. In the US such patients are more likely
to be elderly and African-American31 and are among
the most vulnerable populations in our healthcare sys-
tem. As the video led to better knowledge of advanced
dementia, our study supports the claimmade by others
that pictorial or visualmethods improve decisionmak-
ing processes.16-22

Previous studies have suggested that non-white peo-
ple receive and opt for more aggressive end of life
care.43-49 The reason for this observation is not well
elucidated but might be, in part, because of variation
in the quality of counselling they receive and their
understanding of that counselling. As we have shown
elsewhere,22 our study lends additional support to the
notion that health literacy potentiallymediates the role
of race in end of life decision making, and video deci-
sion support tools offer an approach to circumvent this
disparity. Futurework is needed to explore this finding
as health literacy was highly correlatedwith other vari-
ables and our study lacked adequate power to conduct
detailed analyses of mediation.
The next step in using videos is to explore other dis-

eases and the goals of care with video portrayals. We
suspect that numerous other diseases and inter-
ventions, such as advanced cancer and cardio-
pulmonary resuscitation, would also be more
accurately conveyed to patients through a visual med-
ium than solely by verbal descriptions. As we have
shown here and elsewhere,29 criteria regarding the

necessary content and editing of each video portrayal
must be carefully considered before clinical applica-
tion of these videos.
Active debate exists surrounding the development

of decision support technologies, especially when
highly subjective content (patients’ narratives and tes-
timonials) and non-traditional media (video) are
used.50 51 While important steps have been taken to
develop objective criteria for the development and
field testing of decision support tools,52 53 more
research is needed particularly as they apply to the
use of video.
Including patients in the decision making process

has been an important yet complex advance inmodern
medical care. To secure the delivery of high quality
end of life care, patients must be informed regarding
their decision making. Education of patients using
video decision support tools can improve their com-
prehension of disease states such as advanced demen-
tia that are difficult to envision solely with words.
Future work could extend the use of video decision
support tools to other disease states such as advanced
cancer and the goals of care.Wehave shown that video
decision support tools enhance elderly patients’ deci-
sion making by ensuring that it is both more informed
and consistent over time.
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BACKGROUND: Opioid-dependent patients often have
co-occurring chronic illnesses requiring medications
that interact with methadone. Methadone maintenance
treatment (MMT) is typically provided separately from
medical care. Hence, coordination of medical care and
substance use treatment is important to preserve
patient safety.

OBJECTIVE: To identify potential safety risks among
MMT patients engaged in medical care by evaluating the
frequency that opioid dependence and MMT documen-
tation are missing in medical records and characteriz-
ing potential medication-methadone interactions.

METHODS: Among patients from a methadone clinic
who received primary care from an affiliated, but
separate, medical center, we reviewed electronic medi-
cal records for documentation of methadone, opioid
dependence, and potential drug-methadone interac-
tions. The proportions of medical records without opioid
dependence and methadone documentation were esti-
mated and potential medication-methadone interac-
tions were identified.

RESULTS: Among the study subjects (n=84), opioid
dependence documentation was missing from the med-
ical record in 30% (95% CI, 20%–41%) and MMT
documentation was missing from either the last prima-
ry care note or the last hospital discharge summary in
11% (95% CI, 5%-19%). Sixty-nine percent of the study
subjects had at least 1 medication that potentially
interacted with methadone; 19% had 3 or more poten-
tially interacting medications.

CONCLUSION: Among patients receiving MMT and
medical care at different sites, documentation of opioid
dependence and MMT in the medical record occurs for
the majority, but is missing in a substantial number of
patients. Most of these patients are prescribed medica-
tions that potentially interact with methadone. This
study highlights opportunities for improved coordina-
tion between medical care and MMT.

KEY WORDS: methadone; medication interactions; patient safety; care

coordination.
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INTRODUCTION

Both the Institute of Medicine and the Joint Commission have
focused attention on the role that medication discrepancies
and errors play in adverse events and decreased quality of
care.1,2 For hospital, ambulatory, and behavioral healthcare, a
Joint Commission goal is to “accurately and completely
reconcile medications across the continuum of care.” The
Institute of Medicine specifically called the improvement of
communication between medical and substance use treatment
providers fundamental to improving the quality of healthcare
for patients with mental and substance-use conditions.3

Methadone maintenance treatment (MMT) for approximately
260,000 opioid-dependent patients in the United States is
restricted to federal- and state-regulated clinics.4 Typically,
MMT clinics are in locations that are separate from general
medical care with increased confidentiality protections re-
quired for substance use related health information,5,6 which
can be a barrier to the coordination of care.

MMT is a chronic therapy for opioid dependence, a chronic
relapsing disease that often requires lifelong treatment.7

Common co-occurring conditions among opioid-dependent
patients receiving MMT, that also require chronic pharmaco-
therapy include HIV infection,8 mood disorders,9–11 chronic
pain,12 osteoporosis,13 and diabetes.14–16 Many medications
for these conditions interact with methadone in potentially
important ways, including prolongation of the QT interval
resulting in increased risk of torsade de pointes,17–21 increased
or decreased metabolism of methadone or the interacting
medication by the cytochrome P450 enzyme system, and
increased sedation by other opioids and benzodiazepines.22–24

Thus, medication-methadone interactions potentially contrib-
ute to clinically significant adverse events, including cardiac
arrhythmias, overdoses, decreased cognitive function, opioid
withdrawal symptoms, and relapses to illicit opioid use. Ideally,
when patients on MMT engage in outpatient or inpatient
medical care, their treating physicians are aware of the MMT
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and document methadone on the medication list in addition to
opioid dependence on the medical problem list.

In this study of MMT patients receiving medical care, our
objectives were to 1) quantify the documentation of opioid
dependence in the medical record, 2) quantify the documenta-
tion of MMT in the medical record, and 3) describe the possible
drug interactions that could arise from the use of methadone
with other prescribed medications.

METHODS

Study Design and Population

We reviewed electronic medical records (EMRs) of patients from
the Boston Public Health Commission (BPHC) MMT program
who received their primary medical care at Boston Medical
Center (BMC), an affiliated, but separate, medical center. Entry
criteria included the following: 1) enrollment in methadone
treatment on or before July 2, 2007; 2) a signed release of
information permitting 2-way communication between the
MMT program and primary care physician; 3) a primary care
physician based at BMC; and 4) at least 1 primary care
progress note or 1 discharge summary in the BMC EMR
between September 1, 2002, and July 2, 2007, and during
the period of MMT. This study was approved by the institu-
tional review board of Boston University Medical Campus.

Data Collection and Measures

Methadone dose and “take home” dose information were
collected from the MMT EMR for the date immediately
preceding the medical center inpatient admission or primary
care visit. “Take home” doses refer to unobserved methadone
dosing, a privilege given only to patients who have at least 90
days of abstinence from illicit drug use. To assess whether our
sample was similar to the MMT program population, we
obtained information on age, gender, race/ethnicity, metha-
done dose, and number of days on methadone as of July 2,
2007, from the MMT EMR for all patients.

From the medical center EMR, we determined insurance
status as public (e.g., Medicare or Medicaid), private, or no
insurance. To gauge the burden of comorbidity, we searched
the active problem list, which is edited and maintained by
treating providers, for chronic conditions (e.g., HIV/AIDS),
typically treated with medications that potentially interact
with methadone, and substance-related conditions (e.g., alco-
hol dependence).

To quantify both MMT and opioid-dependence diagnosis
documentation, the most recent discharge summary and
primary care note in the medical center EMR between
September 1, 2002, and July 2, 2007, were read and searched
by one of the authors (DF). Missing documentation of MMTwas
defined as no listing of methadone as a medication in either the
primary care progress note or the discharge summary. Sub-
jects without any combination of “heroin, opioid, or opiate” and
“use, abuse, or dependence” in the discharge summary,
primary care note, or the problem list were categorized as not
having documentation of opioid dependence. Both the problem
list and the medication lists were cumulative, based on
previous treatment episodes, and editable by each provider.

To describe possible methadone-drug interactions, 8 medi-
cation interaction categories were pre-specified prior to review-

ing records and included: 1) may decrease methadone effects
(e.g., efavirenz, phenytoin); 2) may increase methadone effects
(e.g., fluconazole, fluvoxamine); 3) has altered metabolism with
methadone (e.g., zidovudine); 4) benzodiazepines (e.g., clona-
zepam); 5) other opioids (e.g., oxycodone); and 3 categories of
QT interval prolonging medications; 6) risk (generally accepted
risk of causing torsade de pointes); 7) possible risk (associated
with torsade de pointes and/or QT prolongation but lack
substantial evidence); and 8) conditional risk (weakly associ-
ated with torsade de pointes and/or QT prolongation).

The first 3 categories were determined based on a published
review of methadone-medication interactions.22 We created
categories for benzodiazepines and other opioids because of
the risks of oversedation when combined with methadone. We
adopted the 3 categories of QT prolonging medications at www.
qtdrugs.org to identify medications that increase the risk of
torsade de pointes. www.qtdrugs.org is a website funded by the
federal Agency for Healthcare Research and Quality.

Analysis

Descriptive statistics were obtained for all subject character-
istics to describe the study sample. We determined the
proportions with lack of opioid dependence and MMT docu-
mentation and the exact binomial 95% confidence intervals for
these proportions. All analyses were performed using SAS
software version 9.1 (SAS Institute, Cary, NC).

RESULTS

Among the 350 patients enrolled in MMT on July 2, 2007, 157
(45%) had no release of information signed for communication
with a primary care physician and 86 (25%) had an existing
release of information but not for BMC. Among the 107
patients with an existing release of information with a BMC
primary care physician, 84 had at least 1 inpatient or primary
care visit before July 2, 2007, and during the period of MMT
and comprised the study sample. (Fig. 1)

Characteristics of the study sample (n=84) were mean age of
43.4 years; mean methadone dose of 85 mg; mean MMT
duration of 4.4 years; 56% women; and 50% white, 30%
African-American, and 20% Hispanic (Table 1). These char-
acteristics were similar to the summary statistics available for

Figure 1. Study sample selection of methadone maintenance
treatment patients engaged in medical care. BMC Boston Medical

Center, MT methadone treatment.
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all clinic patients (n=350) at the time of the chart review (i.e.,
mean age of 39.7 years, mean methadone dose of 81 mg, MMT
duration of 3.7 years, 62% women, 57% white, 24% African-
American, 17% Hispanic, and 2% other).

Documentation of opioid dependence diagnosis was missing
from the medical record in 30% (95% CI, 20%-41%) of
subjects. (Table 2) Documentation of MMT was missing from
either the last discharge summary or last primary care note in
11% (95% CI, 5%-19%) of subjects. Among the 82 (98%)
subjects with a primary care note, documentation of MMT
was missing in 7% (95% CI, 3%–15%). Among 41 (49%)
subjects with a discharge summary, documentation of MMT
was missing in 10% (95% CI, 3%–23%). Among 39 subjects
with both a discharge summary and primary care note,
documentation of MMT was missing from both notes for 1
subject or 3% (95% CI, 0.1%-13%).

At least 1 potential methadone interaction was identified in
58 (69%) of subjects; 16 (19%) of subjects had 3 or more such
medications with potential interactions. (Figure 2) The fre-
quency of specific interaction types ranged from 9 (11%) for
“may decrease methadone effects” to 33 (39%) for potentially
QT-interval prolonging effect (Figure 3). For medications within
the QT-prolonging subcategories, there were 13 (15%) subjects
in the “possible risk” category and 20 (24%) in the “conditional
risk” category. No subjects were on any medication, other than
methadone, in the “risk” category.

Among the 9 subjects who had MMT documentation
missing from either note, 7 (78%) had at least 1 medication
that potentially interacted with methadone. Notably, 5 (56%)
subjects were on other opioids, the most common interaction
category among these subjects.

DISCUSSION

This study highlights two aspects in which care coordination
between medical and substance use treatment providers could
impact patient safety. First, even when consent for communica-
tion between substance-use treatment providers and medical
providers exists, medical providers do not always document that
a patient has opioid dependence or that a patient is receiving
MMT. Second, most patients engaged in medical care and MMT
are on 1 or more medications that potentially interact with
methadone and may lead to adverse events, such as overseda-
tion, overdose, opioid withdrawal, or cardiac dysrythmias.

This study sample likely represented a “best case” for
thorough documentation, because we selected methadone
clinic subjects with known primary care physicians at a
medical center with comprehensive services, a standardized
EMR, and an historical affiliation with the methadone clinic.
The coordination problems identified in this study likely loom
larger among patients receiving both MMT and primary
medical care from unaffiliated providers. Limited communica-
tion between separate systems of medical care and MMT was
previously documented in a Spanish study in which 89.5% of
primary care physicians received no information from the
methadone clinic about their patients.25

Patients receiving methadone for opioid dependence and
engaged in primary medical care have substantial medical
comorbidity.8–16 Thus, it is not surprising that a substantial
number of subjects in this study were on medications for

Table 1. Demographic and Clinical Characteristics of Methadone
Maintenance Treatment Subjects Engaged in Medical Care (n=84)

Mean (Standard
deviation)

Age, years 43.4 (10.8)
Years on MMT at last medical visit 4.4 (4.6)
Milligrams of methadone at last medical visit 85.3 (36.1)

N (%)
Female 47 (56)
Race/Ethnicity
African-American 25 (30)
White 42 (50)
Hispanic 17 (20)

Insurance status
Public insurance 72 (86)
Private insurance 7 (8)
Free care/ Uninsured 5 (6)

On take homes at time of last medical visit 25 (30)
Medical problems
Hepatitis C 50 (60)
Pain condition 37 (44)
Depressive disorder 36 (43)
Anxiety disorder 29 (35)
Tobacco use 26 (31)
HIV-infection 19 (23)
Hypertension 18 (21)
Diabetes 11 (13)
Alcohol abuse or dependence 6 (7)
Cocaine use, abuse, or dependence 6 (7)
Renal insufficiency 2 (2)
Seizure disorder 1 (1)

Table 2. Proportions Without Documentation of Opioid Diagnoses
and Methadone Maintenance Treatment in Medical Record

No. % 95% CI

Overall
Opioid dependence diagnosis missing
from medical record (n=84)

25 30% 20%-41%

Methadone as a medication missing
from medical record* (n=84)

9 11% 5%-19%

Subgroups
Methadone as a medication missing from:
Last primary care (PC) note (n=82) 6 7% 3%-15%
Last discharge summary (n=41) 4 10% 3%-23%
Both PC note and discharge summary
(n=39)

1 3% 0.1%-13%

*Methadone not documented in either last primary care note or last
discharge summary
CI confidence interval

Figure 2. Distribution of the number of potentially harmful medi-
cation interactions with methadone among 84 subjects on meth-

adone maintenance.
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depression, anxiety, HIV infection, hypertension, or pain. Not
only do many of these medications potentially interact with
methadone, but multiple interacting medications are common.
While none of the identified interacting medications are contra-
indicated in conjunction with methadone, prescribers should be
awarewhenpatients are takingmedications that interact, so they
can monitor and manage potential interactions.

Among the 9 subjects withmethadonemissing from amedical
note, “other opioids”was themost commoncategory. For patients
with pain and opioid dependence, it may be appropriate to be
treated with both methadone and other opioids, yet it is critical
that both treatments are coordinated to avoid overdose.

While not a focus of our study, the recruitment of eligible
subjects points to an additional challenge to care coordination;
written consent for communication between medical and
substance use treatment providers is commonly not present.
Because of federally mandated privacy protections,5,6 the first
step of care coordination between substance abuse treatment
and medical providers is obtaining a signed release of infor-
mation. In our study, almost half of methadone clinic patients
did not have a signed release of information permitting
communication with their primary care physician. The reasons
for this are many: no primary care physician, difficulty for
clinic staff to obtain releases because of separation of pro-
grams, and stigma among MMT patients with resulting
reticence to allow communication with medical providers.

This study’s strengths include examination of the EMRs
from clinical substance-use treatment and the medical care

system to describe the burden of potential methadone-medi-
cation interactions and missing documentation between meth-
adone and medical care providers that has not previously
received critical attention.

This study was limited by its retrospective design and
limited number of subjects. Yet, we used electronic medical
records and a data collection methodology that was systematic
and the subjects examined were similar to patients in the
entire clinic. The generalizability of our findings is limited by
focusing on patients from one methadone clinic receiving
medical care at an affiliated medical center. We recognize that
it is possible that physicians were aware of their patients
receiving MMT or being opioid dependent, but did not docu-
ment it. While methadone is routinely administered during
inpatient treatment at the medical center if the treatment team
is aware the patient is enrolled in MMT, we did not have access
to inpatient pharmacy records to confirm this. We did not
evaluate whether medication reconciliation has taken place at
the MMT site. However, as a consequence of this study, the
methadone clinic did refine its medication reconciliation
procedures to regularly document prescribed medications.
Lastly, the retrospective design precluded measurement of
adverse events from methadone-medication interactions.

This study demonstrates opportunities to improve commu-
nication, care coordination, and patient safety among patients
receiving medical and substance-use treatment. Patients in
MMT frequently require multiple medications and these often
interact with methadone and potentially lead to adverse

Figure 3. Medications in each category:
Increase methadone: fluoxetine, fluvoxamine, paroxetine, sertraline, omeprazole, metronidazole,

ketoconazole, diltiazem
Decrease methadone: efavirenz, nevirapine, lopinavir+ritonavir, butalbital, ascorbic acid
Altered metabolism: didanosine, zidovudine, amytriptyline, doxepin, nortriptyline, clomethiazole.,

promethazine, nifedpine
Benzodiazepines: clonazepam, diazepam, lorazepam
Other opioids: codeine, fentanyl, morphine, oxycodone
Possible risk: atazanavir, azithromycin, levofloxacin, ofloxacin, quetiapine, risperidone, venlafaxine
Conditional risk: amitriptyline, nortriptyline, paroxetine, sertraline, citalopram, doxepin,

fluoxetine, ketoconazole
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events. Hence, communication and coordination among sub-
stance-use treatment and medical providers has room for
improvement so as to mitigate and manage the potential
adverse effects of methadone and interacting medications.
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IntroductIon
Evidence-based best practice guidelines for informed consent in 
weight loss surgery (WLS) have been previously described (1). 
Previous recommendations focused on understanding vs. dis-
closure, appropriate content, teaching and learning, and pro-
moting realistic expectations (1). The 2004 task group found 
no studies on informed consent and WLS. Recommendations 
were based on three review articles, standard practice at six 
WLS centers in Massachusetts, and the consensus of the expert 
panel (1). No studies on WLS and informed consent have been 
published since that time. Recommendations are, therefore, 
based on related articles identified through our search strategy. 
This report adds recommendations to those in the 2005 guide-
lines, and describes the supporting evidence.

To make sound medical decisions, patients must not only 
receive adequate and appropriate information, but also under-
stand it (2). Poor comprehension of the risks, benefits, and 

consequences of surgery can contribute to unrealistic expecta-
tions, suboptimal decision making, and potential litigation (3).

The previous report cited a need for studies that assess the effect 
of different forms of education on patient understanding (1). 
This update draws on the evolving literature on patient safety and 
WLS outcomes to make recommendations on informed consent 
content. It also reviews the literature on patient comprehension 
in informed consent, including studies on health literacy and on 
clinical areas (e.g., cardiac surgery) that might apply to WLS.

Methods and Procedures
We searched MEDLINE and the Cochrane database for articles on bari-
atric or elective surgery and informed consent, comprehension, health 
literacy, and patient education published between April 2004 and May 
2007. We also conducted searches on bariatric surgery and outcomes, 
risk, patient safety management, and effectiveness. In addition, we 
reviewed WLS guidelines and other potentially relevant articles recom-
mended by the expert panel or cited in the initial articles we identified.
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and Patient Education in Weight Loss Surgery
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To update evidence-based best practice guidelines for obtaining informed consent from weight loss surgery (WLS) 
patients, with an emphasis on appropriate content and communications approaches that might enhance patient 
understanding of the information, we performed a systematic search of English-language literature published between 
April 2004 and May 2007 in MEDLINE and the Cochrane database. Keywords included WLS and informed consent, 
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The system used to grade the quality of the evidence has already been 
described (4). We identified >120 titles; 38 of the most relevant were 
reviewed in detail. These included randomized controlled trials, pro-
spective and retrospective cohort studies, meta-analyses, case reports, 
prior systematic reviews, and expert opinion. The focus of the recom-
mendations and the process used to develop them are reported else-
where (4).

results
content
Risks/complications. WLS centers are ethically obligated to pro-
vide patients with adequate information on the risks, benefits, 
consequences, and alternatives to treatment (2). A recent sys-
tematic review of randomized controlled trials and observa-
tional studies suggests that risks of mortality and complications 
associated with WLS vary depending on the type of procedure 
(5). Several observational studies also indicate that risks vary 
depending on patient characteristics, e.g., older adults, men, 
and those with greater comorbidity have higher risks of mor-
tality and complications (6–10).

Risks can vary by as much as 20-fold across patient popula-
tions (6). Moreover, risks are higher in unselected and more 
generalizable populations (5,6,8) than in studies of selected 
patients seen primarily at tertiary surgical centers. The same 
applies to participants in studies where follow-up rates were 
low (5). One small single-site study found that patients who 
do not follow-up after surgery had poorer outcomes (10). 
Emerging evidence suggests that health provider characteris-
tics, e.g., surgeon training, and hospital and surgeon volume of 
specific WLS procedures performed, may correlate with actual 
risk (11–13).

recommendations
•	 Provide	realistic	risk	estimates	that	take	into	account	

patient  factors (category C) and relevant institutional 
and health provider characteristics that might affect risk 
(e.g., experience and outcomes for specific WLS proce-
dures) (category B).

•	 Discuss	short-	and	long-term	risks	and	complications,	and	
the potential for unknown or unforeseeable long-term 
risks (category D).

Benefits/effectiveness. Obesity is associated with premature mor-
tality and other adverse health consequences, some of which are 
improved or reversed with weight loss (14). Controlled trials and 
observational studies demonstrate that WLS produces signifi-
cant and sustained weight loss compared with alternative forms 
of treatment (5,15). In addition, two recent observational stud-
ies found that mortality rates of severely obese patients who had 
WLS were lower than those of severely obese patients who did not 
(16,17). Both studies were limited, however, by inadequate con-
trol for baseline BMI, illness burden, and potential selection bias.

Studies document substantial weight loss and health benefits 
from WLS at 1 year; longer-term studies suggest that some, 
but not all, of the short-term weight loss and medical benefits 
are sustained over time (18). Magnitude and sustainability of 
weight loss and benefits vary by type of WLS procedure and 

patient characteristics (5,18). One recent nonrandomized con-
trolled study found that of 1,703 Swedish subjects enrolled 
for at least 10 years, 74% of gastric bypass and 35% of gastric 
banding patients, sustained at least a 20% weight loss; how-
ever, 9 and 25%, respectively sustained <5% weight loss (18). 
A small study of patients planning to undergo WLS found that 
expectations of weight loss from the surgery far exceeded even 
the best estimates in the literature (19).

recommendations
•	 Provide	patients	with	realistic	estimates	of	short-	and	long-

term weight loss, including the potential for weight regain 
and modest benefits (category B).

•	 Inform	them	if	long-term	data	(>5	years)	are	unavailable	
(category D).

•	 Advise	patients	on	the	long-term	health	benefits	of	weight	
loss produced by WLS (category B).

•	 Make	them	aware	that	not	all	preexisting	medical	and	
psychosocial consequences of obesity, including eating 
disorders, will improve with WLS (category C).

•	 Give	realistic	estimates	for	health	outcomes	if	patients	
decline surgical treatment (categories B and C), and advise 
them of known factors and interventions that might opti-
mize benefits (category D).

•	 Consider	patient	expectations,	the	value	placed	on	differ-
ent outcomes, and the risks each candidate is willing to 
accept; address unrealistic expectations or other miscon-
ceptions patients might have (category C).

Consequences. In addition to risks and benefits, WLS is asso-
ciated with physiological changes that may have an adverse 
impact on patient quality of life; these include gastrointestinal 
side-effects, nutritional deficiencies, and excess skin (20).

recommendation
•	 Advise	patients	on	required	behavioral	and	dietary	changes	

and other reasonable and foreseeable consequences of 
WLS that could affect health or quality of life in a substan-
tive way, e.g., gastrointestinal symptoms, cosmetic effects, 
nutritional restrictions (category D).

alternative treatments
WLS is currently the most effective treatment for moderate 
to severe obesity, patients, but patients vary in the value they 
place on weight loss and the risks and tradeoffs they are willing 
to make to lose weight (19,21). Risks, benefits, and tradeoffs 
vary among different WLS procedures and nonsurgical treat-
ments (5,15,18,22).

recommendations
•	 Advise	patients	about	alternative	WLS	procedures	and	

nonsurgical treatment options (e.g., medical and behav-
ioral) (category C).

•	 Inform	them	about	alternatives	even	if	they	are	not	avail-
able through the consenting health provider or institution 
(category C).
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comprehension of informed consent
The NIH has defined health literacy as the degree to which indi-
viduals have the capacity to obtain, process, and understand 
basic health information and services needed to make appropri-
ate health decisions (23). Over 90 million American adults have 
inadequate health literacy skills (24). The prevalence of limited 
literacy is higher in older adults, in racial or ethnic minorities, 
and in those with limited education and chronic diseases (25).

The association between limited literacy and adverse health 
outcomes has been well documented. Seminal reports about 
the problem of health literacy have been issued by the Institute 
of Medicine (24), the Agency for Healthcare Research and 
Quality (26), the American Medical Association (27), and the 
Joint Commission on the Accreditation of Hospital Organizations 
(28). However, no studies have examined the relation between 
limited literacy and the WLS informed consent process.

Several lessons can still be drawn from related areas of 
research: limited literacy is a barrier to patient comprehension 
in the process of informed consent (29); clinicians are not able 
to discern which of their patients have limited literacy; and 
patients frequently fail to disclose that information due to con-
cerns about shame (30–32). In addition, patients with limited 
literacy are less likely to ask questions than those with higher 
literacy skills (33).

Data show that screening patients for limited literacy skills 
is neither beneficial nor necessary. Conversely, confirmation of 
comprehension promotes understanding regardless of health lit-
eracy level, and has been promoted as a patient safety  measure 
(34). Simplification of informed consent materials and the use of 
multiple channels of communication can also be  useful (35–37). 
In particular, care is needed with the presentation of numerical 
concepts; many people lack basic quantitative literacy skills (38).

A recent study found that 66% of participants (174 of 264) 
were not able to answer a question relating to the odds of get-
ting “heads” from flipping a coin (39). Moreover, clinicians 
are frequently unaware of the extent to which they commu-
nicate with jargon or use concepts that patients do not com-
prehend (40,41). In addition to consent forms and supporting 
brochures, websites, videos, and other materials and decision 
aids (35), patient participation in developing informed con-
sent information can be helpful (42). A teach-to-goal educa-
tional approach, in which patient comprehension is evaluated 
and education continued until the patient exhibits mastery of 
the content, can help people with limited literacy (29).

recommendations
•	 Evaluate	each	patient’s	comprehension	of	the	risks,	bene-

fits, consequences, and alternatives to WLS (category C).
•	 Confirm	comprehension	to	protect	patients	engaged	in	

the informed consent process (category C).

dIscussIon
The demographics of WLS patients are changing; older patients 
and those with greater comorbidity are now undergoing sur-
gery. As a result of these changes, historic estimates of risks 
and benefits extrapolated from earlier studies of WLS may 

not apply to the current WLS population. The disproportion-
ate prevalence of obesity in many racial and minority groups 
requires modifications to how the informed consent process 
is conducted and communicated; low health literacy is more 
prevalent in ethnic and racial minorities, and can be a barrier 
to adequate informed consent (24,25).

Our report is limited because of a lack of high-quality studies, 
particularly long-term, randomized trials on the risks, benefits, 
and consequences of various surgical and nonsurgical weight loss 
treatments. There are also few high-quality long-term observa-
tional studies on WLS outcomes in diverse populations. Future 
research is needed to better identify factors that affect WLS sur-
gery outcomes in the long- and short-term so that patients can 
be cited appropriate and individualized outcomes information.

WLS is a rapidly evolving field. New surgical techniques are 
being developed and evaluated. The current report addresses 
the process of informed consent for routine WLS. We have 
not presented recommendations for experimental procedures. 
These require an informed consent process that adheres to 
federal regulations for the protection of human subjects. We 
did not address informed consent in the pediatric population 
either. Data on the risks, benefits, consequences, and alterna-
tives to WLS differ from those on adult populations, and are 
more limited. Informed consent in the pediatric/adolescent 
arena requires the assent of the patient and informed consent 
of	the	patient’s	parents	(43).	This	subject	is	covered	in	more	
detail	in	the	Pediatric/Adolescent	Task	Group	report	(44).

Our recommendations to ensure patient comprehension of 
informed consent materials are largely based on relevant research 
in other clinical areas. Future studies should examine whether 
these approaches will be effective in the WLS arena, and their 
potential impact on patient satisfaction and WLS outcomes.

WLS is a high-risk procedure in a demographically diverse 
and clinically complex population. Rather than serve as a 
mere legal hurdle, informed consent should provide patients 
with easily understood and complete information needed to 
authorize the proposed surgery (2). Future research should 
focus on important gaps in knowledge on the outcomes and 
consequences of WLS, and different approaches to facilitate 
patient understanding of, and decision making about, WLS.

suPPleMentarY MaterIal
To review task group appendices, go to www.mass.gov/dph and search 
“Weight Loss Surgery.”
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evaluative approach in creating the next generation of
compensation systems that reward genuine quality.

KEY WORDS: ethics; health policy; pay-for-performance; quality

improvement; physician reimbursement.

J Gen Intern Med 24(7):854–9

DOI: 10.1007/s11606-009-0947-3

© Society of General Internal Medicine 2009

P ay-for-performance systems seek to improve health-care
quality by providing bonus dollars to physicians, practice

groups, or hospitals whose patients achieve certain health

goals.1 These arrangements are proliferating, yet their impact
on key stakeholders remains uncertain.2–7 The Society of
General Internal Medicine (SGIM), through its Ethics Commit-
tee, systematically evaluated ethical issues raised by perfor-
mance-based physician compensation. Investigations included
literature review, in-depth interviews with key informants,
focus groups among SGIM members, open forums at national
SGIM meetings, and discussions among SGIM committees and
leadership. A comprehensive report of the Ethics Committee’s
findings and recommendations is available at http://www.
sgim.org/index.cfm?pageId=806.8

This position paper begins by examining the fundamental
principles of pay-for-performance and setting forth our organi-
zation’s definition of health-care quality. Based on this explora-
tion, we present our conclusions regarding the manner of
implementation of pay-for-performance and its potential effects
on key stakeholders. We propose four major strategies for
moving toward more ethical and effective performance-based
physician compensation, emphasizing the need to implement
immediate safeguards to protect vulnerable populations.

FUNDAMENTAL PRINCIPLES
OF PAY-FOR-PERFORMANCE; UNDERSTANDING

HEALTH-CARE QUALITY

The fundamental principles of pay-for-performance include
rewarding quality health care and aligning physicians’ finan-
cial incentives with the best interests of patients.9 Although
this inherent appeal to physician self-interest might be in
tension with professional ideals of altruism and benefi-
cence,10–13 the principles that inform pay-for-performance
are not inherently unethical. It seems just, for example, to
financially reward physicians who demonstrate outstanding
levels of patient-centered and evidence-based care.

Nevertheless, systems intending to improve medical care
must be guided by evidence and a precise definition of health-
care quality to ensure that they are effective, valid, and fair. We
define health-care quality in a manner that prioritizes patient-
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centered care14 while recognizing the importance of popula-
tion-level health improvement:15

Health-care quality is the degree to which physicians
and health-care institutions fulfill their care obligations
to individual patients and the degree to which patients,
physicians, and health-care institutions enable these
obligations to be fulfilled justly across the population.16

This understanding of health-care quality informs our
criticisms of current pay-for-performance arrangements and
provides a roadmap to high quality care and ethical perfor-
mance-based physician compensation.

Potential Ethical Problems in the Implementation
of Pay-for-Performance

In light of these principles, we see the following potential
ethical problems in the implementation of pay-for-performance
systems.

1. Lack of proven safety and benefit for patients: Studies of
performance-based physician compensation have gener-
ally shown scant evidence of quality improvement.2–7

Implementation without proof of safety and effectiveness is
ethically problematic. It is unclear, for instance, why a new
drug to beusedby several dozen individuals requires proof of
safety and efficacy, while policy changes affectingmillions do
not. From an ethical perspective, pay-for-performance is a
potentially risky experiment in health-care delivery.17 Fur-
ther, current pay-for-performance systems generally lack
key safeguards against readily anticipated adverse effects 1

(discussed below), and we are concerned that negative
outcomes may already be unfolding.

2. Inadequate definitions of quality: Although commentators
have proposed many definitions of health-care quality,18–27

none are universally accepted, and they provide little
guidance regarding accountability or how quality can be val-
idly measured. Furthermore, current pay-for-performance
arrangements are guided by a highly incomplete under-
standing of quality that does not resemble any published or
well-reasoned definition. This understanding typically
equates quality with the achievement of non-individualized,
pre-determined health goals for broad populations and fails
to consider contributions from stakeholders other than
physician entities1 (such as health plans) that also have
partial responsibility for ensuring quality. This approach has
severely limited our ability to capture the myriad of
elements comprising quality care, let alone the most
complex but essential feature of a praxis like medicine—
the exercise of correct judgment—which is only readily
assessed by peers.28

3. Inadequate measures of quality: Because they are based
on inadequate definitions, existing pay-for-performance
measures lack validity and comprehensiveness in asses-
sing health-care quality. Measures typically cover only
isolated and readily quantifiable aspects of physician
clinical performance and fail to assess crucial realms such
as judgment, compassion, and communication skills.

Quantifying health-care quality is notoriously difficult, and
basing payment incentives upon inadequate measures and

definitions of quality will make consequences difficult to
control. Unfortunately, this approach is often used to make
judgments about individual practitioners when variability in
case mix and patient preferences precludes making valid
judgments. For example, in a patient with difficult-to-control
diabetes, a decline in hemoglobin A1C from 10.0 to 8.0 might
be a remarkable achievement and more validly represent high
quality care than a decline from 7.3 to 6.9 in another patient.

4. Misallocating the locus of accountability for quality improve-
ment: Many pay-for-performance measures hold physi-
cians accountable for aspects of quality beyond their
control, such as health-care delivery problems, lack of
incentives for coordinated care, and even social determi-
nants of health. Some may hold physicians accountable
for the care of patients with whom they have not had a
continuous relationship.

5. Potential for adverse effects on patients and vulnerable
populations: Performance targets used today may have
detrimental effects on quality. For example, it may seem
reasonable to require that diabetic patients achieve
hemoglobin A1C levels below 7.0. In patients with
previous hypoglycemic episodes, however, this target
might be life-threatening.

Or, consider a patient with a hemoglobin A1C of 7.5 who
frequently skips preventive visits but happens to present with
back pain. If bonuses are provided for reducing glucose levels,
a physician might prefer to discuss diabetes control rather
than ruling out life-threatening causes of back pain. Such
“treating the measure” might worsen outcomes.

Pre-determined population-centered measures might also
induce physicians to avoid patients who are less likely to meet
targets. Such patients are often society’s most vulnerable
members—those with multiple chronic conditions, the poor,
the educationally disadvantaged, those with limited English
proficiency, and members of racial minority groups.

Because physicians serving disadvantaged patients might
receive lower compensation, less well-off practices would be left
with fewer resources to improve care. This could create a vicious
cycle of worsening quality for the most vulnerable patients.

Poorly designed pay-for-performance systems could there-
fore limit access to care for vulnerable populations, worsen
health-care quality, and erode patient trust.29–38

6. Potential for adverse effects on physicians: In systems using
a limited set of population-level measures, physician profes-
sionalism and morale could decline. Some clinicians might
“treat the measure” or select the “best” patients to enhance
income. Others might provide optimal care despite reduced
income, but grow frustrated. Pay-for-performance is also
likely to increase the complexity of the reimbursement
system, and metrics might be used against physicians for
legal, credentialing, or recertification purposes. Such
changes would decrease physician job satisfaction, with
detrimental effects on patient care and the attractiveness of
medicine (especially primary care) as a profession.

7. Potential for adverse effects on society: The potential
detrimental effects above would have broader implications
for society. A decreasing supply of primary care physicians
would exacerbate problems in access and quality. Truly
valid and comprehensive measurements might require
overly burdensome or expensive systems, and could make
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the marginal value of performance-based compensation
negligible. Deteriorating value could also result if physi-
cians drive up expenses by ordering unnecessary tests or
referrals to specialists.36

Ultimately, insurers could face a backlash by patients and
physicians against an effort that might be viewed cynically as
another cost-containment attempt, offered disingenuously as
quality improvement.

8. Lack of structured monitoring for adverse outcomes: A
substantial literature advocates structured oversight of
any risky intervention not meant to directly benefit
individuals.39–53 Although pay-for-performance is
intended to improve patient care, some would argue that
it is primarily a population-centered cost control measure
with unclear effectiveness and a substantial risk-benefit
ratio for certain populations.33 We believe the risks from
pay-for-performance outlined above are serious enough
and have a high enough probability of occurring to
engender an ethical obligation for structured monitoring
of key outcomes (discussed below).

POLICY RECOMMENDATIONS

SGIM supports evidence-based, ethical, and comprehensive
efforts to improve health-care quality and physician compensa-
tion. While carefully designed pay-for-performance systems
could be a component of such an approach, current iterations
fail to reach acceptable ethical standards for the reasons above.
We therefore advocate the following four major strategies to
achieve high quality health care and ethical performance-based
physician compensation (Tables 1, 2, 3).

Current Pay-for-Performance Systems
should Rapidly Adopt Safeguards to Protect
Vulnerable Populations

Until researchers develop valid and comprehensive quality
measures, pay-for-performance systems must prioritize the
protection of vulnerable populations and minimize readily an-
ticipated adverse consequences (Table 3). Pay-for-performance
leaders should institute the following safeguards to achieve
these aims:

1. Balance current population-level measurements with the
best available measures of quality from the patient per-

spective. The non-patient-centered nature of current pay-
for-performance systems could be partially remedied by
appropriate measures. For example, the Consumer Assess-
ment of Healthcare Providers54 places a strong emphasis on
measuring how well health-care providers communicate
with patients. A growing body of research55,56 could inform
the development of valid measures in the outpatient setting.

2. Reduce or stabilize the percentage of physicians’ salaries at

stake. Policy makers should limit bonus amounts to
reduce temptations to “game” the system, especially in
arrangements that do not adjust for case mix. Current
levels of approximately 5% of physicians’ salaries seem
reasonable in systems that adjust for case mix, while lower
levels would be appropriate for those that do not.

3. Provide adequate off-setting compensation to physicians

serving vulnerable patients. For example, the 2006 Mas-
sachusetts health-care reform legislation included provi-
sions to base Medicaid hospital rate increases on quality
improvement, including the reduction of health-care dis-

Table 1. Potential Ethical Problems in the Implementation of Pay-
for-Performance

I. Lack of proven safety and benefit for patients
II. Inadequate definitions of quality
III. Inadequate measures of quality
IV. Misallocating the locus of accountability for quality improvement
V. Potential for adverse effects on patients and vulnerable populations
VI. Potential for adverse effects on physicians
VII. Potential for adverse effects on society
VIII. Lack of structured monitoring for adverse outcomes

Table 2. Major Strategies to Achieve High Quality Health Care and
Ethical Performance-Based Physician Compensation

I. Current pay-for-performance systems should rapidly adopt
safeguards to protect vulnerable populations (see Table 3)

II. Key stakeholders should develop consensus regarding their
responsibilities in improving health-care quality

III. Researchers and policy makers should develop valid and
comprehensive quality measures for use in the next generation of
compensation systems that reward genuine quality

IV. Researchers and policy makers should use a cautious evaluative
approach to long-term development of compensation systems that
reward quality

Table 3. Recommended Safeguards to Protect Vulnerable
Populations and Prevent Unintended Consequences Within Current

Pay-for-Performance Systems

1. Balance current population-level measurements with the best
available measures of quality from the patient perspective

2. Reduce or stabilize the percentage of physicians’ salaries at stake
(except as in point 3 below)

3. Provide adequate off-setting compensation for physicians serving
vulnerable patients

4. Population-level measures should:
a. Be evidence-based and clearly linked to valued patient outcomes
b. Assess domains clearly within the influence of the physician or
physician group, especially for complex patients

c. Assess quality at the level of large physician practices rather than
individual physicians

d. Assess improvement toward goals in addition to achievement of
cut-points

5. If systems utilize population-level outcomes measures, they should:
a. Explicitly assess patient complexity and vulnerability
b. Carefully adjust for case-mix based on relevant patient factors
c. Carefully adjust for the manner in which responsibility for patient
outcomes is shared between physicians, patients, health plans, and
other health-care institutions

6. Initiate monitoring before and after implementing the above changes.
Monitoring should assess:
a. Patient satisfaction, access, continuity, and coordination of care;
effects on vulnerable patients as a particularly important focus

b. Physician satisfaction and professionalism, administrative burden,
effects on the patient-physician relationship

c. Effects on disparities between physician practices serving vulnerable
and non-vulnerable populations

d. Payer satisfaction and value for health-care expenditures
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parities.57 If such provisions are designed meticulously
and fairly,58 financial incentives could encourage and
reward physicians for serving patients with low levels of
expendable income, complex medical conditions, non-
adherence to recommended treatments, or limited health
literacy.

4. Recommendations regarding population-level measures.
Pre-determined population-level measures of quality must
be instituted carefully because they are inherently non-
patient-centered. Because such measures are pervasive in
modern pay-for-performance systems, we recommend
several strategies to maximize the protection of vulnerable
patients:

4.a. Utilize population-level measures that are evidence-
based and clearly linked to valued patient outcomes.
For example, pneumonia and influenza immuniza-
tions have been proven to prevent potentially debil-
itating illnesses while having minimal adverse
effects. Other commonly utilized measures may fail
to reach these standards; hemoglobin A1C targets
are based on evidence from randomized control
trials, but the applicability to individual patients on
real-life physician panels is often unclear.35,59

4.b. Population-level measures should assess domains
clearly within the influence of the physician or
physician group, especially for complex patients.
Basic process measures, such as vaccination rates
and the frequency of diabetic eye exams, are imper-
fect measures of quality, but are more within the
influence of physicians and practice groups than
outcomes measures. Process measures seem less
likely than outcomes measures to cause avoidance
of vulnerable patients and physician frustration.

4.c. Measures should assess quality at the level of large
physician practices rather than individual physicians.
Experts skilled in statistical analysis should deter-
mine minimum patient population sizes for each
measure to provide optimal data and avoid statisti-
cal error. Only practice groups with sufficient num-
bers of patients should initially be measured.

4.d. Measures should assess improvement toward goals
in addition to achievement of cut-points. This could
apply to both process and outcomes measures. For
example, physician groups could be rewarded both
for achieving vaccination rates at a pre-determined
level as well as for annual improvements toward the
target.

5. Recommendations regarding population-level outcomes
measures. Population-level outcomes measures are meth-
odologically complex, and the validity of current measures
is uncertain. This will likely preclude their use in an
ethically defensible manner in the short-term unless
provisions that maximize validity are closely followed,
including:

5.a. Explicitly assess patient complexity and vulnerability.
This would require integrating patient survey data
and medical record data regarding sociodemographic
characteristics and medical comorbidities.

5.b. Carefully adjust for case-mix based on relevant patient
factors. For example, it would be inappropriate to
reduce systolic bloodpressure levelsbelow140mmHg
in an 85-year-old diabetic patient with multiple co-
morbidities taking three antihypertensive medica-
tions. Proper case-mix adjustment might allow this
patient’s physician to prioritize other care, while a
lack of adjustment could induce either dangerous
efforts to lower blood pressure or substantial
physician frustration.

5.c. Carefully adjust for the manner in which responsibil-
ity for patient outcomes is shared between physi-
cians, patients, health plans, and other health-care
institutions. For example, consider two physicians
who must eventually prescribe three hypoglycemic
medications to similar diabetic patients whose
initial hemoglobin A1C levels were 9.5. The first
patient has generous health insurance, enabling
him to purchase all three medications and lower his
hemoglobin A1C to 6.5. The second patient must
pay the full cost of medications, and she can only
afford two. She only lowers her hemoglobin A1C to
7.5. A proper system would adjust for health
insurance status.

6. Pay-for-performance leaders should initiate monitoring
before and after implementing the above changes. Moni-
toring should assess important patient outcomes not often
included in pay-for performance studies, such as satisfac-
tion, access, continuity, and coordination of care. Effects
on vulnerable patients should be a particularly important
focus. Studies should also assess physician satisfaction
and professionalism, administrative burden, effects on
the patient-physician relationship, and the impact on
disparities between physician practices serving more
vulnerable and less vulnerable populations. Monitoring
should examine payer satisfaction and value for health-
care expenditures.

Key Stakeholders should Develop Consensus
Regarding their Responsibilities in Improving
Health Care Quality

A crucial first step in achieving ethically defensible health-care
quality improvement will be for key stakeholders to develop
consensus regarding their shared and unique obligations to
individual patients and patient populations. For example, to
improve blood glucose control among diabetic patients, physi-
cians must recommend evidence-based, patient-centered
management strategies, practice groups must provide access
to testing facilities, health insurers must facilitate receipt of
affordable medications and testing, and patients must adhere
to therapeutic plans.

Bringing health insurers, patients, employers, and physi-
cians to the table would highlight opportunities to improve
coordination and continuity of care; new paradigms for quality
improvement that integrate assessment at the individual
physician level and institution level could emerge.
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Researchers and Policy Makers should Develop
Valid and Comprehensive Quality Measures
for Use in the Next Generation of Compensation
Systems that Reward Genuine Quality

A long-term strategy for quality improvement will be guided by
a framework of accountability in which physicians, practice
groups, health plans, and public payers are measured based
on how well they fulfill well-defined obligations to individual
patients and populations.

For example, measures of physician quality should assess
multiple domains, such as accessibility, adherence to evi-
dence-based but patient-centered care, and communication
skills. Appropriate measures would account for individualized
patient-physician goals, be based on the best available evi-
dence, and minimize administrative burden and expense.

Measures of health-care institution quality (e.g., physician
groups, hospitals, and public and private payers) should
assess domains such as how well these groups foster team-
work, facilitate achievement of patient goals, strengthen the
doctor-patient relationship, and improve access, coordination,
and continuity of care for individual patients.

Equally important will be development of valid population-
level health-care quality measures. In addition to measuring
how well physicians and health-care institutions fulfill obliga-
tions to individual patients, comprehensive quality measures
would assess the degree to which patients, physicians, and
health-care institutions maximize health-care resources avail-
able to the population, distribute them fairly,60 and fulfill their
obligations justly.

Measures should be developed under strict principles of
transparency. For example, all persons involved in creating
new measures should, at minimum, be required to state
potential conflicts of interest.

Researchers and Policy Makers Should Use
a Cautious Evaluative Approach to Long-Term
Development of Compensation Systems
that Reward Quality

After developing evidence-based measures of physician, health-
care institution, and population-level quality, policy makers
should implement carefully planned, small-scale pilot programs
that reward physician and health-care institution quality.
Benefits and adverse effects should bemonitored. Those entities
implementing innovations in payment and quality improvement
should take the lead in funding these studies.

Even with results from well-designed studies, judgments
about the ethics of pay-for-performance will remain challeng-
ing. One approach might be to give preferential consideration
to outcomes among vulnerable patients.

We base our suggestion to begin with pilot programs upon
an ethical principle of precaution. However, efforts should be
scaled up if benefits prove sufficient, health disparities are
reduced and adverse outcomes are minimized.

THE ROLE OF SGIM

In order to aid in the above processes, SGIM is committed to
having general internists participate in articulating the qual-

ity-related obligations that physicians and health-care institu-
tions have to patients and the population. SGIM encourages its
members to take the following actions: (1) help develop
measures of physician, health-care institution, and popula-
tion-level health-care quality, (2) evaluate pay-for-performance
measures and programs, and (3) participate in the ongoing
monitoring of effects of pay-for-performance on vulnerable
populations and physicians. SGIM will continue to develop
collaborative alliances with other key national organizations to
ensure fair, valid, and comprehensive measures and to
promote ethical compensation reform.

CONCLUSIONS

Performance-based physician compensation, if carefully guided
by a comprehensive understanding of health-care quality and
evidence-based evaluations, might improve patient care, narrow
health disparities, and promote fair physician compensation
while increasing health-care value. If research and monitoring
determine that improved payment systems can benefit patients,
physicians, and payers while minimizing risks, they could be
ethical arrangements. However, until such data are available,
widespread expansion of untested pay-for-performance systems
poses substantive ethical issues associated with potential harm
to patients, clinicians, and organizations.
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The Health and Health Care of US Prisoners: Results of a
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The prison population of the United States has
quadrupled in the past 25 years, and the
country now incarcerates more people per
capita than any other nation. Worldwide, im-
prisonment per 100000 ranges from 30 in
India to 75 in Norway, 119 in China, 148 in the
United Kingdom, 628 in Russia, and 750 in the
United States.1

Currently, nearly 2.3 million US inmates
(about 1% of US adults) must rely on their
jailers for health care.2 Although prisoners
have a constitutional right to health care
through the Eighth Amendment’s prohibition of
‘‘cruel and unusual’’ punishment,3 periodic
scandals, as well as previous studies, indicate
that prisoners’ access to health care and the
quality of that care are often deficient.4,5 Indeed,
citing deplorable conditions in California’s
prison system, a federal judge recently removed
prison health care from the state’s control.6

However, there is little nationally representative
data on the health and health care of America’s
prisoners.

Inmates have high rates of chronic medical
conditions, especially viral infections. In addi-
tion, substance abuse and mental illness are
common among inmates.7,8 We are not aware
of any study analyzing the prevalence of com-
mon chronic conditions or of access to medical
and psychiatric care among the incarcerated
population as a whole. Therefore, we sought to
determine the prevalence of select chronic dis-
eases, access to health services, and pre- and
postincarceration psychiatric treatment among
the US inmate population.

METHODS

We analyzed data from the 2004 Survey
of Inmates in State and Federal Correctional
Facilities (SISFCF) and the 2002 Survey of
Inmates in Local Jails (SILJ). The US Census
Bureau conducted these surveys for the Bu-
reau of Justice Statistics. Participation in the

surveys was voluntary, and prisoners’ answers
were anonymous and confidential.

Data Sources

The 2004 SISFCF consisted of in-person
surveys of state and federal prisoners designed
to provide nationally representative data on
prison inmates. Between October 2003 and
May 2004, inmates provided demographic,
criminal justice, and health information to in-
terviewers. The 2002 SILJ employed a virtu-
ally identical methodology and questionnaire.

The surveys employed a 2-stage sample de-
sign, selectingprisons in thefirst stageand inmates
in the second stage. The Census Bureau prese-
lected the 21 largest state prisons for inclusion in
the survey. Remaining state prisons were strati-
fied by census region; those with larger inmate
populationswere more likely to be included in the
survey. Of1585 state prisons, 301were selected
for participation in the SISFCF, of which 287
participated. Two prisons refused to participate,
and 12 were deemed ‘‘out of scope’’: 2 were jails,

1was under federal jurisdiction,4 had closed, and
5 no longer housed inmates of the gender for
which the facility was originally chosen. Of16152
randomly selected inmates, 14499 completed
interviews. The total response rate was 89.1%.

Three federal prisons were preselected.
The remaining federal prisons were stratified
by security level; those with larger inmate
populations were more likely to be included in
the survey. Of 148 eligible federal prisons, 40
were selected and 39 participated in the survey
(1 prison refused to participate). A computer
that was supplied with a list of all inmates
selected inmates from within a facility using a
random start point and a predetermined skip
interval. Of 4253 randomly selected federal
inmates, 3686 completed interviews. The total
response rate was 84.6%.9

The Census Bureau conducted the SILJ from
January to April 2002 using a similar 2-stage
sample design. Researchers conducting the SILJ
preselected 234 jails for inclusion to ensure
that facilities with large numbers of men,

Objectives. We analyzed the prevalence of chronic illnesses, including mental

illness, and access to health care among US inmates.

Methods. We used the 2002 Survey of Inmates in Local Jails and the 2004

Survey of Inmates in State and Federal Correctional Facilities to analyze disease

prevalence and clinical measures of access to health care for inmates.

Results. Among inmates in federal prisons, state prisons, and local jails, 38.5%

(SE=2.2%), 42.8% (SE=1.1%), and 38.7% (SE=0.7%), respectively, suffered a

chronic medical condition. Among inmates with a mental condition ever treated
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medication at the time of arrest, whereas 69.1% (SE=4.8%), 68.6% (SE=1.9%),

and 45.5% (SE=1.6%) were on a psychiatric medication after admission.
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correctional health care and in community mental health services that might
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women, or juveniles had a higher probability of
selection than would jails with smaller numbers
of these individual groups. The remaining fa-
cilities were stratified by inmate population,
and facilities housing larger inmate populations
were more likely to be included in the survey.
Of 3365 jails, 465, including those that were
preselected, were systematically selected, and
417 participated in the survey; 39 refused to
participate, and 9 had closed or housed no
inmates. From within each institution, inter-
viewers selected inmates using a predeter-
mined random start and sample selection rate.
Of 7750 randomly selected jail inmates, 6982
completed interviews. The total response rate
was 84.1%.10 For all 3 surveys, the Census
Bureau provided weights that adjusted for non-
response and sample design in order to yield
national estimates.

For both the SISFCF and the SILJ, inmates
answered questions about symptoms or medi-
cal diagnoses received prior to incarceration,
including diabetes mellitus, hypertension, HIV/
AIDS, paralysis, prior or current malignancy
(breast, cervical, colon, leukemia, lung, ovarian,
prostate, testicular, uterine, or other [‘‘other’’
was not included in the local jail survey]),
stroke or brain injury, angina, arrhythmia, ar-
teriosclerosis, prior myocardial infarction, or
other heart problem (coronary, congenital,
rheumatic). Inmates also reported on persistent
problems with kidneys, asthma, cirrhosis, hep-
atitis, arthritis, or sexually transmitted diseases.
Surveyors did not use health records to con-
firm diagnoses.

Inmates were queried about serious injuries
they had sustained since being incarcerated
that were caused by an accident or a physical
or sexual assault. We defined ‘‘serious injuries’’
as those resulting from knife or gunshot
wounds and those causing broken bones, in-
ternal injuries, or loss of consciousness.

Inmates also answered questions about their
health care since incarceration. Such care in-
cluded tuberculosis skin test and treatment of a
positive test, receipt of prescription medications
before and after admission, blood tests (other-
wise unspecified), and visits to a doctor, nurse,
or other health care worker for a persistent
health problem.

The SISFCF and SILJ assessed self-reported
mental illnesses, including any prior diagnosis
of depressive disorder, bipolar disorder,

schizophrenia, posttraumatic stress disorder
(PTSD), anxiety or panic disorder, personality
disorder, or other mental condition. Inmates
answered questions about medications for
psychiatric illness at any point in the past, in the
year prior to admission, at the time of arrest,
and since incarceration. Inmates also reported
mental health counseling at any time in the
past, in the year prior to admission, at the time
of arrest, or following admission.

We determined the self-reported prevalence
of common chronic conditions that routinely
require ongoing medical treatment, including
diabetes mellitus, hypertension, prior myocar-
dial infarction, persistent kidney problems,
persistent asthma, cirrhosis, and HIV/AIDS.

In addition, we created another category
defining inmates as having ‘‘any chronic con-
dition’’ if they reported any condition likely
requiring follow-up medical attention, even if
not identified as causing a persistent problem
by the inmate. In this category, we included a
prior diagnosis of 1 or more of the following:
diabetes mellitus, hypertension, HIV/AIDS,
paralysis, prior malignancy (excluding skin
cancers), prior stroke or brain injury, angina,
arrhythmia, arteriosclerosis, myocardial infarc-
tion, other heart problems (coronary, congen-
ital, rheumatic), persistent kidney problems,
current problems with asthma, and persistent
problems with cirrhosis, persistent hepatitis,
and arthritis. The SISFCF included a question
about ‘‘other’’ types of cancer, a question not
included in the SILJ. ‘‘Other cancer’’ adds only
9160 and 704 individuals to state and federal
‘‘chronic’’ indicators, respectively. We did not
include pregnancy or sexually transmitted dis-
eases other than HIV/AIDS in our definition of
‘‘any chronic condition.’’

We compared the crude and age-adjusted
prevalence of selected chronic conditions
among inmates with the prevalence of such
conditions among a nationally representative
sample of the noninstitutionalized US popula-
tion from the 2003–2004 National Health and
Nutrition Examination Survey (NHANES).11

The 2003–2004 NHANES included questions
regarding a prior diagnosis of diabetes mellitus,
hypertension, myocardial infarction, and persis-
tent asthma that were nearly identical to those
of the inmate surveys, and staff for the 2003–
2004 NHANES tested participants aged18 to 49
years for HIV. We included comparisons of

both crude and age-adjusted prevalences of these
chronic conditions among inmates and the
nonincarcerated population.

Because most standard access to care mea-
sures, such as having a usual source of care or
avoiding needed care because of costs, are
meaningless in incarceration settings, we de-
veloped 5 clinically based access to care mea-
sures:

1. Access to medical examinations. To assess this
measure, we created a marker for inmates
with a persistent medical problem routinely
requiring medical assessment. For this indi-
cator, we first combined inmates reporting
pregnancy at the time of admission with
those reporting a persistent problem with
diabetes mellitus, the heart or kidneys, hy-
pertension, cancer, stroke or brain injury,
paralysis, cirrhosis, arthritis, asthma, hepati-
tis, or a sexually transmitted disease. (Un-
fortunately, the surveys did not specifically
assess access to care for inmates with HIV.)
We then determined whether medical per-
sonnel had examined inmates for their per-
sistent conditions at any time since incar-
ceration.

2. Access to pharmacotherapy. To assess this
measure, we first determined the number of
inmates who had a condition routinely
treated with pharmacotherapy (hyperten-
sion, diabetes mellitus, stroke or brain in-
jury, persistent arthritis, asthma, cirrhosis, or
HIV/AIDS) and had been taking a prescrip-
tion medication at the time of admission. We
then determined whether these prisoners
continued taking that medication following
incarceration. Surveyors did not collect
medication names or query inmates about
new medications begun during incarceration.

3. Access to prescription medication. To further
assess access to prescription medication, we
determined the number of inmates who had
received any prescription drug for any in-
dication prior to incarceration. We then
determined the proportion of such inmates
who did not receive that medication fol-
lowing incarceration.

4. Access to laboratory tests. To assess this
measure, we defined prisoners as needing
routine laboratory monitoring if they had
1 of the following conditions: diabetes
mellitus, persistent hypertension, kidney
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problems, cirrhosis, prior myocardial in-
farction, or HIV/AIDS. We then determined
whether these prisoners had undergone
at least 1 blood test of any kind since
incarceration.

5. Adequacy of acute care. To assess this mea-
sure, we analyzed data from inmates with a
serious injury (knife or gunshot wounds,
broken bones, internal injuries, being
knocked unconscious, or sexual assault). We
then determined whether these prisoners
received any medical examination for their
injuries.

Finally, we focused on receipt of mental
health care. For inmates reporting any prior
diagnosis of a mental condition, we determined
the proportion ever receiving a medication for
that condition. Next, we determined the pro-
portion of this population taking medication at
the time of arrest and since incarceration. We
also determined the proportion of inmates with
any history of a mental condition who had ever
received counseling, who had received coun-
seling in the year prior to admission, and who
had received counseling since incarceration.
Finally, we repeated all mental health analyses
using only those inmates with a prior diagnosis
of bipolar disorder or schizophrenia.

Statistical Analysis

We used SAS version 9.1 (SAS Institute Inc,
Cary, NC) to analyze bivariate relationships.
We used SUDAAN version 9.0.3 (Research
Triangle Institute, Research Triangle Park, NC)
to estimate variance via restricted-access SILJ
design variables. For the SISFCF, we calculated
variance using the generalized variance esti-
mates available with the survey documenta-
tion. We applied sample weights supplied by
the Bureau of Justice Statistics to account for
nonresponse and survey design and to yield
national estimates. We performed direct age
standardization via published techniques.12

RESULTS

Based on our analysis, US federal prisons
held 129196 inmates and state prisons
1225680 in 2004. In 2002, local jails held
631241 inmates. The overwhelming majority
of inmates were male, were younger than 35
years, and were disproportionately Black or

Hispanic. About 200000 (10%) were military
veterans. The majority were parents of minor
children at the time of incarceration or at the
time of the survey.

Nonresponse to individual items was un-
common. Among federal inmates, 2.1% were
missing data on prescription medications at
admission and 2.8% on prior diagnosis of
PTSD; 6.0% were missing data for HIV testing
and 15.8% for duration of incarceration. No
data were provided for sexual assault or gun-
shot wounds in federal prisons. Among state
inmates, 1.2% were missing data on prescrip-
tion medications at admission and 1.7% on
prior diagnosis of PTSD; 4.0% were missing
data regarding HIV testing and 6.3% for du-
ration of incarceration. Among jail inmates,
0.5% were missing data on the duration of
incarceration and 2.2% on prior diagnosis of
PTSD; 5.2% were missing data on HIV testing.

Chronic Medical Problems

Chronic conditions were common among
inmates; 49702 federal inmates (38.5%
[SE=2.2%]), 524116 state inmates (42.8%
[SE=1.1%]), and 244336 local jail inmates
(38.7% [SE=0.7%]) had at least 1 chronic
medical condition (Table 1).

Inmates had rates of diabetes, hypertension,
prior myocardial infarction, and persistent
asthma comparable to those of the US nonin-
stitutionalized, nonelderly population. How-
ever, following age standardization to the 2000
US census, the prevalence of these conditions
appeared to be higher for inmates than for the
general population, except for prior myocardial
infarction among jail inmates (Table 2; see also
the appendix to Table 1, available as a supple-
ment to the online version of this article at
http://www.ajph.org). More than 20000 in-
mates reported testing positive for HIV,

TABLE 1—Demographic and Health Characteristics of Inmates in US Federal and State

Prisons and in Jails: SISFCF, 2004, and SIL J, 2002

Federal Inmates State Inmates Jail Inmates

No. % (SE) No. % (SE) No. % (SE)

Total 129 196 100 1 225 680 100 631 241 100

Men 120 150 93.0 (0.6) 1 142 989 93.3 (0.4) 558 182 88.4 (0.3)

Age, y

13–35 64 692 50.1 (2.0) 654 505 53.4 (1.0) 408 321 64.7 (0.7)

36–50 50 180 38.8 (2.2) 465 874 38.0 (1.1) 196 420 31.1 (0.7)

> 50 14 324 11.1 (2.7) 105 302 8.6 (1.4) 26 500 4.2 (0.3)

Parent of minor childa 87 618 67.8 (1.6) 706 942 57.7 (0.9) 355 963 56.4 (0.7)

Race

Non-Hispanic White 33 599 26.0 (2.4) 431 449 35.2 (1.2) 226 209 35.8 (1.1)

Non-Hispanic Black 55 947 43.3 (2.1) 496 745 40.5 (1.1) 252 116 39.9 (1.2)

Hispanic 32 414 25.1 (2.1) 222 451 18.2 (1.3) 116 316 18.4 (0.9)

Other 7 235 5.5 (2.8) 75 036 6.1 (1.4) 36 600 5.8 (0.4)

Military veteran 12 562 9.7 (2.7) 127 509 10.4 (1.4) 58 761 9.3 (0.5)

Any mental health conditionb 19 117 14.8 (2.6) 312 768 25.5 (1.3) 157 634 25.0 (0.7)

Any chronic medical conditionc 49 702 38.5 (2.2) 524 116 42.8 (1.1) 244 336 38.7 (0.7)

Note. SISFCF = Survey of Inmates in State and Federal Correctional Facilities; SIL J = Survey of Inmates in Local Jails. Median
duration of incarceration in months (interquartile range) was as follows: for federal inmates, 29 (12–61); for state inmates,
27 (9–67); for jail inmates, 2 (0–4).
aDefined as being a parent at time of survey or during incarceration.
bDefined as having a prior diagnosis of depressive disorder, bipolar disorder, schizophrenia, posttraumatic stress disorder,
anxiety disorder, panic disorder, personality disorder, or other mental health condition.
cA chronic condition was defined as affirmative response when asked about the following: HIV/AIDS; prior malignancy
(excluding skin cancers) including breast, cervical, colon, leukemia, lung, ovarian, prostate, testicular, uterine, and other
(‘‘other’’ not included in the jail group); hypertension; stroke or brain injury; angina; arrhythmia; arteriosclerosis; myocardial
infarction; other heart problem (coronary, congenital, rheumatic); persistent kidney problems; persistent paralysis; current
problems with asthma; cirrhosis; persistent hepatitis; persistent arthritis.
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including 1023 federal inmates (1.0%
[SE=3.1%]), 15115 state inmates (1.6%
[SE=1.6%]), and 4245 local jail inmates (1.2%
[SE=0.2%]); this prevalence was double that
of the noninstitutionalized 2003–2004
NHANES population. These percentages did
not substantially change when only inmates
aged 18–49 years (the age group that under-
went HIV testing in the NHANES sample) were
included.

Access to Medical Services

Among inmates with a persistent medical
problem, 13.9% of federal inmates, 20.1%
of state inmates, and 68.4% of local jail
inmates had received no medical examination
since incarceration. More than 1 in 5 inmates
were taking a prescription medication for
some reason when they entered prison or jail;
of these, 7232 federal inmates (26.3%),
80971 state inmates (28.9%), and 58991
local jail inmates (41.8%) stopped the medi-
cation following incarceration. Prior to incar-
ceration, slightly more than 1 in 7 inmates
were taking a prescription medication for an
active medical problem routinely requiring
medication (as defined in the Methods sec-
tion). Of these, 3314 federal (20.9% [SE=
6.7%]), 43679 state (24.3% [SE=3.3%]),
and 28473 local jail inmates (36.5%

[SE=1.7%]) stopped the medication following
incarceration.

Only a small portion of prison inmates (3.9%
[SE=6.5%] of federal and 6.4% [SE=3.2%] of
state inmates) with an active medical problem
for which laboratory monitoring is routinely
indicated had not undergone at least 1 blood
test since incarceration. However, most local
jail inmates with such a condition (60.1%
[SE=1.8%]) had not undergone a blood test.

Following serious injury, 650 federal in-
mates (7.7%), 12997 state inmates (12.0%),
and 3183 local jail inmates (24.7%) were not
seen by medical personnel (Table 3).

Mental Health

Mental health problems were ubiquitous:
19117 federal inmates (14.8% [SE=2.6%]),
312768 state inmates (25.5% [SE=1.3%]),
and 157634 local jail inmates (25.0%
[SE=0.7%]) had at least 1 previously diag-
nosed mental condition (Table 1); most of them
had taken medications at some point prior to
incarceration. However, a much smaller pro-
portion of inmates with a mental health diag-
nosis were taking psychiatric medication at the
time of their arrest: 25.5% (SE=7.5%) of
federal, 29.6% (SE=2.8%) of state, and
38.5% (SE=1.5%) of local jail inmates. Among
inmates with a previously diagnosed mental

condition who had been treated with a psy-
chiatric medication in the past, 69.1%
(SE=4.8%) of federal, 68.6% (SE=1.9%) of
state, and 45.5% (SE=1.6%) of local jail in-
mates had taken a medication for a mental
condition since incarceration. A similar pattern
was apparent for prearrest and postincarcera-
tion counseling (Table 4).

Among prison inmates with schizophrenia or
bipolar disorder who had ever been treated
with psychiatric medication, the proportion on
treatment was approximately 1 in 3 at the time
of arrest and nearly 2 in 3 during incarceration
(see appendix to Table 2, available as a sup-
plement to the online version of this article at
http://www.ajph.org). Among jail inmates with
schizophrenia or bipolar disorder, the pattern
of low treatment rates at arrest and high
treatment rates following incarceration was
also present, although less pronounced than in
the prison population.

DISCUSSION

Mass incarceration as part of the war on
drugs has created a burgeoning inmate popu-
lation in the United States. Earlier studies of
inmates have been based on extrapolations
from noninstitutionalized Americans, single
institutions, or data from either federal or state
prisons alone or jail systems alone. Our study
adds to the existing literature by analyzing a
large, nationally representative sample of the
entire US inmate population. More than
800000 inmates report having 1 or more
chronic medical condition, and their access to
medical care appears to be poor, particularly in
jails. Our data also demonstrate that prisons are
holding and treating many mentally ill people
who were off treatment at the time of arrest.

Our age-standardized prevalence estimates
for rates of hypertension and diabetes were
higher than estimates from earlier population-
based projection models (18.3% and 4.8%,
respectively).13 Although the rates of asthma in
our study were similar to the rates in the earlier
study (8.5%),13 our figures include only those
with active asthma, whereas the earlier estimates
included any prior diagnosis. Furthermore, the
earlier projections were based on models that
used data from NHANES III that included labo-
ratory testing (diabetes) and physical examina-
tion (hypertension) as part of diagnostic criteria;

TABLE 2—Age-Standardized Prevalence of Select Chronic Conditions Among Adult Federal

and State Prisoners, Jail Inmates, and the Noninstitutionalized US Population: SISFCF,

2004, SIL J, 2002, and NHANES, 2003–2004

Condition

Federal Inmates,

% (SE)

State Inmates,

% (SE)

Jail Inmates,

% (SE)

US Population,a

% (SE)

Diabetes mellitus 11.1 (3.6) 10.1 (2.0) 8.1 (1.7) 6.5 (0.5)

Hypertension 29.5 (2.9) 30.8 (1.5) 27.9 (2.1) 25.6 (1.0)

Prior myocardial infarction 4.5 (4.5) 5.7 (2.8) 2.1 (0.4) 3.0 (0.3)

Persistent kidney problems 6.3 (4.0) 4.5 (1.7) 4.1 (0.8) . . .

Persistent asthma 7.7 (2.8) 9.8 (1.4) 8.6 (1.0) 7.5 (0.6)

Persistent cirrhosis 2.2 (3.9) 1.8 (1.8) 1.8 (0.7) . . .

Persistent hepatitis 4.6 (2.9) 5.7 (1.5) 4.6 (1.4) . . .

HIVb 0.9 (3.2) 1.7 (1.8) 1.6 (0.3) 0.5 (0.1)

Note. SISFCF = Survey of Inmates in State and Federal Correctional Facilities; SIL J = Survey of Inmates in Local Jails;
NHANES = National Health and Nutrition Examination Survey. Prevalence was standardized to the 2000 US population 18
years and older by direct age standardization. Inmates younger than 18 years represented 0% of federal inmates, less than
1% of state inmates, and 4.8% of jail inmates.
aThe 2003–2004 NHANES did not include questions regarding persistent kidney problems, cirrhosis, and hepatitis.
bFor HIV, only populations aged 18–49 years are included to allow comparison with NHANES data, which was derived from
laboratory data.
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including these measurements as part of the
diagnostic criteria among inmates would have
increased our prevalence estimates.13

Improved management of chronic condi-
tions in prisons and jails may have important
implications for community health and in re-
ducing health care disparities, because the vast
majority of inmates are eventually released.
Approximately 12 million inmates are released
annually (William J. Sabol, PhD, chief, Correc-
tions Statistics, Bureau of Justice Statistics, oral
communication, April 2008). This high turno-
ver of a population with elevated rates of
treatable conditions offers a substantial public
health opportunity. Indeed, in response to a
congressional request, the National Commis-
sion on Correctional Health Care issued an
extensive report in 2002 titled The Health
Status of Soon-To-Be-Released Inmates8; al-
though it included recommendations of specific
strategies to improve inmates’ health, no

congressional action has ensued (R. Scott Chavez,
PhD, MPA, vice president, National Commission
on Correctional Health Care, oral communica-
tion, July 2008). Nonetheless, minimizing in-
mates’ physical and mental disability is an
important step in reintegrating them into family
and employment roles.

The prevalence of HIV in prisons is higher
than in the noninstitutionalized population,
although it is declining.14,15 A high incidence of
blood-borne illnesses among inmates has also
been documented.16,17 Limited privacy in prison
may make prisoners reluctant to comply with
treatment of HIV, and sexual coercion and
bartering may facilitate transmission. Similarly,
untreated bleeding injuries (as documented in
our data) pose an obvious transmission risk.
Hence, poorly managed HIV may lead prisons
to function as ‘‘amplifiers’’ of this and other
infectious illnesses and add to the burden of
untreated and advanced disease borne by

inmates, families, and communities following
inmates’ release.

We estimate that nearly 500000 inmates
have a previously diagnosed mental condition.
Moreover, Bureau of Justice Statistics estimates
that include undiagnosed symptoms of mental
health problems (such as hallucinations) sug-
gest that the number of inmates with a psychi-
atric illness may be even higher.18 The rates of
mental illness among inmates are thought to be
higher than among the US population as a whole.
Although we did not directly compare rates of
mental illness among inmates and the general US
population, our estimates were derived directly
from inmates, as opposed to a representative
sampling of unincarcerated Americans.13

Sadly, in the United States, many inmates
do not receive psychiatric treatment at the time
of arrest, even those with schizophrenia or
bipolar disorder. However, the low rate of
treatment of inmates prior to arrest could be
viewed as hopeful news, implying that greater
access to outpatient mental health care might
reduce the staggering toll of crime and incar-
ceration.19

As with indicators for access to medical
care, access to psychiatric care appears to be
worse in jails than in prisons. The jump in
rates of psychiatric treatment during incarcer-
ation may reflect limited access to psychiatric
treatment among those with mental disorders
prior to incarceration, and prisons’ new socie-
tal role as asylums following the mass closures
of inpatient mental health facilities in the
1980s (the largest mental institutions in the
United States are urban jails7); conversely,
psychiatric medications may be overprescribed
in prisons. Furthermore, the use of psychiatric
medication is measured differently than that of
other prescription drugs. The increase in coun-
seling from prearrest to incarceration supports
the notion that a genuine improvement in the
availability of psychiatric care occurs during
incarceration.

Vast improvements in inmate health care are
possible. Salutary reforms could include de-
creasing incarceration rates; making health
care systems in prison nonprofit and autono-
mous from prison authorities; increasing com-
municable disease education, prevention, and
treatment20–22; making condoms available23;
improving care for chronic conditions; providing
targeted cancer screening24; increasing the

TABLE 3—Access to Medical Care for Inmates of Federal Prisons, State Prisons, and Local

Jails: SISFCF, 2004, and SILJ, 2002

Condition

Federal Inmates,

No. or % (SE)

State Inmates,

No. or % (SE)

Jail Inmates,

No. or % (SE)

Persistent medical problema

Inmates with problem 43 059 465 682 214 812

Inmates with problem not examined by medical personnel 13.9 (4.5) 20.1 (2.1) 68.4 (1.1)

Active medical problem requiring prescription medicationb

Inmates on prescription medication at time of incarceration 18 728 181 994 90 283

Inmates not continued on same medication during incarceration 20.9 (6.7) 24.3 (3.3) 36.5 (1.7)

Prescription drug use

Inmates on prescription drugs at time of incarceration 27 522 280 036 141 133

Inmates not continued on medication during incarceration 26.3 (4.9) 28.9 (2.6) 41.8 (1.4)

Active medical problem routinely requiring blood testc

Inmates with problem 23 467 240 960 106 539

Inmates with problem but with no blood tests since admissiond 3.9 (6.5) 6.4 (3.2) 60.1 (1.8)

Serious injurye

Inmates with serious injury, no. 8 431 107 989 12 887

Inmates not examined following serious injury, % (SE) 7.7 (10.6) 12.0 (4.6) 24.7 (3.9)

Note. SISFCF = Survey of Inmates in State and Federal Correctional Facilities; SIL J = Survey of Inmates in Local Jails.
aPersistent medical problems included pregnancy at time of admission, diabetes mellitus, persistent heart or kidney
problems, persistent hypertension, cancer, stroke or brain injury, paralysis, cirrhosis, arthritis, asthma, hepatitis, or a sexually
transmitted disease.
bActive medical problems included hypertension, stroke, diabetes mellitus, heart problem, kidney, arthritis, asthma, hepatitis,
cirrhosis, and HIV/AIDS.
cActive medical problems routinely requiring blood tests included diabetes, persistent kidney problems, HIV, persistent
hypertension, prior myocardial infarction, and cirrhosis.
dDefined as inmates who probably needed blood testing but had not received any since incarceration.
eSerious injuries included knife or gunshot wounds, broken bones, sexual assault, internal injuries, and being knocked
unconscious. Responses to sexual assault were missing for federal inmates in the SISFCF.

RESEARCH AND PRACTICE

670 | Research and Practice | Peer Reviewed | Wilper et al. American Journal of Public Health | April 2009, Vol 99, No. 4



availability of addiction and mental health treat-
ment; providing better supervision to reduce
physical and sexual assault; maintaining Medic-
aid eligibility for inmates8; and improving the
planning of inmates’ discharge and facilitating
their reintegration into the community.25–27

Limitations

Although access to care in local jails appears
to be worse than in federal and state prisons,
this result may simply reflect the shorter du-
ration of incarceration among jail inmates. We
were unable to validate inmates’ responses;
however, the anonymous and confidential na-
ture of the survey should have maximized
inmates’ candor. It is possible that some in-
mates who reported taking prescription medi-
cations that were discontinued at the time of
incarceration had actually been switched to a
therapeutic equivalent but did not recognize it
as such or had a condition that no longer
warranted treatment at admission. Further-
more, among those with chronic conditions, no
assessment of medications begun following
incarceration was possible. Although our mea-
sures of access to care among inmates have not
been validated, we believe that they have

sufficient face validity to support a presumption
that health care in prisons and jails is far from
adequate. Unfortunately, we have no informa-
tion on the quality of pharmacological and
other medical care. Hence, our data refer only
to the most minimal standards of care (i.e.,
any medical evaluation, any testing, or any
treatment).

Conclusions

Providing inmates with health care is polit-
ically unpopular. Indeed, former Surgeon
General Richard H. Carmona stated that the
Bush administration had blocked the release of
the Surgeon General’s Report, Call to Action on
Corrections in Community Health, for fear that
the report would increase government spend-
ing on inmates.28 However, the constitutional,
public health, and human rights imperatives of
improving health care in prisons and jails are
clear. j
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Health Insurance and Mortality in US Adults
Andrew P. Wilper, MD, MPH, Steffie Woolhandler, MD, MPH, Karen E. Lasser, MD, MPH, Danny McCormick, MD, MPH, David H. Bor, MD,
and David U. Himmelstein, MD

The United States stands alone among indus-
trialized nations in not providing health cov-
erage to all of its citizens. Currently, 46 million
Americans lack health coverage.1 Despite re-
peated attempts to expand health insurance,
uninsurance remains commonplace among US
adults.

Health insurance facilitates access to
health care services and helps protect
against the high costs of catastrophic illness.
Relative to the uninsured, insured Ameri-
cans are more likely to obtain recommended
screening and care for chronic conditions2

and are less likely to suffer undiagnosed chronic
conditions3 or to receive substandard medical
care.4

Numerous investigators have found an as-
sociation between uninsurance and death.5–14

The Institute of Medicine (IOM) estimated that
18314 Americans aged between 25 and 64
years die annually because of lack of health
insurance, comparable to deaths because of
diabetes, stroke, or homicide in 2001 among
persons aged 25 to 64 years.4 The IOM estimate
was largely based on a single study by Franks
et al.5 However, these data are now more than
20 years old; both medical therapeutics and
the demography of the uninsured have changed
in the interim.

We analyzed data from the Third National
Health and Nutrition Examination Survey
(NHANES III). NHANES III collected data on
a representative sample of Americans, with
vital status follow-up through 2000. Our ob-
jective was to evaluate the relationship be-
tween uninsurance and death.

METHODS

The National Center for Health Statistics
(NCHS) conducted NHANES III between
1988 and 1994. The survey combined an
interview, physical examination, and labora-
tory testing. NHANES III employed a complex
sampling design to establish national esti-
mates of disease prevalence among the

noninstitutionalized civilian population in the
United States.15 Staff performed interviews in
English and Spanish.

The NHANES III Linked Mortality File
matched NHANES III records to the National
Death Index (NDI). The NCHS’s linkage, which
uses a probabilistic matching strategy through
December 31, 2000, is described elsewhere.16

The NCHS perturbed the file to prevent reiden-
tification of survey participants. Vital status was
not altered in this process. The publicly released
data yield survival analysis results virtually
identical to the restricted-use NHANES III
Linked Mortality File.17

In designing our analysis, we hewed closely
to Franks’5 methodology to facilitate interpreta-
tion of time trends. We analyzed data for in-
dividuals who reported no public source of
health insurance at the time of the NHANES III
interview. First, we excluded those aged older
than 64 years, as virtually all are eligible for
Medicare. Of the 33994 individuals participat-
ing, 14798 were aged between 17 and 64 years
at the time of the interview. In keeping with
earlier analyses,5–7,13 we also excluded noneld-
erly Medicare recipients and persons covered by
Medicaid and the Department of Veterans

Affairs/Civilian Health and Medical Program
of the Uniformed Services military insurance
(n=2023), as a substantial proportion of those
individuals had poor health status as a prerequi-
site for coverage. Of the 12775 participants
not covered by government insurance, we ex-
cluded 663 (5.2%) who lacked information on
health insurance. We excluded 974 of the
remaining 12112 who were covered by private
insurance or uninsured at the time of the in-
terview because of failure to complete the in-
terview and physical examination. Of the
remaining 11138, we included only the 9005
with complete baseline data from both the in-
terview and physical examination in our final
analysis (Figure 1). Among those with complete
insurance data, those with complete interview
and examination data were both less likely to be
uninsured (16.4% vs 21.6%; P<.001) and less
likely to die (3.0% vs 4.5%; P<.001).

NHANES III staff interviewed respondents
in their homes regarding demographics (in-
cluding health insurance). Participants
responded to questions about race, ethnicity,
income, and household size. The sample design
permits estimation for 3 racial/ethnic groups:
non-Hispanic White, non-Hispanic Black, and

Objectives. A 1993 study found a 25% higher risk of death among uninsured

compared with privately insured adults. We analyzed the relationship between

uninsurance and death with more recent data.

Methods. We conducted a survival analysis with data from the Third National

Health and Nutrition Examination Survey. We analyzed participants aged 17 to

64 years to determine whether uninsurance at the time of interview predicted

death.

Results. Among all participants, 3.1% (95% confidence interval [CI]=2.5%,

3.7%) died. The hazard ratio for mortality among the uninsured compared with

the insured, with adjustment for age and gender only, was 1.80 (95% CI=1.44,

2.26). After additional adjustment for race/ethnicity, income, education, self- and

physician-rated health status, body mass index, leisure exercise, smoking, and

regular alcohol use, the uninsured were more likely to die (hazard ratio=1.40;

95% CI=1.06, 1.84) than those with insurance.

Conclusions. Uninsurance is associated with mortality. The strength of that

association appears similar to that from a study that evaluated data from the

mid-1980s, despite changes in medical therapeutics and the demography of the

uninsured since that time. (Am J Public Health. 2009;99:2289–2295. doi:10.2105/

AJPH.2008.157685)
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Mexican American. The NCHS created a vari-
able that combined family income and the
poverty threshold during the year of interview
(the poverty income ratio), allowing income to
be standardized for family size and com-
pared across the 6 years of data collection.18

NHANES III interviewers also collected
data on education, employment, tobacco use,
alcohol use, and leisure exercise. We ana-
lyzed education dichotomously, comparing
those with 12 years or more education to
those with less than 12 years. We considered

respondents to be unemployed if they were
looking for work, laid off, or unemployed. All
others, including the employed, students,
homemakers, and retirees were considered
‘‘not unemployed.’’ We considered smokers
in 3 categories: current smokers, former
smokers (those who had smoked more than
200 cigarettes in their lifetime), and non-
smokers. We labeled those drinking more than
6 alcoholic beverages per week as regular
drinkers. We analyzed exercise in 2 groups:
those achieving greater than or equal to 100

metabolic equivalents (METs) per month, ver-
sus those achieving less than 100 METs per
month.19,20

NHANES III measured participants’ self-
perceived health in 5 categories: excellent, very
good, good, fair, and poor. We combined the
last 2 groups because of small numbers.
NHANES physicians performed physical ex-
aminations on all participants and provided an
impression of overall health status rated as
excellent, very good, good, fair, and poor.21 We
combined the final 2 groups because of small
numbers. We analyzed body mass index (BMI;
weight in kilograms divided by height in meters
squared) in 4 categories: less than 18.5; 18.5 to
25; more than 25 to less than 30; and 30 and
higher.

NHANES III oversampled several groups,
including Black persons, Mexican Americans,
the very young (aged 2 months to 5 years), and
those aged older than 65 years. To account for
this and other design variables we used the
SUDAAN (version 9.1.3, Research Triangle
Institute, Research Triangle Park, NC) SUR-
VIVAL procedure and SAS (version 9.1, SAS
Institute Inc, Cary, NC) PROC SURVEYFREQ
to perform all analyses. We (as did Franks
et al.5) employed unweighted survival analyses
and controlled for the variables used in deter-
mining the sampling weights (age, gender, and
race/ethnicity) because of the inefficiency of
weighted regression analyses.22

We analyzed the relation between insurance,
demographics, baseline health status variables,
and mortality by using c2 tests. We then used
a Cox proportional hazards survival analysis
controlling only for age and gender to determine
if lack of health insurance predicted mortality.
We repeated the analysis of the relationship of
insurance to mortality after forcing all covariates
in the model. In this Cox proportional hazards
analysis, we controlled for gender, age, race/
ethnicity (4 categories), income (poverty income
ratio), education, current unemployment,
smoking status (3 categories), regular alcohol
use, self-rated health (4 categories), physician-
rated health (4 categories), and BMI (4 cate-
gories). We tested for significant interactions
between these variables and health insurance
status (i.e., P<.05). We handled tied failure
times by using the Efron method.

We performed multiple sensitivity analy-
ses to analyze the robustness of our results.

Note. NHANES III = National Health and Nutrition Examination Survey; VA/CHAMPUS = Veterans Affairs/Civilian Health and

Medical Program of the Uniformed Services.

FIGURE 1—Study population and exclusions.
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We developed a propensity score model and
controlled for the variables in our previous
models (with the exception of health insur-
ance status), as well as marital status;
household size; census region; number of
overnight visits in hospital in past 12
months; number of visits to a physician in
past 12 months; limitations in work
or activities; job or housework changes or
job cessation because of a disability or
health problem; and number of self-reported
chronic diseases, including emphysema,
prior nonskin malignancy, stroke, congestive
heart failure, hypertension, diabetes, or
hypercholesterolemia. Next, we included
the propensity score in the multivariable
model with the indicator for insurance sta-
tus. In addition, we tested for the effect of
including those covered by Medicaid by
using our original Cox model and the pro-
pensity score adjusted analysis. In a subsidi-
ary analysis, we excluded employment
and self- and physician-rated health, as
these covariates may be a result of limited
access to health care because of uninsur-
ance.

To facilitate interpretation of our hazard
ratio, we first replicated the calculation in the
IOM report to estimate the number of US
adults who die annually because of lack of
health insurance. This approach applies the
overall hazard ratio to 9-year age strata and
sums these figures to arrive at an annual
number of deaths attributable to lack of health
insurance. We then recalculated this figure by
using the slightly different approach utilized
by the Urban Institute, which does not age
stratify when calculating total mortality. We
believe this approach to be more accurate
than that used to produce the IOM estimate, as
it calculates mortality from the entire age
range that the hazard ratio was calculated
from, as opposed to calculating mortality over
10-year age strata.23

RESULTS

We display baseline characteristics of the
sample in Table 1; 9004 individuals contrib-
uted 80657 person-years of follow-up time
between 1988 and 2000. Of these, 16.2%
(95% confidence interval [CI]=14.1%, 18.2%)
were uninsured at the time of interview.

TABLE 1—Insurance and Mortality Among Nonelderly US Adults Aged 17 to 64 Years:

NHANES III (1986–1994) With Follow-Up Through 2000

Characteristic No. (weighted %) % Uninsured (SE) % Died (SE)

Vital status as of December 31, 2000

Alive 8653 (96.9) 16.2 (1.0) 0

Deceased 351 (3.1) 17.2 (2.8) 100

Insurance statusa

Privately insured 6655 (83.8) 0 3.0 (0.3)

Uninsured 2350 (16.2) 100 3.3 (0.6)

Gender

Female 4695 (50.2) 15.1 (1.1) 2.6 (0.3)

Male 4311 (49.8) 17.3 (1.3) 3.5 (0.4)

Age, y

17–24 1750 (17.1) 28.5 (2.5) 0.7 (0.2)

25–34 2338 (27.1) 19.7 (1.5) 1.4 (0.4)

35–44 2177 (26.2) 11.6 (1.2) 1.7 (0.3)

45–54 1529 (16.8) 10.8 (1.4) 5.1 (0.9)

55–64 1344 (12.7) 8.9 (1.4) 10.7 (1.1)

Race/ethnicity

Non-Hispanic White 3484 (78.1) 12.3 (0.8) 3.1 (0.4)

Non-Hispanic Black 2567 (9.9) 22.6 (2.1) 4.1 (0.5)

Mexican American 2598 (5.1) 45.5 (1.9) 3.1 (0.4)

Other 355 (6.9) 29.5 (7.3) 0.9 (0.4)

Education, y

< 12 2917 (19.6) 37.4 (3.0) 4.1 (0.5)

‡ 12 6087 (80.4) 11.0 (0.7) 2.8 (0.3)

Employment

Unemployedb 511 (4.0) 49.8 (3.9) 5.3 (1.3)

All others 8493 (96.0) 14.8 (0.9) 3.0 (0.3)

Poverty income ratioc

0–1 1678 (9.2) 56.2 (2.7) 4.3 (0.9)

> 1–3 4171 (39.7) 22.1 (1.7) 3.0 (0.3)

> 3 3155 (51.2) 4.4 (0.5) 3.0 (0.4)

Smoking status

Current smoker 2465 (29.1) 22.8 (1.8) 4.6 (0.5)

Former smokerd 1794 (22.3) 10.4 (1.1) 4.2 (0.7)

Nonsmoker 4745 (48.6) 14.9 (1.1) 1.7 (0.3)

Drinking status, alcoholic drinks/wk

< 6 7193 (78.3) 15.3 (1.1) 4.3 (0.7)

‡ 6 1811 (21.7) 19.6 (1.5) 2.8 (0.4)

Exercise, METs/mo

‡ 100 3475 (42.0) 13.7 (1.1) 2.9 (0.4)

< 100 5529 (58.0) 18.0 (1.1) 3.2 (0.4)

Self-rated health

Excellent 1675 (23.4) 9.3 (1.3) 2.0 (0.4)

Very good 2499 (34.9) 12.0 (0.9) 1.4 (0.4)

Good 3288 (31.7) 20.5 (1.9) 3.3 (0.4)

Fair or poor 1542 (9.9) 33.6 (2.5) 10.8 (1.2)

Continued
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Uninsurance was associated with younger age,
minority race/ethnicity, unemployment,
smoking, exercise (less than 100 METs per
month), self-rated health, and lower levels of
education and income (P<.001 for all com-
parisons). Regular alcohol use and physician-
rated health were also associated with higher
rates of uninsurance (P<.05 for both com-
parisons).

By the end of follow-up in 2000, 351 in-
dividuals, or 3.1% (95% CI=2.5%, 3.7%) of
the sample, had died (Table 1). Significant
bivariate predictors of mortality included male
gender (P=.04), age (P<.001), minority race/
ethnicity (P<.001), less than 12 years of
education (P=.008), unemployment (P=.02),
smoking (P<.001), regular alcohol use
(P=.04), worse self-rated health status
(P<.001), and worse physician-rated health
status (P<.001).

In the model adjusted only for age and
gender, lack of health insurance was signifi-
cantly associated with mortality (hazard ratio
[HR]=1.80; 95% CI=1.44, 2.26). In subse-
quent models adjusted for gender, age, race/
ethnicity, poverty income ratio, education,
unemployment, smoking, regular alcohol use,
self-rated health, physician-rated health, and
BMI, lack of health insurance significantly
increased the risk of mortality (HR=1.40;
95% CI=1.06,1.84; Table 2). We detected no
significant interactions between lack of health

insurance and any other variables. Our sen-
sitivity analyses yielded substantially similar
estimates.

Replicating the methods of the IOM panel
with updated census data24,25 and this hazard
ratio, we calculated 27424 deaths among
Americans aged 25 to 64 years in 2000
associated with lack of health insurance. Apply-
ing this hazard ratio to census data from
200526 and including all persons aged 18 to 64
years yields an estimated 35327 deaths annu-
ally among the nonelderly associated with lack
of health insurance. When we repeated this
approach without age stratification, (thought by
investigators at the Urban Institute to be an
overly conservative approach)23 we calculated
approximately 44789 deaths among Americans
aged 18 to 64 years in 2005 associated with
lack of health insurance.

DISCUSSION

The uninsured are more likely to die than
are the privately insured. We used a nationally
representative data set to update the oft-cited
study by Franks et al. and demonstrate the
persistence of increased mortality attributable
to uninsurance. Our findings are in accord
with earlier research showing that lack of
health insurance increases the likelihood of
death in select illnesses and populations.5–7,13

Our estimate for annual deaths attributable to

uninsurance among working-age Americans is
more than 140% larger than the IOM’s earlier
figure.23

By using methodologies similar to those used
in the 1993 study, we found that being un-
insured is associated with a similar hazard for
mortality (1.40 for our study vs 1.25 for the
1993 study). Although the NHANES I study
methodology and population were similar
to those used in NHANES III, differences exist.
The population analyzed in the original study
was older on average than were participants in
our sample (22.8% vs 55.6% aged 34 years or
younger). The maximum length of follow-up
was less (16 years vs 12 years), and the earlier
analysis was limited to White and Black per-
sons, whereas the present study also includes
Mexican Americans.

The relative youthfulness and shorter
follow-up in our study population would be
expected to reduce our power to detect an
elevated risk of death. In addition, if gaining
Medicare reduces the effect of uninsurance
on mortality, then the younger age and
shorter length of follow-up in our study
might strengthen the association between
uninsurance and mortality compared with
the earlier study. It is less clear how the
differences in the racial and ethnic make-up
of our study population would affect our
ability to detect difference in risk of death.
In fact, the increased likelihood of uninsur-
ance among Mexican Americans who were
nonetheless no more likely to die than non-
Hispanic Whites might also be expected to
reduce our power compared with the earlier
study.

The original analysis confirmed vital status
by review of decedents’ death certificates.
The NCHS had developed a probabilistic
matching strategy to establish vital status. A
subsample underwent death certificate review
and verification; 98.7% were found to be
correctly classified following this review.16

Again, it is not clear how any misclassification
would bias our results. Moreover, Congress
extended Medicare coverage in 1972 to 2
nonelderly groups: the long-term disabled and
those with end-stage renal disease.27 So, al-
though both studies excluded Medicare enroll-
ees, only ours entirely excluded disabled non-
elderly adults who are at particularly high risk of
death.

TABLE 1—Continued

Physician-rated health on examination

Excellent 4627 (54.2) 16.8 (1.2) 1.8 (0.3)

Very good 2179 (24.4) 13.3 (1.2) 2.6 (0.5)

Good 1858 (18.4) 17.2 (1.4) 4.9 (0.7)

Fair or poor 340 (3.0) 21.7 (4.8) 19.0 (2.6)

Measured BMI

< 18.5 205 (2.7) 19.8 (4.0) 4.0 (1.4)

18.5–25 3764 (46.8) 16.4 (1.2) 2.4 (0.3)

> 25–< 30 2853 (30.4) 14.9 (1.2) 3.3 (0.7)

‡ 30 2182 (20.0) 17.2 (1.8) 4.3 (0.8)

Notes. BMI = body mass index (weight in kg divided by height in meters squared); METs = metabolic equivalents;
NHANES = National Health and Nutrition Examination Survey.
aFor those with complete data for all characteristics; excludes those covered by any government insurance.
bLooking for work, laid off, or unemployed.
cCombines family income, poverty threshold, and year of survey to allow analysis of income data across the 6 years of
NHANES III; less than 1 indicates less than the poverty threshold.
dSmoked more than 200 cigarettes in lifetime.
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The mechanisms by which health insurance
affects mortality have been extensively studied.
Indeed, the IOM issued an extensive report
summarizing this evidence.29 The IOM identi-
fied 3 mechanisms by which insurance improves
health: getting care when needed, having a
regular source of care, and continuity of cover-
age.

The uninsured are more likely to go without
needed care than the insured. For instance,
Lurie et al. demonstrated that among a medi-
cally indigent population in California, loss of
government-sponsored insurance was associ-
ated with decreased use of physician services
and worsening control of hypertension.28,29

The uninsured are also more likely to visit the
emergency department30 and be admitted to
the hospital31 for ‘‘ambulatory care sensitive
conditions,’’ suggesting that preventable illnesses
are a consequence of uninsurance.

The chronically ill uninsured are also less
likely to have a usual source of medical care,32

decreasing their likelihood of receiving preven-
tative and primary care. Discontinuity of insur-
ance is also harmful; those intermittently un-
insured are more likely to die than the insured.13

All of these factors likely play a role in the
decline in health among middle-aged unin-
sured persons detected by Baker et al.33,34 This
trend appears to reverse at age 65, when the
majority gains access to Medicare coverage.35

Other studies suggest that extending health

insurance not only improves health, but also may
be cost effective.36

Limitations

Our study has several limitations.
NHANES III assessed health insurance at
a single point in time and did not validate
self-reported insurance status. We were un-
able to measure the effect of gaining or losing
coverage after the interview. Point-in-time
uninsurance is associated with subsequent
uninsurance.6 Intermittent insurance coverage
is common and accelerates the decline in health
among middle-aged persons.33 Among the near-
elderly, point-in-time uninsurance was associ-
ated with significant decline in overall health
relative to those with private insurance.13 Earlier
population-based surveys that did validate in-
surance status found that between 7% and 11%
of those initially recorded as being uninsured
were misclassified.13 If present, such misclassifi-
cation might dilute the true effect of uninsur-
ance in our sample. We excluded 29.5% of the
sample because of missing data. These individ-
uals were more likely to be uninsured and to
die, which might also bias our estimate toward
the null.

We have no information about duration of
insurance coverage from this survey. Further,
we have no data regarding cost sharing
(out-of-pocket expenses) among the insured;
cost sharing worsened blood pressure control
among the poor in the RAND Health Insur-
ance Experiment, and was associated with
decreased use of essential medications, and
increased rates of emergency department use
and adverse events in a random sample of
elderly and poor Canadians.37,38

Unmeasured characteristics (i.e., that indi-
viduals who place less value on health es-
chew both health insurance and healthy
behaviors) might offer an alternative expla-
nation for our findings. However, our analy-
sis controlled for tobacco and alcohol use,
along with obesity and exercise habits. In
addition, research has found that more than
90% of nonelderly adults without insurance
cite cost or lack of employer-sponsored cov-
erage as reasons for being uninsured,
whereas only 1% percent report ‘‘not need-
ing’’ insurance.39 In fact, the variables included
in our main survival analysis may inappropri-
ately diminish the relationship between

TABLE 2—Adjusted Hazards for

Mortality Among US Adults Aged

17 to 64 Years: NHANES III,

1988–2000

Characteristic

Hazards Ratio

(95% CI)

Insurance status

Privately insureda (Ref) 1.00

Uninsured 1.40 (1.06, 1.84)

Ageb 1.06 (1.05, 1.07)

Gender

Female (Ref) 1.00

Male 1.37 (1.13, 1.68)

Race/ethnicity

Non-Hispanic White (Ref) 1.00

Non-Hispanic Black 1.32 (0.98, 1.79)

Mexican American 0.88 (0.64, 1.19)

Other 0.46 (0.24, 0.90)

Exercise, METs/mo

‡ 100 (Ref) 1.00

< 100 1.05 (0.80, 1.38)

Smoking status

Nonsmoker (Ref) 1.00

Current smoker 2.02 (1.43, 2.85)

Former smokerc 1.42 (1.09, 1.85)

Drinking status,

alcoholic drinks/wk

< 6 (Ref) 1.00

‡ 6 1.38 (0.99, 1.92)

Education, y

‡ 12 (Ref) 1.00

< 12 0.98 (0.75, 1.27)

Employment

Not unemployedd (Ref) 1.00

Unemployed 1.40 (0.92, 2.14)

Self-rated health

Excellent (Ref) 1.00

Very good 0.67 (0.42, 1.09)

Good 1.27 (0.84, 1.90)

Fair or poor 2.26 (1.40, 3.64)

Physician-rated health

Excellent (Ref) 1.00

Very good 0.99 (0.77, 1.27)

Good 1.17 (0.90, 1.52)

Fair or poor 3.22 (2.26, 4.58)

Measured BMI

< 18.5 1.26 (0.69, 2.29)

18.5–25 (Ref) 1.00

Continued

TABLE 2—Continued

> 25–< 30 0.87 (0.66, 1.15)

‡ 30 0.89 (0.69, 1.15)

Poverty income ratioe 1.03 (0.95, 1.12)

Notes. BMI = body mass index (weight in kg divided by
height in meters squared); CI = confidence interval;
METs = metabolic equivalents.
aFor those with complete data for all characteristics;
excludes those covered by any government insurance.
bHazard ratio reflects risk for every 1-year increase in
age.
cSmoked more than 200 cigarettes in lifetime.
dLooking for work, laid off, or unemployed.
eCombines family income, poverty threshold, and year
of survey to allow analysis of income data across the 6
years of NHANES III; less than 1 indicates less than
the poverty threshold. Entered into regression model
as a continuous variable. Hazard ratio represents
change for every 1 unit increase in the poverty income
ratio.
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insurance and death. For example, poor physi-
cian-rated health, poor self-rated health, and
unemployment may result from medically pre-
ventable conditions. Indeed, earlier analyses
suggest that the true effect of uninsurance is
likely larger than that measured in multivariate
models.13,40 In addition, Hadley found that
accounting for endogeneity bias by using an
instrumental variable increases the protective
effect of health insurance on mortality.40

Conclusions

Lack of health insurance is associated with
as many as 44789 deaths per year in the
United States, more than those caused by
kidney disease (n=42868).41 The increased
risk of death attributable to uninsurance
suggests that alternative measures of access
to medical care for the uninsured, such as
community health centers, do not provide the
protection of private health insurance. De-
spite widespread acknowledgment that
enacting universal coverage would be life
saving, doing so remains politically thorny.
Now that health reform is again on the
political agenda, health professionals have
the opportunity to advocate universal cover-
age. j
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CLINICAL TRIALS AND OBSERVATIONS

Outcomes and predictors of very stable INR control during chronic
anticoagulation therapy
Daniel M. Witt,1-3 Thomas Delate,2,3 Nathan P. Clark,1,2 Chad Martell,2 Thu Tran,2 Mark A. Crowther,4 David A. Garcia,5

Walter Ageno,6 and Elaine M. Hylek,7 on behalf of the Warfarin Associated Research Projects and other EnDeavors
(WARPED) Consortium

1Kaiser Permanente Colorado Clinical Pharmacy Anticoagulation Service, Lafayette; 2University of Colorado School of Pharmacy, Denver; 3Kaiser Permanente
Colorado Clinical Pharmacy Research Team, Aurora; 4McMaster University, Hamilton, ON; 5University of New Mexico School of Medicine, Albuquerque;
6University of Insubria, Varese, Italy; and 7Boston University School of Medicine, MA

For patients on warfarin therapy, an interna-
tional normalized ratio (INR) recall interval
not exceeding 4 weeks has traditionally been
recommended. Less frequent INR monitor-
ing may be feasible in stable patients. We
sought to identify patients with stable INRs
(defined as having INR values exclusively
within the INR range) and comparator pa-
tients (defined as at least one INR outside
the INR range) in a retrospective, longitudi-

nal cohort study. Occurrences of thrombo-
embolism, bleeding, and death were com-
pared between groups. Multivariate logistic
regression models were used to identify
independent predictors of stable INR con-
trol. There were 2504 stable and 3569 com-
parator patients. The combined rates of
bleedingandthromboembolismweresignifi-
cantly lower in stable patients. Independent
predictors of stable INR control were age

older than 70 years and the absence of
comorbid heart failure and diabetes. Stable
patients were significantly less likely to have
target INR of 3.0 or higher or chronic dis-
eases. We hypothesize that many patients
demonstrating stable INR control could be
safely treatedwith INRrecall intervalsgreater
than the traditional 4 weeks. (Blood. 2009;
114:952-956)

Introduction

Warfarin is effective for the primary and secondary prevention of
both arterial and venous thromboembolic disorders. Its variable
dose response and narrow therapeutic index mandate periodic
monitoring of the international normalized ratio (INR).1 Target
INR ranges of 2.0 to 3.0 or 2.5 to 3.5 have been recommended for
most indications because INR values in these ranges are associated
with the best combination of thrombosis reduction and bleeding
avoidance.1 Although multiple studies have addressed the optimum
target intensity of anticoagulation, few studies have addressed the
optimal testing frequency. Current guidelines suggest a time
interval not exceeding 4 weeks between INR determinations.1,2

However, this recommendation is not evidence based, having
evolved instead from regional differences in routine clinical
practice and expert opinion.3

More frequent INR testing has been suggested as a means to
increase time in the therapeutic range, especially among patients
who self-monitor warfarin using point-of-care technology.1,4,5

Although more frequent testing may increase the proportion of
time within the therapeutic INR range in some patients, it is not
likely to benefit those patients who demonstrate long-term INR
stability as demonstrated by minimal INR deviation and longitudi-
nal warfarin dose stability. Hypothetically, less frequent INR
monitoring may be possible for such patients. Supporting evidence
comes from the United Kingdom where anticoagulation providers
routinely allow INR recall intervals in stable patients up to
90 days.6 Recent evidence suggests that longer INR recall intervals
may also be associated with improved INR control,7,8 which has in

turn been associated with reduced risk for anticoagulation therapy-
related adverse events.9,10

Our objectives were to identify a subgroup of patients with very
stable (ie, all INR values in the therapeutic range) INR control, to
compare the risk of anticoagulation therapy-related adverse events
in such patients to the corresponding risk in patients without
exclusively therapeutic INR control, and to describe patient
characteristics associated with long-term INR stability.

Methods

Study design and setting

The study was a retrospective, longitudinal cohort study conducted at
Kaiser Permanente Colorado (KPCO), an integrated health care delivery
system that provides services to more than 480 000 members in the
Denver-Boulder metropolitan area. Anticoagulation services at KPCO are
provided by a centralized Clinical Pharmacy Anticoagulation Service
(CPAS).9 Working collaboratively with the referring physician and using
standardized dosing algorithms,11 CPAS clinical pharmacists initiate,
adjust, and refill anticoagulant medications and order relevant laboratory
tests. Dosing algorithms used during the study specified a maximum INR
recall interval of 6 weeks. Integrated, electronic medical, pharmacy, and
laboratory records system and CPAS database (Dawn-AC; 4S Systems Ltd)
were used to identify patients, treatments, and outcomes for this study.
Approval to conduct this study was obtained from the KPCO Institutional
Review Board.
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Patients

Patients with a duration of warfarin therapy in excess of 90 days, at least
one INR determination during the study time frame (January 2000 through
December 2005), an age of greater than 18 years, and warfarin therapy
continuing throughout a 6-month observation period were included in
the study.

Stable patients were defined as having all INR values within the strictly
defined therapeutic reference interval for the first identifiable continuous
6-month period (ie, 100% INR control). Comparator patients were those
who did not have any continuous 6-month period where all INR values were
within the therapeutic range. To ensure a minimal standard for compliance
with ongoing INR monitoring, both stable and comparator patients had to
have at least one INR determination every 8 weeks during the respective
observation periods. The process for defining the study cohorts is depicted
in Figure 1.

Data collection

Variables collected for analysis included the primary warfarin indication
(atrial fibrillation, venous thromboembolism, heart valve disorder, other),
age at start of the observation period, sex, INR target, duration of warfarin
therapy, and INR values. Patient-specific factors that could influence the
risk for anticoagulant-related complications were also recorded: diabetes
mellitus, hypertension, heart failure, prior venous thrombosis, hemorrhage
or stroke, cancer, and estrogen therapy. Risk factors were considered
present when a coded assessment for a given factor was identified in the
180 days prior to the start of the observation period. Estrogen therapy was
defined as a prescription for a systemic estrogen-containing product sold
within 90 days prior to the start of the observation period. A validated
measure of patient acuity, the chronic disease score (CDS), was calculated
for each patient using ambulatory prescription drug data from the observa-
tion period.12 Chronic disease scores can range from 0 to 35, with
increasing scores indicating an increasing burden of chronic diseases under
treatment. Use of the CDS allows for the accounting of each patient’s risk of
mortality and future health care use.12,13

The first occurrence of anticoagulant-related complications (thromboem-
bolism, bleeding, and death) was determined as previously described.14

Briefly, specific complications requiring admission to the emergency
department or hospital were sought using ICD-9 discharge diagnostic codes
(available upon request) within KPCO electronic administrative databases.
All events were subsequently confirmed through independent review of the
patient’s electronic medical record by 2 investigators. Events were scored
using a modified Naranjo scale to quantify the relationship of the adverse
event with warfarin therapy.15 A third reviewer was employed to resolve
disagreements.

Thromboembolic complications were defined as any deep vein thrombo-
sis, pulmonary embolism, cerebral vascular accident, transient ischemic
attack, systemic embolism, or heart valve thrombosis. Bleeding complica-
tions included episodes such as intracranial bleeding, gastrointestinal
hemorrhage, hematoma, hemoptysis, epistaxis, and hematuria. All bleeding
episodes resulting in admission to the emergency department or hospital
were included regardless of severity. Fatal events were assessed for direct
relationship to bleeding or thromboembolism using the medical record
and/or a death certificate.

Statistical analysis

Data analyses were performed using SAS 9.1.3 statistical software. Patient
characteristics were reported as means and standard deviations for interval-
level variables (eg, age, warfarin dose, length of warfarin therapy) and
percentages for categoric variables (eg, sex, target INR, occurrence of
anticoagulation therapy-related complications). Associations between cat-
egoric variables were assessed using the chi-square test and continuous
variables were compared using the independent samples t test or Wilcoxon
rank sum test (depending on the distribution of the data). Patient character-
istics and risk factors were entered into multivariate logistic regression
models to identify variables that independently predict INR stability. The
alpha was set at .05.

Results

Records from 7686 patients were screened; of these, 6073 patients
had a period where an INR was measured every 8 weeks for at least
6 months. The stable group was composed of 2504 patients with
INR values within the desired reference interval on all determina-
tions and the comparator group of 3569 patients with at least one
INR outside the desired reference interval (Figure 1).

Baseline characteristics of stable patients and comparators are
presented in Table 1. Stable group patients were older than
comparator group patients and more likely to have had a target INR
of 2.5 and to have been receiving warfarin for atrial fibrillation, but
less likely to have had a target INR of 3.0 or higher, to have been
receiving warfarin for heart valve replacement, to have comorbid
diabetes, heart failure, or prior venous thrombosis, or to be

All CPAS patients 
with ≥1 INR during 
5-year study period 

(n=7,686)

Patients lacking at least one 
INR in 8-week intervals for 6 or 
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(n=1,613)
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Figure 1. Process for defining the study groups.

Table 1. Baseline characteristics

Characteristic
Stable group,

n � 2504
Comparator group,

n � 3569 P

Mean age,* y (SD) 72.3 (10.9) 68.8 (13.1) � .001

Age older than 70 y, % 63.0 51.5 � .001

Male, % 52.0 51.5 .688

INR target, %

2.0 3.9 3.3 .167

2.5 87.0 79.7 � .001

3.0 or more 9.1 17.0 � .001

Primary indication for

anticoagulation therapy, %

Atrial fibrillation 49.9 43.4 � .001

Venous thromboembolism 25.6 25.8 .856

Heart valve disorder 8.0 12.7 � .001

Other 16.5 18.1 .107

Risk factors, %

Diabetes mellitus† 1.6 3.5 � .001

Hypertension† 18.2 20.2 .046

Heart failure† 5.9 8.7 � .001

Prior venous thrombosis† 2.5 3.7 .012

Prior hemorrhage† 1.2 2.0 .021

Prior stroke† 0.0 0.1 .273

Cancer† 0.2 0.6 .060

Estrogen therapy‡ 7.8 10.7 � .001

Mean chronic disease score

(SD)

6.5 (2.6) 6.7 (2.7) � .001

Median duration of warfarin

therapy, d§ (IQR)

1166 (554, 2051) 755 (725, 1753) .743

INR indicates international normalized ratio; IQR, interquartile range; and SD,
standard deviation.

*As of date of index INR measurement.
†During the 180 days before the index INR.
‡During the 90 days before the index INR.
§From initiation of warfarin therapy.
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receiving concurrent estrogen therapy. The mean chronic disease
score was also lower in stable group patients. Differences in
duration of warfarin therapy between groups prior to inclusion in
the study were not statistically significant. The mean proportion of
INR values in the therapeutic range for the comparator group was
46.9% (standard deviation [SD] � 22.0). The stable group had a
lower mean number of INRs measured per patient, 6.7 (SD � 1.3)
during the observation period compared with 10.7 (SD � 4.5) per
patient for comparators (P � .001).

Rates of anticoagulation therapy–related adverse events (throm-
boembolism, bleeding, and death) are summarized in Table 2.
Compared with stable group patients, the rate of overall mortality
was higher in the comparator group (P � .01); however, the
difference in anticoagulation therapy–related mortality rate was not
statistically significant. The rate of anticoagulation-related bleed-
ing complications was higher in the comparator group compared
with their stable counterparts (P � .05). Compared with stable
group patients, the combined complication rates of bleeding or
thromboembolism occurred at a higher rate in the comparator
group (P � .001). Patients in the comparator group were more
likely than the stable group to require coadministration of heparin
or low-molecular-weight heparin (P � .001).

Table 3 summarizes patient characteristics predictive of stable
status. Significant predictors of stable group status were age older
than 70 years (odds ratio [OR] � 1.54; 95% confidence interval
[CI], 1.38-1.72) and the absence of comorbid diabetes (OR � 1.87;
95% CI, 1.3-2.67), heart failure (OR � 1.43; 95% CI, 1.16-1.76),
or concurrent estrogen therapy (OR � 1.32; 95% CI, 1.09-1.60).
Stable patients were significantly less likely to have a target INR of
3.0 or higher (OR � 0.48; 95% CI, 0.38-0.61) and increasing
chronic disease scores (OR � 0.96; 95% CI, 0.94-0.98).

Discussion

In this large retrospective cohort study, we identified 2504 patients
with very stable long-term INR control. We identified that age older
than 70 years and the absence of comorbid diabetes or heart failure
independently predicted this INR stability. Patients with a target
INR of 3.0 or higher and those with a greater burden of chronic
diseases were less likely to have such long-term INR stability. On
average, the proportion of comparator patients’ INRs in the
therapeutic range was 46.9%, whereas stable patients’ INRs were
100% therapeutic. The seemingly suboptimal INR control reflects
the absence of these very stable patients from the comparator
group. The time in therapeutic range for all patients managed by
CPAS is typically about 64%.9 Although other investigations have

examined predictors of very poor INR control,16-19 to our knowl-
edge this study is the first to assemble a large cohort of anticoagu-
lated patients and carefully evaluate them for predictors of
INR stability.

Our findings are important as patients with long-term stable
INR control may be adequately treated with less frequent INR
monitoring, perhaps as infrequently as every 8 weeks. Extending
the INR recall interval in such patients is likely to reduce costs and
increase convenience (and therefore perhaps adherence) without
impacting the risk for bleeding or thrombosis.

The most surprising observation in our analysis was that age
older than 70 years predicted long-term INR stability. This
observation is somewhat counterintuitive and should be confirmed
in additional studies. This finding argues against innate INR
variability associated with advancing age. The possibility that
younger patients were more likely to have been receiving warfarin
for heart valve indications was explored posthoc by comparing the
proportion of patients 70 years or older in both groups on warfarin
for this indication. In the stable group, 5.0% had a heart valve
indication compared with 7.5% in the comparator group (P � .09).
An interaction term for age and warfarin indication was tested in
the predictive model but was not significant.

Our results are likely to be valid. The data set used to complete
this study is robust and has been used previously in health records
and data extraction research.9,14 The large number of patients

Table 2. Unadjusted outcomes during 180-day follow-up period

Characteristic
Stable group,

n � 2504
Comparator group,

n � 3569 P

Received heparin,* % 0.3 3.2 � .001

Deceased, n, % 10, 0.4 58, 1.6 � .001

AC-related death, n, % 1, 0.04 5, 0.1 .411†

AC-related thrombosis, n, % 10, 0.4 26, 0.7 .100

AC-related bleeding, n, % 19, 0.8 101, 2.8 � .001

AC-related bleeding or

thrombosis, n, %

28, 1.1 127, 3.6 � .001

AC indicates anticoagulation.
*Heparin or low-molecular-weight heparin.
†Fisher exact test.

Table 3. Predictors of stable INR control status (c-statistic � 0.61)

Predictor Odds ratio 95% CI

Age

Older than 70 y 1.54 1.38-1.72

70 y or younger

Sex

Female

Male 0.98 0.88-1.10

INR target

2.0 1.12 0.85-1.48

2.5

3.0 or more 0.48 0.38-0.61

Primary indication for anticoagulation therapy

Atrial fibrillation

Venous thromboembolism 0.93 0.81-1.06

Heart valve disorder 1.18 0.89-1.56

Other 0.90 0.78-1.05

Thromboembolic risk factors

Diabetes mellitus

Yes

No 1.87 1.30-2.67

Hypertension

Yes

No 1.09 0.95-1.25

Heart failure

Yes

No 1.43 1.16-1.76

Prior venous thrombosis

Yes

No 1.33 0.97-1.81

Prior hemorrhage

Yes

No 1.53 0.99-2.38

Estrogen therapy

Yes

No 1.32 1.09-1.60

Chronic disease score 0.96 0.94-0.98
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included in our analysis increases the generalizability of our results
and reduces the likelihood that unmeasured bias may have influ-
enced them. Real-world patients with a variety of indications for
warfarin and therapeutic INR targets were included. Clinical events
were comprehensively collected and described, and INR determina-
tions were performed by a single laboratory and systematically
captured in an integrated electronic medical record. All clinical
events were independently assessed for causality by 2 expert
reviewers. The long-term stable cohort was carefully established
using a definition for stability (ie, 100% of INR values within the
strict INR range) more rigorous than that used by most anticoagula-
tion providers in routine practice. For example, had INR results
within 0.2 of the upper and lower limits of the specified INR range
qualified as “in-range” (as is common clinical practice in North
America), the number of patients with long-term INR stability
would have been substantially larger.20 Most patients observed in
our study had been on warfarin therapy for several years. Although
differences were not statistically significant between groups, indi-
viduals with long-term stability tended to have been on warfarin
longer than comparator patients. Potential adherence and survivor
biases were minimized by the fact that both groups observed in our
study could appropriately be termed “prevalent” warfarin users.

This study does have important limitations. It is retrospective
and relies upon extraction of data from administrative databases
and medical records. Not all variables likely to enter into clinical
decision making were collected. The observational study design
also precludes definitive establishment of cause and effect relation-
ships between study variables and outcomes. Retrospective data-
base analysis is particularly prone to missing clinical events if care
is delivered outside participating institutions. However, given that
KPCO patients are either seen within an affiliated hospital or the
costs of care are billed to KPCO when care is provided at
nonaffiliated hospitals, it is likely that the vast majority of clinically
important events were captured. As patients are provided with
comprehensive care by our anticoagulation service, we are confi-
dent that all pertinent laboratory values were captured. Our study
was conducted within an integrated health care delivery system
with a specialized anticoagulation service using standardized
warfarin dosing protocols and, thus, the observed results may not
directly translate to other health care settings.

We would like to have estimated the actual proportion of
anticoagulated patients within KPCO with exclusively therapeutic
INR control. As not all patients managed by CPAS met initial
eligibility criteria, this was not possible. However, of 7686 anti-
coagulated patients with at least one measured INR during the
5-year study period, we were able to identify 2504 patients (33%)
who had at least 6 months of INR values within their desired

therapeutic range. Other researchers have reported that approxi-
mately 37% of patients with atrial fibrillation managed in commu-
nity settings are within the therapeutic INR range 75% or more of
the time.7 Irrespective of the actual proportion, our data suggest
that a substantial number of patients would be adequately treated
with INR recall intervals in excess of 4 weeks. More frequent INR
monitoring would of course be necessary in the presence of new
comorbidities or new medications affecting the INR.

In conclusion, our work supports the hypothesis that a subgroup
of anticoagulated patients with therapeutically stable INR values
over 6 months can be identified. In general, these patients will tend
to be older, with a target INR less than 3.0, and without significant
chronic disease burden. Patients with such stable INR control
experience significantly fewer anticoagulation therapy-related com-
plications. We agree with others who have suggested that INR
recall intervals should be individually tailored based on recent INR
control rather than being fixed at minimum frequency such as
4 weeks.7 We acknowledge that our findings need to be validated in
future prospective evaluations. Specifically, we suggest a prospec-
tive randomized study that will enroll chronically anticoagulated
patients and, after a period of INR stability, gradually increase the
interval between INR determinations up to 8 weeks and possibly as
long as 12 weeks in patients with stable INR values and baseline
characteristics predictive of long-term INR stability.
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Abstract

Objective: To assess the sensitivity of a newly developed brief measure of oral
health-related quality of life (OQOL). Methods: Self-assessed oral health and OQOL
were measured in three groups of patients who had presented for either prophylaxis
(n = 32), endodontic care (n = 15), or for a denture (n = 16) in a dental school setting
before and after treatment. Main outcome measures included the single-item self-
report of oral health (OH-1) and the 6- and 12-item versions of a new OQOL
instrument. General linear modeling was used to compute means of self-reported
oral health by treatment group. Results: Of the 63 patients who completed the
baseline questionnaire, 44 (70 percent) returned questionnaires after treatment. The
sample averaged 43 � 15 years, 48 percent male and 55 percent with some college
education. Ethnic representation included 35 percent White, 33 percent Black, and
32 percent other – mostly Latino. The mean self-reported number of teeth was 20.6.
In terms of sensitivity, significant differences were observed between the treatment
groups on the items assessing being upset (P < 0.05), feeling depressed (P < 0.05),
and uncomfortable about the appearance of teeth or dentures (P < 0.05). However,
magnitude of change, as measured by an effect size, was characterized as minimal
to small in the recall and endodontic groups and borderline moderate in the denture
group. Conclusion: The measure was sensitive to differences within groups, with a
small to borderline magnitude of change.

Key Words: oral health, quality of life, sensitivity, dental treatment, outcome
measures

Introduction
Oral health-related quality of

life (OQOL) represents the self-
perceived impact of oral conditions
on daily functioning and well-being.
These functions include physical,
psychological, and social function-
ing; performance of self-care; per-
ceived health and symptomology;
and the presence of pain or distress
(1). Combined with clinical and other
indices, these measures of oral health
status help provide a more compre-
hensive assessment of an individual’s
overall health.

Over the past several decades
several OQOL instruments have
been developed and have under-
gone considerable testing, establish-
ing their validity and reliability (2).
These instruments have been used
to describe the impact of disease on
patient’s daily functioning (3); and
as outcome measures to evaluate
the effectiveness of interventions
(4). Less attention has been paid to
the use of these instruments to
measure the magnitude and extent
of longitudinal change. Only a few
population-based studies have

examinedchanges in OQOL as a
result of dental intervention, and
much of this research has focused
on the replacement of teeth using
conventional or implantable pros-
thesis (5-8), temporomandibular
joint dysfunction (9), or to evaluate
dental care programs (10). Failure to
consider a broader range of inter-
ventions is an important gap in our
knowledge base given the increased
recognition of the importance of
these instruments for quantifying the
treatment benefit in clinical trials or
investigating the impact of illness
over time (11). If OQOL instruments
are to be of value in assessing out-
comes from clinical interventions,
then their ability to describe the
magnitude and extent of change
must be determined (12). Further-
more, establishing the sensitivity of
OQOL instruments would assist
investigators in selecting the most
appropriate measure and assist
health professionals to interpret the
meaning of changes in scores
derived from the instrument.

The present study of dental
school patients examines the impact
of treatment of dental conditions on
patients’ quality of life. These data
provide us the opportunity to assess
the sensitivity to change of a newly
developed brief measure of quality
of life. This new measure, consisting
of 6- and 12-item scales, is com-
prised of items from three existing
OQOL measures: the Oral Health
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Quality of Life instrument (OHQOL)
(13), the General Oral Health Assess-
ment Index (GOHAI) (14), and the
Oral Health Impact Profile (OHIP)
(15). Both the 6- and 12-item scales
of this new measure have demon-
strated sound psychometric pro-
perties including excellent validity,
reliability, internal consistency, and
limited floor and ceiling effects (16).
Both the 6- and 12-item scales can
be used in the clinical setting as an
outcome measure. However, the
observed differences in internal con-
sistency reliability suggest that the
6-item scale is appropriate for use in
comparing groups of patients while
the 12-item scale is appropriate for
use in assessing outcomes among
individual patients (16).

The present work using this new
6- and 12-item measure was devel-
oped based on a conceptual model
of health and quality of life proposed
by Patrick and Erickson (17) and
applied to oral health by Gift and
Atchison (18,19). This model con-
tains five health-related quality of life
concepts including a) opportunity;
b) perceptions; c) three functional
states: physical, social, and psycho-
logical functioning; d) impairments;
and e) survival. Opportunity reflects
the impact that oral health has on
one’s ability to function in social and
work roles. Perceptions include self-
rating of oral health as well as satis-
faction with this self-rating and
perceived need for treatment. Physi-
cal functioning of the teeth and oral
cavity includes activity restrictions
such as a patient’s ability to eat,
chew, speak, or sleep without dis-
comfort. Social functioning includes
the impact of oral health on social
roles such as speaking, smiling,
eating in public, and being able to
meet one’s obligations such as work
and family responsibilities. Psy-
chological functioning includes a
patient’s satisfaction with the esthet-
ics of their dentition, comfort with
interpersonal relations as well as
worry, concern, embarrassment
about, or lack of confidence because
of problems with teeth or gums.
Impairments include self-reported
symptoms or other indication of dis-

comfort or pain. Finally, survival can
be measured by tooth loss or mortal-
ity, e.g., from oral cancer.

Our aim was to assess the sensi-
tivity to change of this new measure
as a consequence of dental inter-
ventions on three groups of dental
patients: denture replacement, endo-
dontic, and patients on recall with no
apparent disease. These groups were
selected based on the rationale that
patients with more severe conditions
(endodontic and denture replace-
ment) would have a greater level of
change in their oral health status, and
that OQOL indicators should be
more sensitive to the impact of these
conditions. We expected little change
in the self-reported oral health status
of the recall group. Baseline and
follow-up oral quality of life scores
were evaluated using both the 6- and
12-item OQOL scales (summary
scores and individual items in each),
as well as a global assessment of
OQOL.

Materials and Methods
Design. We used a repeated

measure design to examine the
effects of dental treatment on
patient-assessed outcomes of dental
care in three groups of patients
(recall, endodontic, or denture) in a
dental school setting. This design is
characterized by having more than
one measurement of at least one
variable for each subject. We com-
pared baseline (immediately before
treatment) and follow-up (3 months
after treatment) quality of life scores.
The study protocol received
approval from the Institutional
Review Board at Boston University.
Consent to participate was obtained
according to Institutional Review
Board requirements.

Setting and Participants. Par-
ticipants were a convenience sample
of adults aged �18 years seeking
treatment in the dental clinics at
Boston University Goldman School
of Dental Medicine, Boston, Massa-
chusetts, between June 2002 and
May 2004. Three categories of
patients were recruited: those
coming to the general dentistry
clinics for “recall” visits for checkups

and prophylaxis (RECALL group),
those presenting to the endodontic
clinic in pain (ENDO group), and
patients presenting to the prosth-
odontic clinic for removable den-
tures (DENTURE group). Patients
were excluded if they were less than
18 years of age or if they had a
diagnosis other than those specified
earlier. Research staff recruited sub-
jects in the waiting areas of the three
clinics from Monday through Friday
between 9 AM and 5 PM. All treat-
ments were provided by undergradu-
ate dental students under supervision
by staff from the General Dentistry
Department at Boston University
Goldman School of Dental Medicine.

Data Collection. At prearranged
times, research staff visited each
clinic (general dentistry, endodontic,
prosthodontic) and attempted to
recruit subjects in the clinic waiting
areas. Of the 122 subjects app-
roached (RECALL = 51, ENDO =
39, DENTURE = 32), 43 subjects de-
clined study participation (RECALL =
14, ENDO = 17, DENTURE = 12). The
reasons provided for declining were
inconvenience (n = 20), no time
(n = 14), or no reason given (n = 9).
Five recall patients were under the
age of 18 years and were excluded.
Four DENTURE patients presented to
the clinic for reasons other than
the insertion of a removable prosthe-
sis, and seven of the endodontic
patients were not undergoing emer-
gency endodontic treatment and
were excluded. Ultimately, 63
patients (RECALL = 32, ENDO = 15,
DENTURE = 16) participated, 44
completed follow-up.

Subjects in the recall and endo-
dontic groups were asked to com-
plete the baseline questionnaire at
their initial dental visit. Patients in
the denture group were asked to
complete the baseline questionnaire
immediately prior to the insertion of
the removable prosthesis. All patients
were asked to complete the instru-
ment again 3 months later and return
it by mail in the stamped addressed
envelope provided. We attempted to
reach all patients by phone as a
reminder to send in the second ques-
tionnaire. We sent a second copy of
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the questionnaire to subjects not
returning their questionnaire within
the designated time period.

OQOL Measures. OQOL (16)
was measured using the 6- and
12-item scales developed from items
in the OHQOL, the GOHAI, and the
OHIP. For details of development,
please see the original article (16).
Briefly, the 64 items from the com-
bined three quality of life surveys
were administered along with a clini-
cal oral examination to two veterans
study samples (n = 827). The hypoth-
esized framework included four
primary dimensions: physical func-
tion, psychosocial function (with
three subdimensions of role function,
distress, and worry), impairment,
and perceptions.

Each of the 64 items from the
three OQOL instruments was inde-
pendently categorized into one of
the theoretical domains by the
authors. An iterative series of multi-
trait scaling analysis was conducted
to examine the fit of the items to the
hypothesized domains (20). These
analyses examine item-level char-
acteristics including internal con-
sistency, equality of item-scale
correlations, and discriminant valid-
ity. The results provide information
about scale distribution characteris-
tics, reliability of scale scores, and
correlations among hypothesized
scales.

The conceptual model was
altered to include five dimensions:
physical function, impairment/
disease, and three dimensions of
psychosocial function: role function,
distress, and worry. Five scales to
correspond with the said dimen-
sions, a separate denture subscale (3
items), and a summary scale com-
prised of all items were created.

Forward stepwise regression was
conducted to develop a short-form
version of the measure. For each
scale, the total scale score was used
as the dependent variable, with data
from the two veteran samples. Items
that explained either 80 percent of
the variance or the first five items,
whichever was greater, were selected
resulting in five scales, each with five
items. All of the scales had excellent

internal consistency reliability,
ranging from 0.78 to 0.92.

The five scales and three denture
items were then administered to a
sample of dental patients (n = 113).
Using multitrait analysis, the number
of items was reduced further by
eliminating items contributing least
to each scale’s internal consistency
reliability and retaining items which
conceptually best represented the
subscale. One 12-item measure
(Cronbach’s alpha = 0.90) and a
second 6-item measure (Cronbach’s
alpha = 0.80) were developed.

The association of the 6- and
12-item measures with clinical
indices was examined using the clini-
cal data from the two sets of veter-
ans. Both scales were significantly
correlated overall with number of
teeth (r = 0.35 and -0.23, for the 6-
and 12-item scales, respectively),
coronal decay (r = 0.09 and 0.14),
periodontal status (r = 0.19 and 0.20),
and root caries (r = 0.14 and 0.12)
(14). The associations detected
between the 6- and 12-item scales
and clinical indices are similar to
those of other published findings
(21,22).

The 12-item measure contains
3-item subscales for three scales: dis-
tress, worry and social function
(role), and single items assessing
dimensions titled physical function,
denture, and pain. The 6-item
measure includes single items assess-
ing distress, worry, social function,
physical function, denture, and pain
as listed (see Table 1 for the scales).

We also included a separate single
item that is not part of the 6- and
12-item scales. This 5-point global
self-report of oral health (OH-1) has
been used in prior studies and asks,
“How would you describe the health
of your teeth and gums? Would you
say it is excellent, very good, good,
fair or poor?” Responses are scored
from 1 (excellent) to 5 (poor).

Scoring. Some items (GOHAI 10
and OHQOL B31) were reversed so
that a higher score consistently indi-
cated worse oral quality of life.
GOHAI 10 score of 3 becomes a 1,
score of 2 remains a 2, score of 1
becomes a 3; and OHQOL B31 score

of 5 becomes a 1, score of 4 becomes
a 2, score of 3 remains a 3, score of
2 becomes a 4, and score of 1
becomes a 5.

All item scores were then con-
verted to a scale of 0-100. Items
scored on a 0-4 scale (all OHIP
items) were converted to a scale of
0-100 by having 0 = 0, 1 = 25, 2 = 50,
3 = 75, and 4 = 100. The item initially
scored on a 1-3 scale (GOHAI 10)
was converted as follows after the
item was reversed: 1 = 0, 2 = 50, and
3 = 100. Items scored on a 1-5 scale
(OHQOL B31 and OH-1) were con-
verted to a scale of 0-100 by having
1 = 0, 2 = 25, 3 = 50, 4 = 75, and 5 =
100.

Final scores for each scale (6- and
12-item) and subscales (distress,
worry, and social function) were
created by computing the mean of
the responses to items represented
by each scale.

Analysis. A combination of
bivariable and multivariable statisti-
cal methods was used for this analy-
sis. We measured differences in
mean age by group using analysis
of variance (ANOVA). Categorical
demographic variables were tested
using chi-squared and Fisher’s exact
tests to examine differences between
groups. Demographic variables that
differed between groups were
adjusted for in the multivariate analy-
sis. Baseline OQOL scores were
computed and compared using
ANOVA. Duncan’s multiple range
test was used to control the Type I
error rate. We used general linear
modeling to examine between-group
effects in OQOL scores, mean
change scores were reported as least
squares means after adjusting for
baseline OQOL score and covariates
such as age and gender. Change
scores were derived for individual
items and total scores by subtracting
posttreatment scores from baseline
scores. Positive scores indicated an
improvement and negative scores
indicated deterioration following
treatment. The magnitude of change
was assessed as an effect size, calcu-
lated by dividing the mean of change
scores by the standard deviation (SD)
of the related baseline score (23).
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All analyses were conducted in
SAS version 9.1 (SAS Corporation,
Cary, NC, USA). We used P <
0.05 as a cutoff for statistical
significance.

Results
Characteristics of Participants.

At baseline, 63 subjects participated,
32 in the recall group, 15 in the
endodontic group, and 16 in
the denture group. The sociodemo-
graphic characteristics (see Table 2)
of the baseline sample demonstrate
the expected association of age with
treatment group; denture patients
tended to be older whereas the recall
group tended to be younger (P =
0.0002) and more highly educated

(P = 0.003). The mean number of
teeth by self-report was 26 in the
recall group, 23 in the endodontic
group, and 7.0 in the denture group.
Approximately 31 percent of the
denture group were completely
edentulous.

Of the participants who com-
pleted the baseline questionnaire, 44
(70 percent) returned questionnaires
after treatment. This sample aver-
aged 45 ± 15.8 (SD) years, 49 percent
male and 48 percent with some
college education. Ethnic representa-
tion included 30 percent White, 38
percent Black, and 32 percent other.
There were no differences on any of
these dimensions between those
who remained in the study and those

who did not. Overall, the age,
gender, race, and educational status
of the sample remained constant
over the period of the study
(Table 2). No information was
collected on those declining par-
ticipation in the study.

Baseline Quality of Life Scores.
There were no significant differences
between the three groups in terms of
their summary OQOL or subscale
scores at baseline. Details of the
summary and individual 6- and
12-item baseline scores for each
group are shown in Table 3. Baseline
scores for some individual items
varied by group, in particular, items
assessing pain and distress (P =
0.0001) and worry (P = 0.05). The

Table 1
6- and 12-Item Short-Form Oral Health-Related Quality of Life Measures

During the past 3 months how often have you experienced the
following difficulties because of problems with your teeth, mouth,
or dentures? (Circle one answer) Never

Hardly
ever Occasionally

Fairly
often

Very
often

1. Have you had to avoid eating some foods? (Physical function;
OHIP 28)*

0 1 2 3 4

2. Have you found it difficult to relax? (Distress; OHIP 35)* 0 1 2 3 4
3. Have you felt depressed? (Distress; OHIP 36) 0 1 2 3 4
4. Have you been upset? (Distress; OHIP 34) 0 1 2 3 4
5. Have you felt uncomfortable about the appearance of your

teeth, mouth, or dentures? (Worry; OHIP22)
0 1 2 3 4

6. Have you been worried by dental problems? (Worry; OHIP
19)

0 1 2 3 4

7. Have you had trouble getting along with other people? (Social
function; OHIP 41)

0 1 2 3 4

8. Have you avoided going out? (Social function; OHIP 39)* 0 1 2 3 4
9. Have you been totally unable to function? (Social function;

OHIP 48)
0 1 2 3 4

Never Sometimes Always

10. In the past 3 months, how often did you feel nervous or
self-conscious because of problems with your teeth, gums, or
dentures? (Worry; GOHAI 10)*

1 2 3

None at all A little bit Some
Quite
a bit

A great
deal

11. During the past 3 months, how much pain or distress has your
teeth or gums caused you? (Pain; OHQOL B31)*

1 2 3 4 5

If you have removable denture appliances, please answer the following question:

During the past 3 months, how often have you had the following
problem with your dentures? Never

Hardly
ever Occasionally

Fairly
often

Very
often

12. Have you had uncomfortable dentures? (Denture; OHIP 18)* 0 1 2 3 4

* Indicate items in 6-item measure.
OHIP, Oral Health Impact Profile; GOHAI, General Oral Health Assessment Index; OHQOL, Oral Health Quality of Life.
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subjects in the endodontic group
expressed more pain than subjects in
the recall or denture groups. The
denture group expressed less worry
than the endodontic or recall groups.

Follow-up Quality of Life
Scores. There were no significant
differences between the three groups
in terms of their follow-up, OH-1
scale, or subscale scores (Table 4).
However, there were differences on
individual items assessing being
upset between the endodontic group
and the denture group (P = 0.05)
and for the item assessing being
depressed between the denture
group and the recall group (P =
0.05). Significant differences were
also noted between the recall and
denture groups (P = 0.03) and the
endodontic group and denture group

(P = 0.03) for the item assess-
ing being uncomfortable with the
appearance of the teeth or dentures.

Magnitude of Change in
Quality of Life Scores Following
Dental Intervention. The effect
sizes describe the magnitude of
change, and these effect sizes varied
by group. Cohen (23) defined effect
sizes as small = 0.2, moderate = 0.5,
and large = 0.8. Using Cohen’s crite-
ria, effect sizes were characterized as
minimal to small in the recall and
endodontic groups, and borderline
moderate in the denture group.
There were significant differences
between the denture and recall
groups (P = 0.03) for the subscale
regarding social functioning. There
were also significant differences
between the denture and recall

groups (P = 0.03) for the items
assessing feeling depressed and
feeling uncomfortable about the
appearance of the teeth, mouth,
or dentures (Table 5).

Discussion
We examined whether a newly

developed brief measure of OQOL is
sensitive to changes in oral health
status as a consequence of dental
interventions. We hypothesized that
patients receiving a removable
prosthesis or endodontic care would
show greater improvement in OQOL
over a 3-month period than patients
receiving only a prophylaxis. Our
overall findings were that patients for
removable prosthesis showed the
greatest improvement in OQOL fol-
lowing dental treatment. The greatest

Table 2
Demographic Characteristics of Participants

Baseline

Total (n = 63) RECALL* (n = 32) ENDO† (n = 15) DENTURE‡ (n = 16)

Age (mean and SD) 43 (14.9) 38.5 (13.5)A 40.9 (16.0)B 55.8 (8.3)B

Gender (%)
Female 52 50 47 63
Male 48 50 53 38

Race (%)
White 35 44 27 25
Black 33 25 27 56
Other 32 31 46 19

Education (%)
High school graduate or less 46 25A 67B 69B

Some college 54 75A 33B 31B

Follow-up

Participants returning second
survey (n = 44)

Participants not returning
second survey (n = 19)

Age (mean and SD) 44.9 (15.8) 40.2 (12.3)
Gender (%)

Female 50 42
Male 50 58

Race (%)
White 30 47
Black 38 21
Other 32 32

Education (%)
High school graduate or less 77 89
Some college 23 11

Values with same superscripts are not significantly different (P > 0.05 using Duncan’s test).
* Regular users of diagnostic and preventive care and presented for a prophylaxis.
† Presented to the dental school setting in pain; to undergo emergency endodontic treatment.
‡ Will receive a removable prosthesis.
SD, standard deviation.
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mean change in scores was observed
among the denture group for social
functioning, feeling depressed, and
appearance. Subjects in both the
recall and endodontic groups re-
ported improvements which were
only minimal to small.

Spilker (11) described health
status measures as being discrimina-
tive, predictive, and evaluative. Dis-
criminative instruments are used to
measure differences between sub-
jects at a point in time when no “gold
standard” is available, and these dif-
ferences can be interpreted as trivial,
small, moderate, or large. The aim of
predictive instruments is to classify
individuals relative to a predefined
“gold standard.” Evaluative instru-
ments are used to measure longitu-
dinal change within, and between,
samples. A major goal of using evalu-

ative instruments is to better under-
stand how dental conditions and
subsequent interventions impact
quality of life, and use of evaluative
instruments is essential to planning
health care at the individual and
societal level (17).

A major property of an evaluative
instrument is its sensitivity to change
over time. Locker (24) describes four
methods currently used to measure
change. The first method is to
compare baseline and follow-up
measurements. Although this method
is simple, it masks within subject
change so that positive and negative
changes cancel each other out. The
second approach is by the use of
change scores; obtained by subtract-
ing post-intervention scores from
pre-intervention scores. The third
approach involves the use of global

transition scores reflecting the
patients’ overall assessment of how
their oral health has changed over
the time period in question. The final
approach is the use of global transi-
tion scales derived from a series of
global transition statements applied
to different dimensions of health.
None of these methods is universally
accepted. Our approach involved the
use of change scores and standard-
ized effect sizes to assess the magni-
tude of change. In this method the
mean change is divided by the SD of
the baseline score. Thus, the magni-
tude of change of individual items of
the 6- and 12-item scales in response
to dental intervention in this sample
could be characterized as minimal to
small in the recall and endodontic
groups and borderline moderate in
the denture group.

Table 3
Baseline Scale Scores and Items by Group

In the past 3 months, how often have you experienced the following
difficulties because of problems with your teeth, mouth, or dentures?

RECALL§
(n = 32)

ENDO•
(n = 15)

DENTURE•
(n = 16)

Summary scales Mean (SD)
OH-1 55 (27.4) 58 (32.3) 53 (32.7)
6-item scale 42 (9.6) 41 (12.6) 45 (13.5)
12-item scale 32 (14.3) 39 (17.1) 34 (19.4)

Subscales
Distress 26 (24.8) 45 (35.9) 26 (33.8)
Worry 48 (15.5) 57 (18.4) 47 (21.9)
Social functioning 10 (17.5) 16 (23.9) 12 (22.8)

Individual items
Have you been upset?† 32 (29.9) 55 (45.5) 35 (45.1)
Have you found it difficult to relax?*† 27 (28.6) 45 (36.8) 25 (36.5)
Have you felt depressed?† 17 (24.9) 35 (38.7) 14 (30.2)
Do you feel nervous or self-conscious?*‡ 69 (32.9) 63 (29.6) 80 (31.6)
Have you been worried about dental problems?‡ 44 (30.2)AB 60 (38.7)A 28 (38.8)B

Have you felt uncomfortable about the appearance of your teeth? 32 (36.0) 47 (39.9) 34 (39.6)
Have you avoided going out?*¶ 15 (25.2) 23 (33.3) 14 (27.3)
Have you been totally unable to function?¶ 4 (11.1) 10 (18.4) 6 (25)
Have you had trouble getting along with others?¶ 12 (22.8) 13 (24.7) 12 (18.5)
How much pain or distress do you have?* 24 (26.5)A 63 (35.1)B 22 (27.5)A

Have you had uncomfortable dentures?* 38 (20.9) 25 (43.3) 35 (28.0)
Have you had to avoid eating some foods?* 27 (33.2) 36 (42.4) 41 (35.2)

Values with same superscripts are not significantly different (P > 0.05 using Duncan’s test).
* Items on 6-item scale.
Subscales:
† Distress.
‡ Worry.
¶ Social functioning.
§ Regular users of diagnostic and preventive care and presented for a prophylaxis.
• Presented to the dental school setting in pain; to undergo emergency endodontic treatment.
• Will receive a removable prosthesis.
OH-1, self-report of oral health; SD, standard deviation.
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This new brief 6- and 12-item
instrument is a validated question-
naire, is responsive to differences in
clinical status, and has been used in
previous studies (16,25). In a study
to examine the effects of tooth loss
and denture-wearing on quality of
life, Jones (25) found that the 6- and
12-item scales differentiated between
dentition/denture groupings and that
the item assessing avoidance of
certain foods discriminated well
between dentition groups. A limita-
tion of that study was that it was
conducted exclusively in male
veterans.

An important limitation of this
present study is the small sample
size. However, one of the strengths
of this study is the diverse sample in
terms of age, gender, and ethnic
background, and the fact that the
same patients were analyzed before

and after treatment. The response
rate to this study of 70 percent was
acceptable and indicated the feasibil-
ity of employing a short-form self-
completed outcome measure in a
dental school setting. Although the
age composition, gender, and ethnic
representation of subjects who did
and did not remain in the study were
virtually the same, potential bias
because of loss of some participants
in the study must be considered
when interpreting the findings.

These results were also limited by
floor effects (indicates best possible
scores) and ceiling effects (indicates
worst possible scores); hence, the
results of magnitude of changes
(effect sizes) following treatment
need to be interpreted with caution
as changes cannot be reliably esti-
mated for individuals with extreme
scores.

A final consideration is the limi-
tations in the use of regression
analyses in the development of
short-form measures of OQOL mea-
sures as underlying assumptions of
regression analyses are violated by
these types of data. Locker and
Allen (26) argue that the method of
developing a short-form instrument
is not as important as its content
and that the items in the question-
naire and its measurement proper-
ties need to be appropriate to its
purpose, the population to which it
is applied, and the context in which
it is being used.

The results from this study further
support the use of these scales as a
brief measure of OQOL in dental
school clinical settings. Further re-
search using this new instrument is
needed in larger samples and differ-
ent settings.

Table 4
Adjusted Follow-Up Item and Scale Means by Group (Adjusted for Age, Gender, and Baseline Score)

In the past 3 months, how often have you experienced the following
difficulties because of problems with your teeth, mouth, or dentures?

RECALL§
(n = 22)

ENDO•
(n = 12)

DENTURE•
(n = 10)

Summary scales Mean (SD)
OH-1 57 (26.8) 56 (30.3) 53 (32.0)
6-item scale 41 (18.7) 44 (17.0) 43 (12.5)
12-item scale 32 (14.6) 34 (18.5) 34 (17.0)

Subscales
Distress 27 (22.0) 31 (35.4) 26 (18.3)
Worry 48 (15.6) 50 (18.8) 47 (18.0)
Social functioning 12 (17.0) 14 (26.2) 18 (25.3)

Individual items
Have you been upset?† 30AB (24.5) 40B (32.3) 20A (30.2)
Have you found it difficult to relax?*† 32 (30.0) 40 (35.3) 30 (32.1)
Have you felt depressed?† 17A (23.4) 21AB (38.2) 27B (24.2)
Do you feel nervous or self-conscious?*‡ 72 (29.5) 64 (16.5) 84 (25.0)
Have you been worried about dental problems?‡ 40 (35.1) 47 (24.2) 45 (40.4)
Have you felt uncomfortable about the appearance of your teeth?‡ 34A (28.2) 38A (37.3) 21B (17.5)
Have you avoided going out?*¶ 17 (22.3) 24 (32.8) 20 (22.3)
Have you been totally unable to function?¶ 7 (12.2) 4 (9.6) 15 (19.3)
Have you had trouble getting along with others?¶ 11 (19.3) 14 (22.3) 19 (28.3)
How much pain or distress do you have?* 64 (31.6) 61 (37.6) 57 (27.3)
Have you had uncomfortable dentures?* 39 (32.2) 29 (43.3) 38 (35.2)
Have you had to avoid eating some foods?* 24 (30.1) 37 (44.4) 36 (43.2)

Values with same superscripts are not significantly different (P > 0.05 using Duncan’s test).
* Items on 6-item scale.
Subscales:
† Distress.
‡ Worry.
¶ Social functioning.
§ Regular users of diagnostic and preventive care and presented for a prophylaxis.
• Presented to the dental school setting in pain; to undergo emergency endodontic treatment.
• Will receive a removable prosthesis.
OH-1, self-report of oral health; SD, standard deviation.
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Table 5
Effect Size of Scale and Item Means by Group (Change as % Baseline SD)

In the past 3 months, how often have you experienced the following difficulties
because of problems with your teeth, mouth, or dentures?

RECALL§
(n = 22)

ENDO•
(n = 12)

DENTURE•
(n = 10)

Summary scales
OH-1 -3.6 (53.9) -7.6 (-7.7) -8.4 (26.7)
6-item scale -12.7 (66.1) 15.9 (68.9) 10.9 (82.9)
12-item scale -11.1 (23.7) 4.5 (20.0) 6.3 (71.7)

Subscales
Distress -10.6 (24.1) 0 (0) -2.7 (50.2)
Worry 3 (64.4) -4.1 (13.9) -13.8 (92.1)
Social functioning -1.8 (28.9) 11.1AB (37.0) 36.8A (75.8)

Individual items
Have you been upset?† -25.3 (50.7) -11.7 (39.1) -38.8 (81.9)
Have you found it difficult to relax?*† 6.5 (31.4) 13.6 (45.4) 15.1 (59.4)
Have you felt depressed?† -7.1 (34.1) 0AB (0) 24.4A (55.1)
Do you feel nervous or self-conscious?*‡ 7.1 (90.1) -14.2 (47.2) -17.3 (52.1)
Have you been worried about dental problems?‡ -6.3 (36.7) 6.3 (21.1) 20.9 (57.4)
Have you felt uncomfortable about the appearance of your teeth or dentures?‡ 5.7B (34.1) 0AB (0) 26.4 (63.4)
Have you avoided going out?*¶ -3.9 (42.9) 24.6 (81.7) 27.1 (43.6)
Have you been totally unable to function?¶ 12.6 (41.8) 0 (0) 58.1 (140.2)
Have you had trouble getting along with others?¶ -9.8 (47.3) 0 (0) 22.6 (71.7)
How much pain or distress do you have?* -19.6 (72.1) -6.8 (22.7) -45.1 (95.1)
Have you had uncomfortable dentures?* 22.8 (45.7) 0 (0) 34.3 (137.7)
Have you had to avoid eating some foods?* -12.1 (68.7) 20.9 (66.2) 20.9 (114.1)

Values with same superscripts are not significantly different (P > 0.05 using Duncan’s test).
* Items on 6-item scale.
Subscales:
† Distress.
‡ Worry.
¶ Social functioning.
§ Regular users of diagnostic and preventive care and presented for a prophylaxis.
• Presented to the dental school setting in pain; to undergo emergency endodontic treatment.
• Will receive a removable prosthesis.
OH-1, self-report of oral health; SD, standard deviation.
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